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Preface

The past decade has witnessed significant advances in the technology of
personal computers, wireless communication, and the Internet. Today,
small, inexpensive, yet powerful portable computers are available. The
Internet continues to experience exponential growth. The coming together
of these trends has made it possible to use computer resources and access
information anywhere and at anytime. This new computing paradigm,
widely known as mobile computing, is set to drive technology over the
next decade. However, there are a lot of challenges to meet. This makes
mobile computing a hot research and development area. Mobile comput-
ing is being projected as the future growth area in both academia and
industry.

This handbook explores the challenges in mobile computing and
includes current efforts and approaches to address them. It provides tech-
nical information about various aspects of mobile computing ranging from
basic concepts to research grade material, including future directions.
This handbook captures the current state of mobile computing and serves
as a source of comprehensive reference material on mobile computing.

This handbook is intended for researchers and practitioners in the field
and for engineers and scientists involved in the design and development of
mobile computing systems and their applications. This handbook can also be
used as the textbook for graduate courses in the mobile computing area.

This handbook has 40 chapters written by experts from around the
world. It is organized in nine sections:

1. Section I — Introduction and Applications of Mobile Computing
2. Section II — Location Management
3. Section III — Location-Based Services
4. Section IV — Caching Strategies
5. Section V — Mobile and Ad Hoc Wireless Networks I
6. Section VI — Mobile and Ad Hoc Wireless Networks II
7. Section VII — Power Management
8. Section VIII — Performance and Modeling
9. Section IX — Security and Privacy Aspects
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This handbook has the following salient features:

• It serves as a comprehensive source of information and reference
material on mobile computing.

• It deals with an important and timely topic of emerging computing
paradigm of tomorrow.

• It presents accurate, up-to-date information on a broad range of
topics related to mobile computing.

• It presents material authored by experts in the field.
• It presents the information in an organized and well-structured manner.

Many people have contributed to this handbook in their unique ways.
The first and the foremost group that deserves immense gratitude is the
group of highly talented and skilled researchers who have contributed
chapters to this handbook. Without their expertise and effort, this hand-
book would never have come to fruition. It has also been a pleasure to work
with Mr. Rich O’Hanley, Ms. Karen Schober, and Ms. Claire Miller of CRC
Press. We are extremely grateful for their support and professionalism. Our
families have extended their unconditional love and strong support
throughout this project and they all deserve very special thanks.

Imad Mahgoub and Mohammad Ilyas
Boca Raton, Florida
opyright © 2005 by CRC Press



    

AU1971_book.fm  Page 1  Thursday, November 11, 2004  10:08 PM

C

Section I
Introduction 

and 
Applications 

of Mobile 
Computing
opyright © 2005 by CRC Press



            

AU1971_book.fm  Page 3  Thursday, November 11, 2004  10:08 PM

C

Chapter 1

Wearable Computing
Asim Smailagic and Daniel P. Siewiorek

Abstract

This chapter describes a taxonomy of wearable computers and their appli-
cations, focusing on their problem solving capabilities. Wearable and con-
text-aware computers have been developed from our iterative design
methodology, with a wide variety of end users, mainly mobile workers. The
taxonomy is illustrated by wearable systems evolving from basic stored
information retrieval through synchronous/asynchronous collaboration
within a team to context-aware platforms with a proactive assistant. Exam-
ple evaluation methods illustrate how user testing can quantify the effec-
tiveness of wearable systems.

1.1 Introduction

Carnegie Mellon’s Wearable Computers project is helping to define the
future not only for computing technologies, but also for the use of comput-
ers in daily activities. The goal is to develop a new class of computing sys-
tems with a small footprint that can be carried or worn by a person and be
able to interact with computer augmented environments [1]. Because
users are an integral part of the system, techniques such as user-centered
design, rapid prototyping, and in-field evaluation are used to identify and
refine user interface models that are useful across a wide spectrum of
applications [2, 3, 4]. Over two dozen wearable computers have been
designed and built over the last 12 years, with most tested in the field. The
application domains range from inspection, maintenance, manufacturing,
and navigation to on-the-move collaboration, position sensing, and
real-time speech recognition and language translation. At the core of these
paradigms is the notion that wearable computers should seek to merge the
user’s information with the user’s workspace. The wearable computer
must blend seamlessly with existing work environments, providing as little
distraction as possible. This requirement often leads to replacements for
the traditional desktop paradigm, which generally requires a fixed physical
relationship between the user and devices such as a keyboard and mouse.
Identifying effective interaction modalities for wearable computers, as well
opyright © 2005 by CRC Press
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as accurately modeling user tasks in software, are among the most signifi-
cant challenges in designing wearable systems.

The goals for this chapter are: 

• To present a map of wearable system functionality to application types
• To summarize examples of four user interface models

1.2 Issues in Wearable Computing

Wearable computers at Carnegie Mellon have ranged from proof of concept
to customer-driven systems design based on a task specification to vision-
ary design predicting the form and functionality of wearable computers of
the future. Four wearable computers — VuMan 3, MoCCA, Digital Ink, and
Promera — have been awarded prestigious international design awards.

For pervasive or ubiquitous computing to reach its potential, the aver-
age person should be able to take advantage of the information on or off
the job. Even while at work, many people do not have desks or spend a
large portion of their time away from a desk. Thus, mobile access is the gat-
ing technology required to make information available at any place and at
any time. In addition, the computing system should be aware of the user’s
context, not only to be able to respond in an appropriate manner with
respect to the user’s cognitive and social state, but also to anticipate the
needs of the user.

Today’s computer systems distract a user in many explicit and implicit
ways, thereby reducing their effectiveness. The systems can also over-
whelm users with data leading to information overload. The challenge for
human computer interaction design is to use advances in technology to
preserve human attention and to avoid information saturation.

We have identified four design principles for mobile systems:

1. User interface models — what is the appropriate set of metaphors
for providing mobile access to information (i.e., what is the next
desktop or spreadsheet)? These metaphors typically take over a
decade to develop (i.e., the desktop metaphor started in early 1970s
at Xerox Palo Alto Research Center (PARC) and required over a
decade before it was widely available to consumers). Extensive
experimentation working with end users is required to define and
refine these user interface models.

2. Input/output modalities — although several modalities mimicking the
input/output capabilities of the human brain have been the subject of
computer science research for decades, the accuracy and ease of use
(i.e., many current modalities require extensive training periods) are
not yet acceptable. Inaccuracies produce user frustrations. In addition,
most of these modalities require extensive computing resources,
opyright © 2005 by CRC Press
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which will not be available in lightweight, low-power wearable com-
puters. There is room for new, easy-to-use input devices such as the
dial developed at Carnegie Mellon University (CMU) for list-oriented
applications.

3. Matched capability with application requirements — many mobile
systems attempt to pack as much capacity and performance in as
small a package as possible. However, these capabilities are often
unnecessary to complete an application. Enhancements such as
full-color graphics not only require substantial resources, but also
may compromise ease of use by generating information overload for
the user. Interface design and evaluation should focus on the most
effective means for information access and resist the temptation to
provide extra capabilities simply because they are available.

4. Quick interface evaluation methodology — current approaches to
evaluate a human computer interface require elaborate procedures
with scores of subjects. Such an evaluation may take months and is
not appropriate for reference during interface design. These evalu-
ation techniques should focus on decreasing human errors and frus-
tration.

Over the past 12 years, we have built wearable computers for over a
dozen clients in diverse application areas. We have observed several func-
tionalities that have proven useful across multiple applications. These
functionalities form the basis for four user interface models, each with
their unique user interface, input/output modality, and capability:

1. Procedures — text and graphics — maintenance and plant operation
applications are characterized by a large volume of information that
varies slowly over time. For example, even simple aircraft may have
over a hundred thousand manual pages (like the aircraft manuals at
the US Airways hangar at Pittsburgh International Airport). But due
to operational changes and upgrades, half of these pages are obso-
lete every six months for even mature aircraft. Rather than distribute
CD-ROMs for each maintenance person and running the risk of a
maintenance procedure being performed on obsolete information,
maintenance facilities usually maintain a centralized database to
which maintenance personnel make inquiries for the relevant man-
ual sections on demand. A typical request consists of approximately
ten pages of text and schematic drawings. Changes to the centralized
information base can occur on a weekly basis. Furthermore, the
trend is toward more customization in manufacturing. In aircraft
manufacturing, no two aircraft on an assembly line are identical. The
aircraft may belong to different airlines or be configured for different
missions. Customization extends to other industries. One leading
manufacturer produces over 70,000 trucks per year, representing
opyright © 2005 by CRC Press
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over 20,000 different configurations. The customer can select the
transmission, the engine, and even the stereo system. In the near
future, trucks will be accompanied by their own documentation
describing them as “built,” “modified,” or “repaired.” When person-
nel carrying out manufacturing or scheduled maintenance arrive for
a day’s work, they receive a list of job orders that describe the tasks
and include documentation such as text and schematic drawings.
Thus, this information can change on a daily or even hourly basis.

2. Master/apprentice help desk — there are times, however, when an
individual requires assistance from experienced personnel. Histori-
cally, an apprenticeship program, wherein a novice observes and
works with an experienced worker, has provided this assistance. A
simple example of this is the help desk, wherein an experienced person
is contacted for audio and visual assistance in solving a problem.

3. Team maintenance/collaboration — the help desk can service many
people in the field simultaneously. Today, with downsizing and pro-
ductivity improvement goals, teams of people are geographically
distributed, yet are expected to pool their knowledge to solve imme-
diate problems. An extension of the help desk is a team of personnel
such as field service engineers, police, and firefighters, who are
joining together to resolve an emergency situation. Information can
be expected to change on a minute-by-minute and sometimes even
second-by-second basis.

4. Context-aware collaboration — proactive synthetic assistant — con-
text-aware computing describes the situation where a mobile com-
puter is aware of its user’s state and surroundings, and modifies its
behavior based on this information. The system can monitor a user’s
state and act as a proactive assistant, linking information derived
from many contexts, such as location and schedule. Distractions are
even more of a problem in mobile environments than desktop envi-
ronments, because the user is often preoccupied with walking, driv-
ing, or other real-world interactions. A ubiquitous computing
environment that minimizes distraction should be context-aware. If a
human assistant were given such context, he or she would make deci-
sions in a proactive fashion, anticipating user needs. The goal is to
enable mobile computers to play an analogous role, exploiting context
information to significantly reduce demands on human attention.

The remainder of the chapter is organized as follows:

• Section 1.3 describes the four user interface models and gives exam-
ples of how they address the three design principles of user interface
models, input/output modalities, and functional capability require-
ments. 

• Section 1.4 provides examples of how systems can be evaluated for
each of the four user interface models.
opyright © 2005 by CRC Press
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1.3 Example Systems

Four wearable computer user interface models will be illustrated using
example CMU wearable computer systems. It is interesting to note that
these user interface models can also be found in systems developed by
other organizations. Figure 1.1A shows examples of wearable computer
platforms, corresponding to each of the four user interface models. Figure
1.1B illustrates the relationship between wearable computer platforms and
their applications. This representation is based on Kiviat diagrams [5].
These examples include:

• Procedures — text and graphics
– VuMan 3 text-based inspection of U.S. Marines heavy military

vehicles, CMU [6]
– Navigator 2 graphical inspection of Boeing aircraft, CMU [1]
– Georgia Tech wearable computer for quality assurance inspec-

tion in food processing plants [7]

Figure 1.1A. Examples of Wearable Computer Platforms
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• Master/apprentice help desk
– TIA-P (Tactical Information Assistant — Prototype) used for C-130

help desk, CMU [8]
– NetMan enables technicians in the field and office-based experts

to collaborate in real-time using audio and video, University of
Oregon [9]

• Team collaboration
– MoCCA (Mobile Communication and Computing Architecture) to

support collaboration of geographically distributed field engi-
neers, CMU [10]

– Land Warrior integrated infantry soldier system for close combat.
Designed to avoid information overload [11]

• Synthetic collaboration — proactive synthetic assistant
– Context-aware cell phone, which modifies its behavior based on

its user’s state and surroundings, CMU
– Touring machine, which combines the overlaid 3D graphics of

augmented reality with the untethered freedom of mobile com-
puting to support users in their everyday interactions with the
world, Columbia University [12]

Figure 1.1B. Relationship between Wearable Platforms and Their Applications
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A synthetic assistant is a technology that allows a computer model of a
human expert to interact conversationally, provide advice, read proce-
dures, and answer questions to a human. This technology is developed at
CMU [8, 13].

Figure 1.2 summarizes the four user interface models with respect to the
first design principle and input/output modalities. The knowledge source
and user interface models will be illustrated by system examples in Section
1.3.1 to Section 1.3.4.

The following subsections elaborate further and give examples of each
problem solving capability. Figure 1.3 depicts the four problem solving
capabilities in a state diagram. The system examples in the following four
subsections will illustrate each capability in turn.

1.3.1 Procedures with Static Prestored Text/Graphics

The prestored capability is illustrated by the sheet metal inspection of a
military aircraft. Approximately 100 defects are identified during an aver-
age 36 hour inspection. The inspection starts with selecting a region on the
aircraft body and proceeds with inspecting the object, referencing informa-
tion from the manuals, archival storage of observations, and recording the

Figure 1.2. Input/Output Modalities for the User Interface Models
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status. Once the user chooses to begin an aircraft inspection, the field of
interest is narrowed from major features (such as left wing, right tail) to
more specific details (individual panes in the cockpit window glass, aircraft
body polygons), as shown in Figure 1.4. The area covered by each defect as
well as the type of defect, using a “How Malfunctioned” code such as cor-
roded, cracked, or missing, are recorded. To maximize usability, each item
or control may be selected simply by speaking its name or, in the case of
more complicated phonemes, a designated numeral. This two-dimensional
selection method, in which defect locations are specified on a planar
region, and overall user interface design have received favorable feedback
from the Boeing aircraft inspectors at McClellan Air Force Base in California.

1.3.2 Master/Apprentice (Live Expert) Help Desk

The C-130 project is designed to use collaboration to facilitate training and
to increase the number of trainees per trainer. Inexperienced users are
being trained to perform a cockpit inspection and the trainers are remotely
located. The trainee loads the inspection procedures and performs the
inspection. A desktop system manages the normal job order process and is
used by the instructors to observe the trainee’s behavior. In collaboration,
the instructor looks over the shoulder (through a small video camera
attached to the top of the trainee’s head-mounted display) and advises the

Figure 1.3. State Diagram of Problem Solving Capabilities
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trainee. In addition to a two-way audio channel, the instructor can provide
advice via a cursor for indicating areas on a captured video image, which
is being shared through a whiteboard. The instructor manages the sharing
session and whiteboard. The trainee’s use of the whiteboard is limited to
observation.

The capability for the master/apprentice paradigm is in the synchro-
nous communication bubble in Figure 1.3. Synchronous communications
facilitate answering questions such as: Where is the object? (drawing on a
captured image), How to do it? (audio guidance through prestored mate-
rial), and What does the result of the test mean? (audio discussion). This
model also uses the static/prestored capability.

1.3.3 Team Collaboration

MoCCA [10] is designed to support a group of geographically distributed
field service engineers (FSEs). The FSEs spend up to 30 to 40 percent of
their time in a car driving to customer sites. Half of what they service is
third-party equipment for which they may not have written documenta-
tion. The challenge was to provide a system that allowed the FSEs to access
information and advice from other FSEs while on customer sites and while

Figure 1.4. Example User Interface for Static/Prestored Information
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commuting between sites. Synchronous and asynchronous collaboration
(Figure 1.3) are supported for both voice and digitized information.

An additional challenge arose from user interviews that suggested that
the FSEs desired the functionality of a laptop computer including a larger
color display with an operational cycle of at least eight hours. The system
had to be very light, preferably less than one pound, and required access
to several legacy databases. Further discussions with the FSEs indicated
that the most frequently used databases were textually oriented. Only on
rare occasions is access to graphical databases required. A novel architec-
ture combined a lightweight alphanumeric satellite computer with the high
functionality of a base unit included in the FSE’s tool kit. The base unit can
be carried into any customer site providing instant access to the global
infrastructure.

The team problem solving asynchronous capability (Figure 1.3) includes
audio bulletin boards and tips for shared collaboration space between
remote FSEs and their colleagues. The concept of an audio bulletin board
is equivalent to a storehouse for audio clips describing the problems that
the FSEs encounter while on the job. Each trouble topic contains a list of
audio responses from other FSEs with the possible solution. Figure 1.5
shows the integrated user interface, which starts with the call list, list of
available FSEs, and information about the incoming request for service.

1.3.4 Context-Aware Collaboration — Proactive Synthetic Assistant

A context-aware cell phone has been designed that provides the remote
caller feedback on the current context of the person being called. Time
(e.g., calendar), location, and audio environment sensing or interpretation
are used to derive user context. We have focused on the callee being the
driver of a car. The goal is for the caller to interact with the driver in a man-
ner similar to that of a passenger in the car. For example, when there is a
particularly difficult driving situation that has a high cognitive load (e.g.,
passing a truck on a downhill curve at night in the rain), a passenger is sen-
sitive to the situation and suspends the conversation until the driving sit-
uation has passed. With contemporary cell phones, however, the caller is
unaware of the driver’s context and continues talking, perhaps causing the
driver to enter a state of cognitive overload.

We have developed SenSay (sensing and saying) [14], a context-aware
mobile phone that modifies its behavior based on its user’s state and sur-
roundings. It adapts to dynamically changing environmental and physio-
logical states and also provides the remote caller information on the cur-
rent context of the phone user. To provide context information, SenSay
uses light, motion, and microphone sensors. The sensors are placed on
various parts of the human body with a central hub, called the sensor box,
mounted on the waist (Figure 1.1A).
opyright © 2005 by CRC Press
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SenSay introduces the following four states: 

1. Uninterruptible 
2. Idle 
3. Active 
4. Normal (the default state) 

A number of phone actions are associated with each state. For example, in
the uninterruptible state, the ringer is turned off.

A three-tier architecture was adopted: 

1. Sensor box
2. Decision module
3. Phone 

The following components are shown in Figure 1.6. The sensor module,
located in the bottom left, collects physical sensor data, which is then sent
to the notebook computer (henceforth called the platform) through the
serial port. The decision module at the top is then notified of data arrival
and a series of preprocessing steps are done to the incoming data before
the data is acted upon. Finally, the decision module instructs the phone to
act based on the current user context. The decision module uses another
serial port to communicate with the phone.

Figure 1.6. Context-Aware Cell Phone System Architecture
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We built a custom sensor module containing two subsystems — the
microcontroller and sensors. A microcontroller is used to process the que-
ries from the sensor module and return the requested sensor data as a
ten-bit word. The sensors include three accelerometers used to capture
three axes of motion (x, y, z) and a light sensor. A Bluetooth® microphone
is used for detecting user speech and another microphone is added to
serve as an ambient noise detector.

The Bluetooth microphone communicates with a USB Bluetooth trans-
ceiver connected to the platform.

The platform software monitors sensors and phone status and makes
decisions concurrently using three modules. The sensor module resides
on the platform, which connects to the sensor box and the phone monitors
all sensors. Similarly, the action module handles all interactions between
the decision logic and the phone. The decision module determines user
context and is responsible for triggering phone actions.

The decision module determines user context using sensor data and
electronic calendar entries. It stores and examines the collected data and
passes a phone action notification to the action model, which it may
ignore. When the user is busy, Short Message Service (SMS) is used to auto
respond to the caller. The action module is responsible for issuing changes
and operations to the Treo™ smartphone. It accepts requests from the
decision module and accesses the phone.

The decision module inspects the gathered data and determines the
state that the phone should enter. Figure 1.7 shows the state diagram used
by the decision module. To prevent bouncing between states too quickly,
up to ten minutes of recent sensor data are stored and examined. Running
averages are computed to give reasonable weight to previous data and
phone state. Furthermore, four states are identified by the system, repre-
senting descending levels of uninterruptibility, as follows: 

1. Uninterruptible state — the system enters this state when the user
is involved in a conversation or has scheduled an important event
in the electronic calendar. The ringer is disabled; vibrate is enabled
only when the light level is low. The caller has an option to override
this in case of emergency by calling again within three minutes.

2. Active state — high physical activity or high ambient noise level
puts the system into this state. The ringer is set to high and vibrate
is enabled.

3. Idle state — the system goes into this state when there is little
movement and low ambient level. The system reminds the user of
missed calls and provides suggestions to the user.

4. Normal state — the ringer and vibrate modes are set to the phone’s
default values.
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A series of threshold analysis tests were run while recording sensor val-
ues and noting trends over time. Microphones and accelerometer values
were recorded from 11 subjects. In addition to the raw sensor values, aver-
age sensor values were also observed over various periods of time.

As an example of threshold experiments, consider user activity. The sen-
sor board was taped to the user’s abdomen. The physical activity test was
run using the three-axis accelerometer. The maximum of the three absolute
component values was used as the movement data. The data is split into
three ranges. 

1. Low activity includes sitting, sleeping, etc. Short, intense movements
are averaged out. 

2. Medium activity represents walking or other comparable activity.
Medium movement indicates that the user is not idle. 

3. High activity includes movements such as running.

To find generic threshold values, 11 subjects were asked to perform a test.
After walking for 40 seconds, they were asked to sit down for 10 seconds.

Figure 1.7. Left: State Diagram Showing What Happens When an Incoming Call 
Is Made in Uninterruptible Mode. Right: State Diagram Showing How the Phone 
Determines Which Mode to Place the Phone In
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Then they were required to run for 30 seconds and afterward walk again.
After walking for 20 more seconds, they sat down again for an additional 25
seconds. Figure 1.8 shows the resulting values. From this experiment,
thresholds for differentiating between low, medium, and high activity were
found and annotated on the diagram. Other tests were conducted for the
microphones and light sensors.

1.4 Evaluation

Evaluation of all four applications was performed with laboratory prototypes.
Metrics used in this evaluation include time on task and accuracy. These
tests can be used as examples of how to evaluate wearable computer sys-
tems.

1.4.1 Prestored Procedures

Field tests were performed at the Digital Equipment Corporation facility in
Forrest Hills, Pittsburgh, Pennsylvania. Five FSEs participated in tests that
included performing a set of typical operations related to troubleshooting
and repair operations on computing equipment. Each of the FSEs per-
formed all of these operations. The subject systems included printers,
motherboards, and networks. The use of the prototype contributed to a
significant saving of time (35 to 40 percent), as shown in Figure 1.9. During
these field tests, the FSEs used the system for the first time. A larger sav-
ings in time is expected with continued use. In addition, MoCCA allowed

Figure 1.8. Motion State Thresholds
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the FSEs to fix some problems immediately, which otherwise would have
required return trips to find and bring back manuals.

1.4.2 Master/Apprentice Help Desk

Performance on a bicycle repair task when working alone was compared to
working with a helper who could provide guidance through the repair pro-
cess. There was a video link between the worker and expert, as well as an
audio connection. Participants consisted of 60 CMU students (69 percent
male) and 2 bicycle repair experts. Workers do substantially better at per-
forming these repair tasks with collaborative help. A repeated measures
analysis of variance (ANOVA) test [15] was used to examine statistical sig-
nificance of the results. In a bicycle repair experiment, average time to
complete the tasks with a remote expert was half as long as in the solo con-
dition (7.5 versus 16.5 minutes respectively; p < .001). This means that the
probability that the two average times are the same is less than 0.1 percent.
The quality of the repairs they completed was superior when they had
assistance than when they worked alone (79 percent of the quality points
for the collaborative condition versus 51 percent for the solo condition; p
< .001). Although having access to an expert dramatically improved perfor-
mance, having better tools for communication with the expert did not
improve the number of tasks completed, the average time per completed
task, or performance quality. In particular, neither video (comparison of
full duplex audio/video with full duplex audio/no video) nor full duplex

Figure 1.9. Improvement in Problem Solving with Prestored Knowledge versus 
Traditional Approach
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audio (comparison of full duplex audio/video condition with half duplex
audio/video) helped workers perform more tasks, perform tasks more
quickly, or perform them better [16].

1.4.3 Team Collaboration

IDEALINK provides a virtual space for groups to manipulate graphical
objects related to their work task, sharing observations with each other
[17]. IDEALINK is well-suited for use in wearable computers because it
enables users to have ad hoc meetings and design sessions, providing
them with a canvas on which they can sketch their ideas for a remote user.
Asynchronous audio tags enable users to record an audio explanation or
annotation of a particular object or procedure. Each session is recorded
and archived for later playback, making the knowledge contained within
them available for later reference.

To test IDEALINK’s effectiveness, we conducted an experiment in which
groups of four participants collaborated on the design of a remote control
for a CD player. Each session concluded when all participants agreed upon
a final design. They were encouraged, but not required, to begin by individ-
ually sketching their ideas, then proceed to discuss their sketches with the
rest of the group, and conclude by collaborating on a final design based
upon a combination of the sketches.

We noted occurrences of mechanics of collaboration as defined by
Gutwin and Greenberg [18]. Explicit communication occurs when “group
members intentionally provide each other with information” either “ver-
bally” or “in combination with pointing to an artifact.” Consequential com-
munication is “information that is unintentionally given off by others as
they go about their activities” including “information given off by artifacts
as they are manipulated by others” and “the characteristic actions of a per-
son’s embodiment in the workspace.” Coordination of action takes place
when “people organize their actions in a shared workspace so that they do
not conflict with others”; for example, when turns are taken. Planning
occurs when people “reserve areas of the workspace for their use or con-
sider various courses of action by simulating them.” Monitoring actions
are ones that gather information about others in the workspace. Assis-
tance happens when another group member explicitly asks for help or
when someone sees that assistance would be helpful. Finally, protection
describes actions that a participant takes to prevent others from “inadvert-
ently altering or destroying work” that they have done.

In addition, we also recorded instances of misunderstood illustrations,
usage of body language to describe the remote control (that does not fall
into any of the areas listed above), off task discussion, and equipment fail-
ure. The results of this are shown in Table 1.1.
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Participants tended to communicate with each other more verbally
when they were using the whiteboard. In particular, they were more likely
to use explicit and implicit references to positions and locations of objects.
These implicit references were occasionally flawed, as occurred in session
2. Furthermore, use of the whiteboard caused more discussion of how to
coordinate activities.

While using IDEALINK, participants more frequently monitored other
participants’ screens. They also used more body language to describe the
remote control, even using the computer’s shape and size as a proxy
remote control.

We observed that participation was more evenly distributed among par-
ticipants when they used IDEALINK than when they used the whiteboard.
In the first whiteboard-based session, one participant dominated discus-
sion. He spent a significant amount of time at the front of the room, listed
his ideas on the board first, and frequently interrupted others’ discussions.

Table 1.1. IDEALINK User Evaluation

Whiteboard IDEALINK

Session Number 1 2 3 4 Total 5 6 7 8 Total

Mechanics of Collaboration Events

Explicit communication 8 13 15 18 54 7 10 12 4 33

errors and difficulties 0 3 0 0 3 0 0 0 0 0

Implicit communication 9 8 5 18 40 2 4 1 0 7

errors and difficulties 0 2 0 0 2 0 0 0 0 0

Cooperation 7 1 0 1 9 0 0 1 0 1

errors and difficulties 0 6 0 0 6 0 1 1 0 2

Planning 2 5 4 2 13 7 1 4 1 13

errors and difficulties 0 0 0 0 0 0 1 1 0 2

Monitoring 1 0 0 0 1 1 2 4 2 9

Assistance 1 1 1 0 3 0 1 1 0 2

Protection 0 0 0 0 0 0 0 0 0 0

Other Observed Events

Misunderstood diagram 0 1 0 0 1 1 2 5 4 12

Body language 5 0 0 0 5 0 3 7 0 10

Off task 2 0 0 1 3 3 3 1 1 8

Equipment failure 0 0 1 0 1 8 11 9 8 36
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While using IDEALINK, his interference with others was minimized. The
other participants were able to focus their attention away from the central
whiteboard at the front of the room and on the Idealink screen in front of
them. They made their own sketches as he was talking and directed their
attention toward these sketches. This resulted in a more effective meeting,
as more time was spent focusing on the prototype sketches and less time
was spent debating whether the remarks made by the dominant partici-
pant were valid.

1.4.4 Context-Aware Collaboration — Proactive Synthetic Assistant

Two experiments tested the hypothesis that a context-aware cell phone
could change caller and driver behaviors. Experiment 1 tested whether
remote cell phone callers would slow or stop their conversation with a
driver when signaled. Experiment 2 tested whether a driver’s performance
while speaking on a cell phone would be improved by slowing or stopping
the remote caller’s conversation.

Participants (n = 24) were asked to role-play a person seeking to rent an
apartment. Each participant made successive cell phone calls to three
landlords, played by the experimenter. Participants were provided a list of
questions to ask the landlord about each apartment (e.g., how many bed-
rooms the apartment had). At a prespecified point in each call, the landlord
would unexpectedly pause for ten seconds.

Results show that the callers said less than half the number of sentences
during the pause when they were sent a signal compared to when the
driver remained silent. The spoken message: “The person you have called
is busy. Please hold.” was the most effective signal.

Experiment 2 used a driving simulator composed from a virtual reality
authoring environment and allowed users to navigate a vehicle through a
test track. Before beginning the experiment, participants (n = 20) practiced
using the driving simulator until they said they felt comfortable. Partici-
pants then completed one circuit of the track on the driving simulator
under each of three conditions: 

1. Control (no phone call) 
2. Call without pause 
3. Call with pause

Results show that talking on the cell phone caused people to crash more
(6.8 crashes) as compared to driving without a call (3.55 crashes). Inducing
pauses during the call caused the driver to crash less (3.65 crashes) when
using the cell phone.

1.5 Summary and Future Challenges

In this chapter, we have introduced and described a taxonomy of problem
solving capabilities for wearable and context-aware computers. We have
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shown how these capabilities impact choices of input/output modalities
and user interface models.

An important set of challenges must be addressed to make wearable
computing effective with ubiquitous computing environments. How do we
develop social and cognitive models of applications? How do we integrate
input from multiple sensors and map them into user social and cognitive
states? How do we anticipate user needs? How do we interact with the user?

In the future, we will focus our efforts on development of a virtual coach,
which will capture a wearable augmented cognition platform and software
application, as well as be able to monitor an individual’s cognitive load and
route tasks to less loaded individuals. Cognitive performance will be
assessed online. Providing immediate suggestions to a user for cognitive
augmentation and arbitration of resource redeployment will further
enhance performance.
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Chapter 2

Developing Mobile 
Applications: 
A Lime Primer
Gian Pietro Picco, Amy L. Murphy, and 
Gruia-Catalin Roman

Abstract

Mobility poses peculiar challenges that must be addressed by novel pro-
gramming constructs. Lime (Linda in a Mobile Environment) tackles the
problem by adopting a coordination perspective inspired by work on the
Linda model. The context for computation, represented in Linda by a sin-
gle, globally accessible, persistent tuple space, is reinterpreted in Lime as
the transient sharing of the tuple spaces carried by individual mobile units.
Additional constructs provide increased expressiveness, by enabling pro-
grams to deal with the location of tuples and to react to specified states.
The resulting model provides a minimalist set of abstractions that promise
to facilitate rapid and dependable development of mobile applications. In
this chapter, we illustrate the model underlying Lime, present the program-
ming interface of the companion middleware, and discuss how applica-
tions and higher level middleware services can be built using it.

2.1 Introduction

Distributed computing has been traditionally associated with a rather
static environment, where the topology of the system is largely stable and
so is the configuration of the deployed application components. Today,
this vision is being challenged by various forms of mobility, which are
effectively reshaping the landscape of modern distributed computing. On
one hand, the emergence of wireless communication and portable comput-
ing devices is fostering scenarios where the physical topology of the sys-
tem is continuously modified by the free movement of the mobile hosts,
whose wireless communication devices enable them to dynamically create
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and sever links based on proximity. In its most radical incarnation, repre-
sented by mobile ad hoc networks (MANETs), the system is entirely con-
stituted by mobile nodes and the fixed network infrastructure is totally
absent. Together with this physical mobility of hosts, another form of mobil-
ity has emerged, where the units of mobility are program fragments belong-
ing to a distributed application and are relocated from one host to another.
This logical mobility of code brings unprecedented levels of flexibility in the
deployment of application components. In some domains, it enables signif-
icant improvements in the use of communication resources.

Mobility undermines several common assumptions. Disconnection is no
longer an infrequent accident: in applications involving physical mobility,
it is often triggered by the user in order to save battery power and hence
becomes a defining characteristic of the environment. The fluidity of the
physical and logical configuration of the system renders it impractical —
and often impossible — to make assumptions about the availability of a
specific user, host, or service. In general, the computational context is no
longer fixed and predetermined, rather it becomes continuously changing
in largely unpredictable ways. As a consequence, a large fraction of the
body of theories, algorithms, and technology must be recast in the mobile
scenario. Application development demands appropriate constructs and
mechanisms to accommodate the required level of dynamicity and decou-
pling necessary to cope with mobility. Nevertheless, thus far the problem
has been tackled only in a limited context. Pioneering work in mobile com-
puting targeted supporting mobility at the operating system level (e.g., the
work on Coda [14]) or for specific application domains (e.g., reposi-
tory-based in Bayou [34]). On the other hand, many commercial applica-
tions mask mobility by relying on proxy architectures, but assume the
existence of a fixed infrastructure. Clearly, these approaches are limited in
that they either solve issues that are specific for a given application
domain or do not address unconstrained mobile settings.

Lime [18, 26] is a model and a middleware expressly designed for sup-
porting the development of mobile applications. In contrast with many of
the existing proposals, Lime provides the application programmer with a
set of general-purpose programming constructs. Moreover, by adopting a
peer-to-peer architecture that does not rely on any fixed infrastructure, it
addresses the needs of the most radical forms of mobility and in particular
of MANETs.

The design of Lime is inspired by the realization that the problem of
designing applications involving mobility can be regarded as a coordina-
tion problem [30] and that a fundamental issue to be tackled is the provi-
sion of good abstractions for dealing with, and exploiting, a dynamically
changing context. Coordination is defined as a style of computing that
emphasizes a high degree of decoupling among the computing components
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of an application. As initially proposed in Linda [9], this can be achieved by
allowing independently developed components to share information
stored in a globally accessible, persistent, content-addressable data struc-
ture, typically implemented as a centralized tuple space. A small set of
operations enabling the insertion, removal, and copying of tuples provides
a simple and uniform interface to the tuple space. Temporal decoupling is
achieved by dropping the requirement that the communicating parties be
present at the time the communication takes place and spatial decoupling
is achieved by eliminating the need for components to be aware of each
other’s identity to communicate. A clean computational model, a high
degree of decoupling, an abstract approach to communication, and a sim-
ple interface are the defining features of coordination technology.

Lime reinterprets Linda within the mobile scenario in an original way.
Each mobile unit is permanently associated with a local tuple space, whose
content is transiently shared with the content of similar tuple spaces
attached to the other units within range. Hence, the tuple space used for
coordination is no longer unique, global, and persistent — assumptions
that macroscopically conflict with mobility. Instead, it is dynamically built
out of the spaces contributed by the mobile units within range and reflects
the current configuration of the system. Transiently shared tuple spaces
are the key to shielding the programmer from the complexity of the system
configuration, while still providing an effective abstraction for handling
communication among application components. In addition, Lime defines
constructs providing increased expressiveness by introducing the ability
to react asynchronously to the presence of a tuple and to control the place-
ment of a tuple and its access within the global tuple space. Finally,
because no assumption is made about the nature of the mobile units, the
computational model naturally encompasses both physical mobility of
hosts and logical mobility of agents. The computational model is embodied
in a Java™-based middleware, made available as open source [33], which
has been successfully employed for developing mobile applications.

In this chapter, we present Lime by focusing on the model concepts and
the programming and design techniques useful to the developer of mobile
applications. Other available documents describe the design of the middle-
ware [18] and the formal semantics of the model [19]. This chapter is orga-
nized as follows:

• Section 2.2 provides the minimal Linda background necessary to
understand Lime.

• Section 2.3 contains an overview of the Lime model and of the
application programming interface of the companion middleware. 

• Section 2.4 walks through a case study application and shows how
its requirements are satisfied through a design exploiting Lime. 
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• Section 2.5 presents some middleware extensions to Lime that we
built entirely as an application layer on top of the original middle-
ware. 

• Section 2.6 places Lime in the context of related work. 
• Section 2.7 completes our chapter with some brief concluding

remarks.

2.2 Linda in a Nutshell

In Linda, processes communicate through a shared tuple space that acts as
a repository of elementary data structures or tuples. A tuple space is a
multi-set of tuples that can be accessed concurrently by several processes.
Each tuple is a sequence of typed fields, such as <“foo”, 9, 27.5>, and
contains the information being communicated.

Tuples are added to a tuple space by performing an out(t) operation
and can be removed by executing in(p). Tuples are anonymous, thus their
selection takes place through pattern matching on the tuple content. The
argument p is often called a template or pattern and its fields contain either
actuals or formals. Actuals are values; the fields of the previous tuples are
all actuals, and the last two fields of <“foo”, ? integer, ? float> are
formals. Formals act like wild cards, and are matched against actuals when
selecting a tuple from the tuple space. For instance, the template above
matches the tuple defined earlier. If multiple tuples match a template, the
one returned by in is selected nondeterministically. Tuples can also be
read from the tuple space using the nondestructive rd(p) operation. Both
in and rd are blocking, i.e., if no matching tuple is available in the tuple
space, the process performing the operation is suspended until a matching
tuple becomes available. A typical extension to this synchronous model is
the provision of a pair of asynchronous primitives inp and rdp, called
probes, which allow nonblocking access to the tuple space.1 Moreover,
some variants of Linda (e.g., [32]) provide also bulk operations, which can
be used to retrieve all matching tuples in one step. In Lime, we provide a
similar functionality through the ing and rdg operations, whose execu-
tion is asynchronous like in the case of probes.2

2.3 Lime: Linda in a Mobile Environment

Communication in Linda is decoupled in time and space, i.e., senders and
receivers do not need to be available at the same time and mutual knowl-
edge of their identity or location is not necessary for data exchange. This
form of decoupling is of paramount importance in a mobile setting, where
the parties involved in communication change dynamically due to their
migration or connectivity patterns. Moreover, the notion of tuple space
provides a straightforward and intuitive abstraction for representing the
28
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computational context perceived by the communicating processes. On the
other hand, decoupling is achieved thanks to the properties of the Linda
tuple space, namely its global accessibility to all the processes and its per-
sistence — properties that are clearly hard if not impossible to maintain in
a mobile environment.

Lime [18, 26] adapts Linda to the mobile environment in an original way
and provides a coordination layer that can be exploited successfully for
designing applications that exhibit logical mobility, physical mobility, or
both. In this section, we present the Lime model with the description of
how its constructs are made available through the application program-
ming interface of the companion middleware. The reader interested in
additional programming details can find extensive documentation and
examples on the Lime Web site [33].

2.3.1 Model Setting and Overview

The fundamental entities in Lime are agents, hosts, and tuple spaces. Agents
are the only active components. Hosts can be mobile and are mainly roam-
ing containers that provide connectivity and execution support for agents.
Agents can be mobile as well and migrate across hosts of their own voli-
tion. The connectivity patterns among agents and hosts constrain coordina-
tion in Lime. Mobile hosts are connected when a communication link is
available. Mobile agents are connected when they are colocated on the
same host or they reside on hosts that are connected. Changes in connec-
tivity among hosts depend only on changes in the physical communication
links. Connectivity among mobile agents may depend also on arrival and
departure of agents, with creation and termination of mobile agents being
regarded as special cases of connection and disconnection, respectively.

Tuple spaces provide the coordination media among agents, as in Linda.
Nevertheless, in Lime each agent is permanently associated with at least
one interface tuple space (ITS). This tuple space constitutes the only access
to the data context for the agent it is associated with and, at the same time,
it contains the tuples the agent is willing to make available to the rest of the
system. At any time, an agent can access, through its ITS, the union of the
content of the ITS of all the agents currently connected. In essence, Lime
shifts from the fixed context characteristic of Linda to a dynamically
changing one by breaking up the single global tuple space into many and
by introducing rules for transient sharing of these individual tuple spaces
based on connectivity. The expressive power of the model is then
increased further by the ability to execute reactive and asynchronous
operations and to restrict the scope of operations based on location. We
now describe in more detail the features of the Lime model and middleware.
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2.3.2 Creating a Lime Tuple Space

Table 2.1 shows the public interface3 of the class LimeTupleSpace, which
embodies the concept of a Lime transiently shared tuple space. The asso-
ciation between an agent and the tuple space is established at creation
time by invoking the constructor. Agents may have multiple ITSs distin-
guished by a name, as this is recognized [6] as a useful abstraction to sep-
arate related application data. The name of the tuple space is specified as
a parameter of the constructor. In the current implementation, agents are

Table 2.1. The Class LIMETupleSpace, Representing a Transiently Shared 
Tuple Space

public class LIMETupleSpace {
  public LIMETupleSpace(String name);
  public String getName();
  public boolean isOwner();
  public boolean isShared();
  public boolean setShared(boolean isShared);
  public static boolean setShared(LimeTupleSpace[] lts, 
                                  boolean isShared);
  public void out(ITuple tuple);
  public ITuple in(ITuple template);
  public ITuple rd(ITuple template);
  public void out(AgentLocation destination, 
                  ITuple tuple);
  public ITuple in(Location current, AgentLocation
                   destination, ITuple template);
  public ITuple inp(Location current, AgentLocation 
                    destination, ITuple template);
  public ITuple[] ing(Location current, AgentLocation 
                      destination, ITuple template);
  public ITuple rd(Location current, AgentLocation 
                   destination, ITuple template);
  public ITuple rdp(Location current, AgentLocation 
                    destination, ITuple template);
  public ITuple[] rdg(Location current, AgentLocation 
                      destination, ITuple template);
  public RegisteredReaction[] addStrongReaction
    (LocalizedReaction[] reactions);
  public RegisteredReaction[] addWeakReaction
    (Reaction[] reactions);
  public void removeReaction(RegisteredReaction[] 
                             reactions);
  public boolean isRegisteredReaction(RegisteredReaction
                                      reaction);
  public RegisteredReaction[] getRegisteredReactions();
} 
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single-threaded and only the thread of the agent that creates the tuple
space is allowed to perform operations on the LimeTupleSpace object;
accesses by other threads fail by returning an exception. This represents
the constraint that the ITS must be permanently and exclusively attached
to the corresponding mobile agent.

When the ITS is first created and bound to an agent, its sharing status is
private, meaning that the only agent that can access the ITS’s data is the
one associated with it at creation time. A private ITS can be used as a step-
ping stone to a shared data space, allowing the agent to populate it with
data prior to making it publicly accessible. Alternately, it can be useful as
a primitive data structure for local data storage. Lime operations, shown in
the remainder of Table 2.1 and discussed in the rest of this section, are
available also on a private tuple space. For instance, the inp operation is
provided through the method inp, which accepts a parameter represent-
ing the template to be matched against and returns a matching tuple, if any,
or null. The only requirement for tuple objects is to implement the inter-
face ITuple, which is defined in a separate package called LighTS [23] that
provides access to a lightweight tuple space implementation. Note also
that inp, and similarly the other operations, are overloaded with addi-
tional parameters representing locations, whose meaning is discussed
later in this section.

One relevant difference is that blocking operations are forbidden on a
private tuple space and return an exception. Because the private tuple
space is exclusively associated to one agent, the execution of an in or rd
when no matching tuple is present would suspend the agent forever: effec-
tively making the agent wait for a tuple that no other agent can possibly
insert.

2.3.3 Enabling Transient Sharing

When an agent is alone in the system, i.e., there are no other agents colo-
cated on the same machine or on machines in range, the ITS of the agent is
the only available data repository accessible by it. On the surface, this
could seem a situation identical to an agent owning a private tuple space,
but the two cases are actually rather different. Irrespective of the system
configuration, a private tuple space is never shared and its existence is
known only to the agent that owns it. Instead, a nonprivate tuple space is
available for sharing with other units according to connectivity.

When multiple mobile units4 are able to communicate, either directly or
transitively, we say these units form a Lime group. We can restrict the
notion of group membership beyond simple communication, but for the
purposes of this document, we consider only connectivity. The semantics
of Lime is such that the content of the ITSs of all group members are
merged, or transiently shared, to form a single, large context that is
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accessed by each unit through its own ITS. The sharing itself is transparent
to each mobile unit, however as the members of the group change, the con-
tent of the tuple space each member perceives through operations on the
ITS changes in a transparent way. The joining of a group by a mobile unit
and the subsequent merging of its local context with the group context is
referred to as engagement, which is performed as a single, atomic opera-
tion. A mobile unit leaving a group triggers disengagement, that is, the
atomic removal of the tuples representing its local context from the
remaining group context. In general, whole groups can merge and a group
can split into several groups due to changes in connectivity.

In the case of multiple tuple spaces associated to agents, the sharing
rule relies on tuple space names: only identically named tuple spaces are
transiently shared among the members of a group. Thus, for instance,
when an agent a owning a single tuple space named X joins a group consist-
ing of one single agent b that owns two tuple spaces named X and Y, only X
becomes shared between the two agents. Tuple space Y remains accessi-
ble only to b and potentially to other agents owning Y that may join the
group later on.

Because all tuple spaces are initially created private, sharing must be
explicitly enabled by calling the instance method setShared, shown in
Table 2.1. The method accepts a Boolean parameter specifying whether
the transition is from private to shared (true) or vice versa (false). Call-
ing this method effectively triggers engagement or disengagement of the
corresponding tuple space. The sharing status can also be changed in a
single atomic step for multiple tuple spaces owned by the same agent by
using the static version of setShared (Table 2.1). Engagement or disen-
gagement of an entire host, instead, can be triggered explicitly by the pro-
grammer by using the methods engage and disengage, provided by the
LimeServer class (not shown here). Otherwise, they are implicitly called
by the runtime support according to connectivity. The LimeServer class
is essentially an interface to the runtime support that exports additional
system-related features, e.g., loading of an agent into a local or remote run-
time support, setting of properties, and so on. In particular, it also allows
the programmer to limit transient sharing to the tuple spaces residing on
the host, instead of spanning the whole system.

2.3.4 Reconciling Different Forms of Mobility

One of the key features of Lime is the ability to encompass both physical
mobility of hosts and logical mobility of agents in a single coordination
framework. The relationship between the two forms of mobility is illustrated
in Figure 2.1. The transiently shared ITSs belonging to the agents colocated
on a host define a host-level tuple space. This, in turn, can be regarded as the
ITS associated to the host; hence, transient sharing determines a federated
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tuple space. When a federated tuple space is established, a query on the
shared ITS of an agent returns a tuple that may belong to the tuple space
carried by that agent, to a tuple space belonging to a colocated agent, or to
a tuple space associated with an agent residing on some remote, con-
nected host.

Although Lime provides a uniform treatment of these two forms of
mobility, it is worth making some observations. First, many applications do
not need both forms of mobility. However, straightforward adaptations of
the model are possible. For instance, applications that do not exploit
mobile agents but run on a mobile host can employ one or more stationary
agents (i.e., programs that do not contain migration operations). In this
case, the design of the application can be modeled in terms of mobile hosts
whose ITS is a fixed host-level tuple space. Instead, applications that do not
exploit physical mobility — and do not need a federated tuple space span-
ning different hosts — can exploit only the host-level tuple space as a local
communication mechanism among colocated agents.

Second, it is interesting to note how mobility is not dealt with directly in
Lime (i.e., there are no constructs for triggering the movement of agents or
hosts). Instead, the effect of migration is made indirectly manifest in the
model and middleware only through changes observed in the connectivity
among components. This choice, which sets the nature of mobility aside,
keeps our model general and enables different instantiations of the model
based on different notions of connectivity. This choice is retained also at
the middleware level, where agent mobility is not supported directly.
Instead, as with tuple spaces, agent migration is decoupled from the rest of
the system by an adaptation layer that simplifies the integration of a
mobile agent system. The currently available implementation relies on an
adaptor built for the µCode mobile code toolkit, developed by one of the
authors [24] and available as open source [22]. This adaptation layer

Figure 2.1. Transiently Shared Tuple Spaces Encompass Physical and Logical 
Mobility

Interface Tuple SpaceHost-Level Tuple Space

Federated Tuple Space

migrate

Mobile Agents
Mobile Host
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allows a mobile agent to carry along one or more Lime tuple spaces and
automatically deals with their engagement or disengagement. Upon migra-
tion, the agent tuple spaces are all toggled to private and hence disen-
gaged. These tuple spaces are serialized as part of the agent state and
migrated to the destination along with the agent, where they are deserial-
ized and shared again before the agent code begins to execute. More
details about the adaptation layer and how to integrate a mobile agent sys-
tem with Lime are available in the Lime documentation and on the Lime
Web site [33].

2.3.5 Restricting the Scope of Operations

Transiently shared tuple spaces foster a style of coordination that reduces
the details of distribution and mobility to content changes in what is per-
ceived as a local tuple space. This view is powerful and greatly simplifies
application design in many scenarios by relieving the designer from the
chore of maintaining explicitly a view of the context consistent with
changes in the configuration of the system. On the other hand, this view
may hide too much in situations where the designer needs more
fine-grained control over the portion of context that must be accessed. For
instance, the application may require control over the agent responsible
for holding a given tuple, something that cannot be specified only in terms
of the global context. Also, performance and efficiency considerations may
come into play, as in the case where application information would enable
access aimed at a specific host-level tuple space, thus avoiding the greater
overhead of a query spanning the whole federated tuple space. Such
fine-grained control over the context perceived by the mobile unit is pro-
vided in Lime by extending the Linda operations with tuple location param-
eters that operate on user-defined projections of the transiently shared
tuple space. Further, all tuples are implicitly augmented with two fields, not
directly accessible to the programmer, representing the tuple’s current and
destination locations. The current location identifies the single agent respon-
sible for holding the tuple when all agents are disconnected; the destination
location indicates the agent with which the tuple should eventually reside.

The out[λ] operation extends out with a location parameter represent-
ing the identifier of the agent responsible for holding the tuple. The seman-
tics of out[λ](t) involve two steps. The first step is equivalent to a conven-
tional out(t ), whose effect is to insert the tuple t in the ITS of the agent
calling the operation, say ω. At this point t has a current location ω and a
destination location λ. If the agent λ is currently connected, the operation
is completed as a single atomic step by moving the tuple t to the destina-
tion location. On the other hand, if λ is currently disconnected, the tuple
remains at the current location — the tuple space of ω. This misplaced tuple,
if not withdrawn,5 will remain misplaced unless λ becomes connected. In this
case, the tuple will migrate to the tuple space associated with λ as part of
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the engagement. By using out[λ], the caller can specify that the tuple is
supposed to be placed within the ITS of agent λ. This way, the default pol-
icy of keeping the tuple in the caller’s context until it is withdrawn can be
overridden and more elaborate schemes for transient communication can
be developed.

Variants of the in and rd operations using location parameters are
allowed as well. These operations, of the form in[ω,λ](p) and rd[ω,λ](p),
enable the programmer to refer to a projection of the current context
defined by the value of the location parameters, as illustrated in Table 2.2.
The current location parameter enables the restriction of scope from the
entire federated tuple space (no value specified) to the tuple space associ-
ated to a given host or even a given agent. The destination location is used
to identify misplaced tuples.

Location parameters are specified in the middleware by using the classes
AgentLocation and HostLocation, both subclasses of Location. These
classes enable the definition of globally unique location identifiers for
hosts and agents and are used to specify different scopes for Lime opera-
tions. For instance, a probe inp(cur,dest,t) may be restricted to the
tuple space of a single agent if cur is of type AgentLocation or it may
refer the whole host-level tuple space, if cur is of type HostLocation,
according to Table 2.2. The constant Location.UNSPECIFIED is used to
allow any location parameter to match. For instance, in(cur,Location.
UNSPECIFIED,t) returns a tuple contained in the tuple space of cur,
regardless of its final destination, including also misplaced tuples. Note
how typing rules allow the proper constraint of the current and destination

Table 2.2. Accessing Different Portions of the Federated Tuple Space 
Using Location Parameters

Current Location Destination Location Defined Projection

unspecified unspecified Entire federated tuple space

unspecified λ Tuples in the federated tuple space 
and destined to λ

ω unspecified Tuples in ω’s tuple space

Ω unspecified Tuples in Ω’s host-level tuple space, 
i.e., belonging to any agent at Ω

ω λ Tuples in ω’s tuple space and destined 
to λ

Ω λ Tuples in Ω’s host-level tuple space 
and destined to λ

ω and λ are agent identifiers.

Ω is a host identifier.
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locations according to the rules of the LIME model. For instance, the des-
tination parameter is always an AgentLocation object, as agents are
the only carriers of tuples in Lime. In the current implementation, probes
are always restricted to a local subset of the federated tuple space, as
defined by the location parameters. An unconstrained definition, as the
one provided for in and rd, would involve a distributed transaction to pre-
serve the semantics of the probe across the federated tuple space.

2.3.6 Reacting to Changes

Lime extends Linda not only by providing transiently shared tuple spaces,
but also by introducing the notion of reaction. A reaction R(s,p) is defined
by a code fragment s that specifies the actions to be executed when a tuple
matching the pattern p is found in the tuple space. Informally,6 a reaction
can fire if a tuple matching pattern p exists in the tuple space. After every
regular tuple space operation, a reaction is selected nondeterministically
and, if it is enabled, the statements in s are executed in a single, atomic
step. This selection and execution continues until no reactions are
enabled, at which point normal processing resumes. Blocking operations
are not allowed in s, as they may prevent the execution of s from terminating.

Reactions provide the programmer with powerful constructs for speci-
fying the actions that need to take place in response to a state change and
ensure their execution in a single atomic step. In particular, it is worth not-
ing how this model is much more powerful than many event-based ones
[31], including those exploited by tuple space middleware such as TSpaces
[12] and JavaSpaces™ [13], which are typically stateless and provide no
guarantee about the atomicity of event reactions.

Nevertheless, this expressive power comes at a price, especially in a dis-
tributed setting. When multiple hosts are present, the content of the feder-
ated tuple space is scattered among several agents. Thus, maintaining the
requirements of atomicity and serialization imposed by reactive state-
ments requires a distributed transaction encompassing several hosts —
often, an impractical solution. For specific applications and scenarios,
such as those involving a limited number of hosts or those exploiting only
local interactions among mobile agents, these kind of reactions, referred to
as strong reactions, are still reasonable. For practical performance reasons,
however, our implementation currently limits the use of strong reactions
by restricting the current location field to be a host or agent and by
enabling a reaction to fire only when the matching tuple appears on the
same host as the agent that registered the reaction. As a consequence, a
mobile agent can register a reaction for a host different from the one where
it is residing, but such a reaction remains disabled until the agent migrates
to the specified host. These constraints effectively force the detection of a
tuple matching p and the corresponding execution of the code fragment s to
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take place (atomically) on a single host and hence do not require a distrib-
uted transaction.

To strike a compromise between the expressive power of reactions and
the practical implementation concerns, we introduced another reactive
construct that allows some form of reactivity spanning the whole federated
tuple space but with weaker semantics. The processing of a weak reaction
proceeds as in the case of a strong reaction, but detection and execution
do not happen atomically: instead, execution is guaranteed to take place
only eventually, after a matching tuple is detected. The execution of s takes
place on the host of the agent that registered the reaction.

The use of reactions involves the operations in LimeTupleSpace and
the classes shown in Table 2.3. Reactions can be registered on a tuple
space by invoking either addStrongReaction or addWeakReaction.
These methods return an object RegisteredReaction, which can be
used to deregister a reaction with the method removeReaction and pro-
vide additional information about the registration process. The decoupling
between the reaction used for the registration and the Registered-
Reaction object returned allows for registration of the same reaction on
different ITSs and for the same reaction to be registered with strong and,
subsequently, with weak semantics.

Reactions can be annotated with location parameters, with the same
meaning discussed earlier for in and rd and shown in Table 2.2. Reactions
can be either of type LocalizedReaction, where the current and destina-
tion location restrict the scope of the operation, or UbiquitousReaction,
which specifies the whole federated tuple space as a target for matching.
In the current implementation, strong reactions are confined to a single
host and hence only a LocalizedReaction  can be passed to
addStrongReaction. The reaction type is used to enforce the proper
registration constraint through type checking. The common ancestor class
Reaction defines a number of accessors for the properties established for
the reaction at creation time. Creation of a reaction is performed by speci-
fying the template that needs to be matched in the tuple space, a
ReactionListener object that specifies the actions taken when the reac-
tion fires, and a reaction mode that controls the extent to which a reaction
is allowed to execute. A reaction registered with mode ONCE is allowed to
fire only one time: after its execution it becomes automatically deregis-
tered. Instead, a reaction registered with mode ONCEPERTUPLE is allowed
to fire an arbitrary number of times, but never twice for the same tuple.
The ReactionListener interface requires the implementation of a single
method reactsTo that is invoked by the runtime support when the reac-
tion actually fires. This method has access to the information about the
reaction carried by the ReactionEvent object passed as a parameter to
the method.
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2.3.7 Accessing the System Configuration

Thus far, our extension of Linda operations with location parameters hides
completely the details of the system configuration. For instance, if the
probe inp[ω,λ](p) fails, this simply means that no tuple matching p is
available in the projection of the federated tuple space defined by the loca-
tion parameters [ω,λ]. It cannot be directly inferred whether the failure is

Table 2.3. The Classes Reaction, RegisteredReaction, ReactionEvent 
and the Interface ReactionListener Required for the Definition of 
Reactions on the Tuple Space

public abstract class Reaction {
  public final static short ONCE;
  public final static short ONCEPERTUPLE;
  public ITuple getTemplate();
  public ReactionListener getListener();
  public short getMode();
  public Location getCurrentLocation();
  public AgentLocation getDestinationLocation();
}
public class UbiquitousReaction extends Reaction {
  public UbiquitousReaction(ITuple template, 

                         ReactionListener listener, 
                            short mode);
}
public class LocalizedReaction extends Reaction {
  public LocalizedReaction(Location current, AgentLocation

                       destination, ITuple template, 
                       ReactionListener listener, 
                       short mode);

}
public class RegisteredReaction extends Reaction {
  public String getTupleSpaceName();
  public AgentID getSubscriber();
  public boolean isWeakReaction();
}
public class ReactionEvent extends java.util.EventObject {
  public ITuple getEventTuple();
  public RegisteredReaction getReaction();
  public AgentID getSourceAgent();
}
public interface ReactionListener extends java.util. 
    EventListener {
  public void reactsTo(ReactionEvent e);
}
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due to the fact that agent ω does not have a matching tuple or that agent ω
is currently not part of the group.

Without awareness of the system configuration, only a partial context
awareness can be accomplished, where applications are aware of changes
only in the portion of context concerned with application data. Although
this perspective is often enough for mobile applications, in many others
the portion of context more closely related to the system configuration
plays a key role. For instance, in some circumstances it becomes necessary
to react to the departure of a mobile unit or to determine the set of units
currently belonging to a Lime group. Interestingly, Lime provides this form
of awareness of the system configuration by using the same abstractions
discussed thus far, that is, through a transiently shared tuple space con-
ventionally named LimeSystem to which all agents are permanently
bound. The tuples in this tuple space contain information about the mobile
units present in the group and their relationship, such as which host is sup-
porting which agents or which agent is sharing which tuple spaces. Inser-
tion and withdrawal of tuples in LimeSystem is a prerogative of the runt-
ime support. Nevertheless, applications can read tuples and register
reactions to respond to changes in the configuration of the system.

2.3.8 Implementation Details

The core Lime package is roughly 5000 noncommented source statements,
resulting in an approximately 100 Kbyte jar file. The LighTS lightweight
tuple space implementation and the adapter for integrating multiple tuple
space engines add an additional 20 Kbyte jar file. When using mobile
agents, the µCode toolkit adds approximately 30 Kbyte in a jar file. Com-
munication is handled completely at the socket level, requiring no support
for remote method invocation (RMI) or other communication mechanisms.
The latest version of Lime exploits global positioning system (GPS) to auto-
matically trigger engagement and disengagement based on physical posi-
tion, along the lines of the algorithm described in [29]. Thus far, Lime has
been tested successfully on personal computers running various versions
of Windows® and Linux® operating systems and exploiting both wired
Ethernet as well as IEEE® 802.11 wireless technology. Moreover, Lime runs
successfully on personal digital assistants (PDAs) equipped with Personal-
Java™ software.

2.4 Application Example

Lime has been successfully applied in the development of several applica-
tions in the mobile environment. In this section, we present a single appli-
cation, a jigsaw assembly game, throughout the development process from
requirements to implementation, showing the thought process applied
when designing mobile applications over Lime.
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2.4.1 Requirements

The goal is to build a jigsaw assembly game for multiple players in the
mobile ad hoc environment. The game should reasonably emulate the
physical world process of assembling a jigsaw puzzle where an individual
player starts a puzzle by dumping the pieces out of the box into a common
area. Other players join and the puzzle is assembled through the joint
effort of the individual players.

When considering this process in a mobile environment in which each
player is equipped with a palm- or laptop computer, the following require-
ments must be met. First, players who are currently connected should be
able to see the piece assemblies of one another as soon as possible. In
other words, if one player, p1, assembles two puzzle pieces on her laptop
and another player, p2, is connected, p2’s display should be updated
quickly to show that the pieces have been assembled. Second, as this is a
mobile game and the players are not expected to remain connected for the
duration of the puzzle assembly, it should be possible for a player to make
assemblies of pieces while disconnected. This leads to the next require-
ment, namely that when two previously disconnected players reconnect,
their displays should be updated to show the changes made by one
another. Finally, the game should be able to support multiple, concurrent
puzzles, and a single player should be able to participate in more than one
puzzle at a time.

2.4.2 Design and Implementation

The requirements sketched above are intentionally vague, leaving many
options available. The design and implementation take into consideration
the programming style encouraged by Lime as well as the constraints of
the wireless, mobile environment. Here we describe the puzzle application,
originally assigned as a course project, outlining first the design choices
for the use of the tuple spaces and tuples, followed by the implementation
of the user actions, and finishing with the updating of the user interface.

2.4.2.1 Tuple Spaces and Tuples. The first choices in the design of all
Lime applications are the use of the federated tuple spaces and the format
of the tuples. To support multiple concurrent puzzles, an obvious choice is
to use a separate tuple space for each puzzle. This effectively separates the
actions and pieces of distinct puzzles and easily allows a player to partici-
pate in as many puzzles as she would like. When a player chooses to start
a puzzle, she must provide a name to be used as the tuple space name.
Because the names of all active puzzles are present in the LimeSystem
tuple space, the puzzle application can query this space and display the
available games to the user. Joining a puzzle is equivalent to creating a
tuple space with its name.
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Because each tuple space is used as the repository for the current state
of a single puzzle, the next choice is how to represent this information in
tuples. This is achieved with two kinds of tuples — image and assembly. An
image tuple exists for every puzzle piece and contains two fields — the
identifier and the bitmap of the piece. The second kind of tuple, the assem-
bly, represents a group of connected puzzle pieces. Each such tuple con-
tains a single field with the list of the identifiers of the connected pieces.
When a new game starts, for each puzzle piece two tuples are inserted with
a corresponding out operation: one contains the image and one contains
the representation of an assembly with a single piece, i.e., a list whose sin-
gle element is the piece identifier. When two pieces are assembled, the two
assembly tuples of the original pieces are replaced by a single tuple repre-
senting the change.

There are two important benefits of our choice for representing the puz-
zle data, thanks to the fact that, when puzzle pieces are assembled, image
tuples do not change. Because these tuples contain bitmaps that are likely
to be large in comparison to the assembly tuples, we save the computation
time necessary to remove and reinsert the large image tuple each time an
assembly is made, and we also save bandwidth as the images are not
repeatedly transmitted over the wireless link.

2.4.2.2 User Actions. The next decision is where the tuples should
reside throughout the federated tuple space. It is clear that when all play-
ers are connected, all the tuples representing the puzzle, both images and
assemblies, are present. However, when the players are disconnected, the
puzzle pieces are divided among the tuple spaces of the players and there-
fore are not accessible to everyone. This brings us to the first of the user
operations, namely the ability to select a piece and become its owner.
When a player owns a piece, that piece resides in her portion of the feder-
ated tuple space and remains with the player even after disconnection.
This notion of ownership is on the assembly level, but must also extend to
images. In other words, when a player takes ownership of an assembly, it
must also take ownership of the images associated with the pieces of the
assembly.

At the user interface level, selection of a piece is achieved by right click-
ing on one of the pieces displayed on the screen. To show the player which
pieces have been selected by which players, we associate a color with each
player and outline the selected pieces with this color, as shown in Figure
2.2. In Lime, selection is accomplished by performing inp operations to
retrieve both the image and assembly tuples, followed by out operations
to reinsert the tuples into the tuple space. Because we do not specify a des-
tination location for the out operations, the default assigns tuples a cur-
rent field equal to the new player’s agent. Because the inp operation must
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specify the (current) location from which to retrieve the tuples, this infor-
mation is stored with each puzzle piece appearing on the display.

This choice to have pieces belong to players allows a player to assemble
pieces while disconnected. However, it implies that a player should only be
allowed to assemble pieces that she owns. It also prevents two discon-
nected players from using the same piece in two different assemblies. This
maintains the consistency of the puzzle, despite disconnections. One can
argue that because there is only one correct way to assemble a puzzle, the
use of a piece in more than one assembly can easily be resolved upon
reconnection of the players, thus our choice is overly restrictive. However,
for the sake of the example, we have chosen to model an application where
such concurrent changes are not permitted.

Piece assembly, the core of the game, is similar to selection. First, the
two assembly tuples representing the pieces are removed from the player’s
tuple space with inp operations, then the new assembly tuple is written
with an out operation. Nevertheless, concurrency issues become relevant

Figure 2.2. Jigsaw Assembly Game
The left two images show the puzzle trays of the black and white players while they 
are disconnected and able to assemble only their selected pieces. The right two im-
ages show the black and white puzzle trays after the players re-engage and see the 
assemblies that occurred during disconnection.
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at this point. Consider the case where player p1 is trying to assemble pieces
t1 and t2 while player p2 is trying to select piece t2 from p1’s tuple space. The
following sequence of actions may take place: p1 successfully issues the
first inp removing t1, p2 successfully removes t2 and hence becomes its
owner, and finally p1 executes its second inp, which at this point is bound
to return null. In this case, p1 cannot successfully complete the assembly
and must reverse the assembly process by reinserting t1 into the tuple
space, thereby retaining consistency of the puzzle state. To the user, we
indicate this failure with an audible beep.

2.4.2.3 Display Update. The main display for each player is one puzzle
tray for each puzzle she is participating in. The requirements state that the
puzzle tray must be kept up-to-date as changes are made. Unlike the previous
operations, which are performed at the user’s request, the updating of the
puzzle tray is done in response to changes and thus is most naturally imple-
mented with a Lime reaction. Specifically, we use a single ONCEPERTUPLE,
ubiquitous reaction on the federated tuple space, registered for assembly
tuples. When this reaction fires, the list of pieces in the assembly tuple, con-
tained in the ReactionEvent object passed to the listener code, is exam-
ined. If these pieces are already in the puzzle tray, they are rearranged to
reflect the connection contained in the assembly list. If they are not in the
tray, the images of the pieces are retrieved with rdp operations and the puz-
zle tray is updated. Lime requires that rdp operations specify the current
location of the tuples. In this case, the reaction contains the source of the
assembly tuple; this value is used to retrieve the image tuples.

This single reaction, installed at each player’s client, updates the screen
in all cases including the initiation of a new puzzle, piece selection, assem-
bly, and updating the puzzle tray upon reconnection. When a new puzzle is
started, this reaction fires once for every assembly tuple, the rdp is exe-
cuted to retrieve the image tuples, and the puzzle tray is populated with
the puzzle pieces. When a player selects a piece, the out operation that
reinserts the assembly tuple causes the reaction to fire. This time, because
the graphic for the tuple has already been displayed, the image tuple is not
retrieved, but the screen is updated to reflect the change in the outline
color of the puzzle piece. Assembly of pieces similarly creates a new
assembly tuple that is reacted to, updating the display accordingly. Finally,
when two players reconnect after a disconnection, the requirements state
that the puzzle trays of the players must be updated to reflect the changes
made during the disconnection. Because these changes are represented in
assembly tuples that are new to the previously disconnected player, the
reaction fires and the display is updated. Figure 2.2 shows the appearance
of the puzzle tray during disconnection and after reconnection.

It is interesting to note how a huge fraction of the application behavior
is handled through a single reaction. The ability to specify asynchronous
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state-based reactive behavior and declaratively specify the whole system
as its scope, together with the notion of transiently shared tuple spaces,
greatly simplifies the programmer’s task. Indeed, a look at the source code
reveals that a great deal of the programming effort was devoted to proper
implementation of the user interface, with only a small percentage of the
code devoted to managing distribution and mobility with Lime.

2.4.3 Beyond the Puzzle

From the description, it is evident that our jigsaw assembly game embod-
ies a pattern of interaction where the shared workspace displayed by the
user interface of each player provides an accurate image of the state of all
connected players, but only a weakly consistent image of the global state
of the system. For instance, a user’s display contains only the last known
information about each puzzle piece in the tray. If a disconnected player
has assembled two pieces, this change is not visible to others. However,
this still allows the players to work toward achieving the global goal, i.e.,
the solution of the puzzle, through incremental updates of their local state.

This application is a simple game that nonetheless exhibits the charac-
teristics of a general class of applications in which data sharing is the key
element. Hence, the design strategy we exploited here may be adapted eas-
ily to handle updates in the data being shared by real applications. One
example could be collaborative work applications involving mobile users,
where our mechanism could be used to deal with editorial changes in sec-
tions of a document or with paper submissions and reviews evaluated by
a program committee.

Other applications exhibiting diverse patterns of interaction are avail-
able, in source code form, at the Lime Web site [33].

2.5 Building Middleware Functionality on Top of Lime

In designing Lime we strived for minimality, in an attempt to identify a core
of concepts and constructs general enough to be used as building blocks
for higher level services and yet powerful enough to satisfy the basic needs
of most mobile applications. Application development with Lime, an exam-
ple of which we described in the previous section, gave us the opportunity
to evaluate the expressive power of Lime constructs in building mobile
applications. In this section, we report on experiences that show how Lime
can be used effectively also to build high-level middleware services that,
nonetheless, do not require modifications to the original middleware.

2.5.1 Transiently Shared Code Bases

In our description of Lime, we always implicitly assumed that a Lime tuple
space contains data. Instead, in the work described in [25], we explored
the opportunities opened by storing code in a Lime tuple space, while still
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exploiting its transient sharing and reactive features. Although the idea is
simple, its implications are far reaching and hold the potential to change
fundamentally the mechanisms usually exploited for supporting mobility
of code.

Currently available support for mobile code is mostly limited to varia-
tions of a code on-demand approach [8] where the code is dynamically
downloaded from a well-known site at name resolution time. Examples are
Java applets in Web browsers and dynamic downloading of stubs in
Java/RMI and Jini™ network technology. Unfortunately, in its most com-
mon incarnations this approach has at least two relevant drawbacks. First
of all, the local code base — the set of classes locally available — is usually
accessible only to the runtime support and hence it remains hidden from
the applications. This prevents the development of code caching schemes
with application-level policies (e.g., to intelligently cache or discard code
on resource-constrained devices). Moreover, remote dynamic linking usu-
ally relies on a well-known centralized code base. This scheme evidently
breaks when applied in a fluid scenario as the one defined by MANETs, but
has drawbacks also in a fixed scenario, because it does not exploit the
potential presence of suitable code on nearby hosts.

Using Lime tuple spaces to store code changes the situation dramati-
cally. An agent can now manipulate its own code base using Lime primi-
tives. Moreover, because each tuple space is permanently and exclusively
associated with its agent, when the latter moves its code base migrates
along with it. Finally, transient sharing effectively stretches the boundaries
of an agent code base to an extent possibly covering the whole system at
hand. These characteristics provide an elegant solution to the problem we
mentioned earlier. A proper redefinition of the class loader, as the one
described in [25], can operate on the Lime tuple space associated with the
agent for which the class needs to be resolved and query it using the oper-
ations provided by Lime. Thus, the class loading mechanism can now
resolve class names by leveraging off the federated code base to retrieve
and dynamically link classes in a location transparent fashion (e.g.,
through a rd) or use location parameters to narrow the scope of searches
(e.g., down to a given host or agent).

Nevertheless, the use of transiently shared tuple spaces need not be
confined to the innards of the class loading mechanism, rather agents can
be empowered with the ability to directly manipulate the federated code
base. Hence, not only can an agent proactively query up to the whole sys-
tem for a given class, but it can also insert a class tuple into the code base
of another agent by using the out[λ] operation, with the semantics of
engagement and misplaced tuples taking care of disconnection and subse-
quent reconciliation of the federated code base. This new class can then be
used by the receiving agent to execute tasks in previously unknown ways
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or it can behave according to a new coordination protocol. Blocking oper-
ations acquire new uses, allowing agents to synchronize not only on the
presence of data needed by the computation, but also on the presence of
code needed to perform, or augment, the computation itself. Lime reactive
operations provide additional degrees of freedom, by allowing agents to
monitor the federated code base and react to changes with different atom-
icity guarantees. Reactions can be exploited to monitor the federated code
base for new versions of relevant classes. Replication schemes can be
implemented where a new class in an agent’s code base is immediately rep-
licated into the code base of all the other agents. The content of an agent’s
code base can be monitored to be aware of the current “skills” of the agent.
The possibilities become endless.

Essentially, by exploiting the notion of transiently shared tuple space for
code mobility, we defined an enhanced coordination approach that,
besides accommodating reconfiguration due to mobility and providing var-
ious degrees of location transparency, enables a new form of coordination
no longer limited to data exchange, but encompassing also the exchange of
fragments of behavior.

2.5.2 Service Provision

Lime’s flexible support for application development over ad hoc networks
received renewed validation as we considered the issue of service provi-
sion, an area in which the client–server model continues to dominate. Cen-
tral to supporting service provision is the notion of discovering services at
runtime by relying on the service registration and discovery mechanisms.
Lime made it possible to offer a solution that entails a new kind of service
model built as a simple adaptation layer. The resulting veneer [10] uses
Lime tuple spaces to store service advertisements and pattern matching to
find services of interest and exploits the transient tuple space sharing fea-
ture of Lime to provide consistent views of the available services. The
resulting system completely eliminates network awareness from the pro-
cess of service discovery and utilization. The client only has to ask for the
service it needs; it does not have to know how the service will be reached.
Furthermore, the model provides a distributed service registry that is
guaranteed to reflect the real availability of services at every moment in a
mobile ad hoc environment. Consistent representation of service availabil-
ity is obtained by atomically updating the view of the service repository as
new connections are established or existing ones break down.

At the implementation level, a Jini-like interface [17] provides primitives
for service advertisement and lookup. Every agent employs a tuple space
to hold its own service registry where it advertises the services it provides.
Advertisements may include proxies offering a service interface and
encapsulating the communication mechanisms; the latter can be done in a
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manner that accommodates the mobility of both service providers and cli-
ents. As agents and hosts move, the registries of colocated agents are auto-
matically shared. Thus, an agent requesting a service that is provided by a
colocated agent can always access the service. If two hosts are within com-
munication range, they form a community and their service registries
engage, forming a federated service registry. Upon engagement, the primi-
tives operating on the local service registry are extended automatically to
the entire set of service registries present in the ad hoc network. The shar-
ing of the service registries is completely transparent to agents as agents in
the community access the federated registry via their own local registries. 

The reliance on Lime concepts allowed for the fast deployment of the
new service infrastructure specialized for mobile ad hoc settings with min-
imal programming effort. Later efforts [11] built upon this result to add
secure service provision to the system by protecting tuple spaces with
passwords and by using the same passwords to generate keys used to
encrypt wireless traffic involving tuple spaces in general and federated reg-
istries in particular.

2.6 Related Work

A number of models and systems developed for either physical or logical
mobility exhibit ideas that are somewhat similar to those put forth by
Lime. Nevertheless, the concept of transiently shared tuple spaces and the
semantics of reactions are unique to Lime. It is also the first system to
explicitly address mobile ad hoc networks and to unite physical and logical
mobility under a common coordination framework.

Distributed Linda implementations have been studied extensively, but
mostly with the goal of providing fault tolerance [1, 36] and data availabil-
ity [28]. These systems typically exploit replication, as opposed to tran-
sient sharing, and assume a high degree of connectivity among the nodes
hosting the distributed portions of the tuple space, a property that ham-
pers their direct use in the mobile environment.

Recent years have seen a revitalization of Linda, also from an industrial
perspective. Sun and IBM have developed their tuple space implementations
for client–server coordination, i.e., JavaSpaces [13] and TSpaces [12], respec-
tively. These systems present a centralized tuple space, accessible by remote
clients. It is often claimed that these systems support mobility. This is true, in
that they provide the equivalent of a proxy architecture. However, as we dis-
cussed earlier, this architecture exhibits a high-degree of centralization and is
inappropriate for the full-fledged mobility of ad hoc networks.

The only Linda-like system explicitly supporting physical mobility that we
are aware of is Limbo [2, 35]. In this system, however, the emphasis is not on
providing a general purpose programming platform for mobile computing,
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but on providing network-level quality of service. The information neces-
sary to this end is stored in dedicated tuple spaces on the mobile hosts and
can be made remotely accessible to agents sitting on different hosts. Inter-
estingly, the Limbo universal tuple space, serving as a registry for all tuple
spaces, is similar to Lime’s LimeSystem tuple space. However, instead of
describing the current system context, the universal tuple space remem-
bers all tuple spaces the host has ever encountered irrespective of the cur-
rent connectivity. In general, although Limbo tuple spaces may span multi-
ple hosts, the mechanisms governing distribution (e.g., relocation of
tuples) are unclear. Moreover, no form of reaction or event notification is
provided.

As for logical mobility, a number of models are inspired by Linda. Never-
theless, in these models the tuple space is always exploited as a data
repository explicitly accessed at a well-known location, rather than implic-
itly and transiently shared as in Lime. TuCSoN [21] and MARS [4] provide
programmable tuple spaces supporting event notification and query adap-
tation through a notion of reaction, which is nonetheless rather different
from that of LIME. When an agent issues a query on the tuple space, the
code associated with a reaction matching the query is executed atomically,
albeit asynchronously with respect to the query. Although Lime reactions
form a core concept for the application programmer, MARS and TuCSoN
reactions are meant to be used at the system support level to provide an
intermediate adaptation layer that allows the customization of the way
queries are issued and results are obtained for specific classes of agents.
Moreover, a tuple space name can be fully qualified with the name of the
host where it resides, hence enabling remote operations. Nevertheless, it
requires connectivity and explicit agent knowledge about the tuple space
location, as opposed to the Lime model that operates over the current con-
text transparently. Furthermore, in MARS and TuCSoN, mobile agents have
access only to the tuple spaces whose location they know, they do not
carry tuples as they migrate, and there is no implicit data exchange among
tuple spaces.

The Klaim [20] model supports a programming paradigm where code
migrates during execution, using tuple spaces to provide the medium for
interaction among processes. Tuple spaces have locality, but unlike in
Lime, these tuple spaces are not permanently associated to a process.
Instead, Klaim processes placed at a given locality implicitly interact
through the colocated tuple space. There is no transient sharing among
tuple spaces, but a process can explicitly interact with any tuple space by
identifying its locality and a process can migrate to a new locality to inter-
act there. Moreover, Lime leaves the details of process migration outside
the model, while Klaim includes them in the formal specification making
migration an integral part of the model.
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As alluded to in Section 2.3, the notion of reaction put forth in Lime is
profoundly different from similar event notification mechanisms such as
those provided by TuCSoN, MARS, TSpaces, and JavaSpaces. In these sys-
tems, the events respond to operations issued by processes on the tuple
spaces (e.g., out, rd, in). In Lime, instead, reactions fire based on the state
of the tuple space itself. Further, Lime reactions execute as a single atomic
step and cannot be interrupted by other operations. This makes it straight-
forward for a single Lime reaction to probe for a tuple, react if it is found,
and register a reaction if it is not. This same operation in the other systems
requires a transaction. Finally, the atomicity of strong reactions increases
the power of Lime reactions. For example, with a strong, local reaction, the
execution of the listener is guaranteed to fire in the same state in which the
matching tuple was found. No such guarantee can be given with an event
model where the events are asynchronously delivered. Nonetheless, Lime
supports also this second approach through weak reactions.

As work on Lime becomes increasingly recognized, it is being used also
as a basis for alternative models. At Purdue University, a group extracted
the features of Lime necessary for mobile agents by removing host-level
sharing and created a model referred to as CoreLime [5]. On top of this
restricted model, they proposed some initial ideas for tuple space security.
A group at the University of Bologna proposed a calculus-based specifica-
tion [3] of a model that embeds choices different from the original Lime,
including reacting to tuple space operations instead of tuple space con-
tents and blocking agents that generate tuples destined for disconnected
agents rather than creating misplaced tuples.

As we conclude this section, we note that the effort that went into devel-
oping Lime also contributed to the emergence of a more abstract and gen-
eral coordination concept and methodology called Global Virtual Data
Structures (GVDS) [27]. It is centered on the notion of constructing individ-
ual programs in terms of local actions whose effects can be interpreted at
a global level. A Lime group, for instance, can be viewed as consisting of a
global set of tuples and a set of agents that act on it in some constrained
manner. The set has a structure that changes in accordance with a pre-
defined set of policies. This structure governs the specific set of tuples
accessible to an individual agent through its local interface at any given
point in time. The analogy to the concepts of virtual memory and distributed
shared memory are strong and other research projects have picked up the
GVDS theme and instantiated it in their own unique ways. The XMIDDLE [15]
system developed at University College of London, for instance, presents the
user with a tree data structure based on Extensible Markup Language (XML)
data. When connectivity becomes available, trees belonging to different users
can be composed, based on the node tags. Upon disconnection, operations
on replicated data are still allowed and their effect is reconciled when connec-
tivity is restored. In addition, PeerWare [7], a project at Politecnico di Milano,
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exploits a tree data structure, albeit in a rather different way. In PeerWare,
each host is associated with a tree of document containers. When connec-
tivity is available, the trees are shared among hosts, meaning that the doc-
ument pool available for searching under a given tree node includes the
union of the documents at that node on all connected hosts.

2.7 Conclusions

In this chapter, we described Lime, a computational model and middleware
specifically designed to support logical mobility of agents and physical
mobility of hosts in both wired and wireless settings. Lime reinterprets the
notion of tuple space introduced by Linda and adapts it in an original fash-
ion to the mobile environment. Transparent management of tuple space
sharing, contingent on connectivity, offers an effective context awareness
mechanism although reactions provide an effective and uniform vehicle for
responding to context changes regardless of their nature or trigger. The net
result is a simple model with precise semantics and applicability in a wide
range of settings, from mobile agent systems operating over wired net-
works, at one extreme, to mobile ad hoc networks lacking any infrastruc-
ture support, at the other. The experience to date with building applica-
tions and higher level middleware layers with Lime is encouraging and
appears to confirm the value of the conceptual and technological tools put
forth by Lime.

2.7.1 Availability

Lime continues to be developed as an open source project, available under
GNU’s Library General Public License (LGPL). Source code and develop-
ment notes are available at lime.sourceforge.net.
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Notes

1. Additionally, Linda implementations often include also an eval operation, which
provides dynamic process creation and enables deferred evaluation of tuple fields.
For the purposes of this work, however, we do not consider this operation further.

2. Hereafter, we often do not mention this pair of operations. They are useful in practice,
but do not add significant complexity either to the model or to the implementation.

3. Exceptions are not shown for the sake of readability.
4. In the following, we use the term unit when we want to refer to agents and hosts,

without making a distinction.
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5. Specifying a destination location λ implies neither guaranteed delivery nor ownership
of the tuple t to λ. Linda rules for nondeterministic selection of tuples are still in
place; thus, it might be the case that some other agent may withdraw t from the tuple
space before λ, even after t reached λ’s ITS.

6. The semantics of reactions are based on the Mobile UNITY reactive statements [16].
The reader interested in formal details is redirected to [19].
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Chapter 3
Pervasive Application 
Development: 
Approaches and 
Pitfalls
Guruduth Banavar, Norman Cohen, and 
Danny Soroker 

Abstract

In this chapter, we examine the challenges in building pervasive-computing
applications — applications that support mobility and context-awareness.
We summarize the key approaches being employed to address the difficul-
ties and point out the pitfalls those approaches are trying to avoid. Using
the model-view-controller (MVC) structure of applications, we identify four
techniques being used to address complexity — device-independent
views, platform-independent controllers, host-independent models, and
source-independent context data.

3.1 What Are Pervasive Applications?

The vision of pervasive computing has been written about extensively. In
a nutshell, pervasive computing is about enabling users to get access to
the relevant applications and data at any location and on any device, in a
manner that is customized to the user and the task at hand. This fundamen-
tally takes computing off the desktop and into the spaces that we live in
everyday. Mark Weiser [Wei91] called it “invisible” computing. This vision
of pervasive computing leads to two fundamental characteristics of perva-
sive applications — mobility and context-awareness. Both of these charac-
teristics are a result of the extremely dynamic nature of pervasive comput-
ing environments.
0-8493-1971-4/05/$0.00+$1.50
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Mobility has three implications. First, applications must run on a wide
variety of devices, including the devices embedded in various environ-
ments and devices carried by users. Second, because devices may be
transported to locations where a high-bandwidth network connection is
not available, applications must work (perhaps in a degraded mode) with
low-bandwidth network connections or in the absence of any network con-
nection. Third, applications that make use of a user’s location must
account for the possibility that the location will change.

The need for context-aware applications arises because pervasive com-
puting makes applications available in contexts other than a computer
workstation with a keyboard, mouse, and screen. The users of a perva-
sive-computing application will typically be focused upon some task other
than the use of a computing device and may even be unaware that they are
using a computing device. Applications must customize themselves to
interact with a user in a manner appropriate to the user’s current context
and activities, exploiting locally available devices, without distracting the
user from the task at hand.

In the simplest case, a mobile application is any standalone application
that can execute on a mobile device. However, the more interesting and
useful case is an application that is networked to other software compo-
nents executing at different points in the network infrastructure. Ideally, an
application is hosted on the network and is able to execute on any device.
In this case, the application must be written in such a way as to be able to
execute on multiple software platform architectures and in a manner that
exploits the user interface characteristics of multiple device platforms.
Although we have made great strides in network connectivity, not all
devices and not all locations support continuous network connectivity.
Thus, applications should support disconnected and weakly connected
operation. In summary, supporting mobility implies two major technologi-
cal requirements — supporting device platform heterogeneity and sup-
porting network heterogeneity.

A context-aware application is one that is sensitive to the environment
in which it is being used (e.g., the location or the particular user of the
application). The application can use this information to customize itself
to the particular location or the user. This implies the following technolog-
ical requirements: 

• Identifying and binding to data sources that provide the right infor-
mation

• Composing the information from these sources to create information
that is useful for an application

• Using that information in meaningful ways within the application
itself
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As a simple example, a pervasive calendar application will have the fol-
lowing features. First, the application will be able to run on multiple device
platforms, from a networked phone (with a limited user interface and lim-
ited bandwidth, but always connected) to a smart personal digital assis-
tant (PDA) (with a richer user interface and higher bandwidth, but not
always connected) to a conference room computer (with a very rich user
interface and very high bandwidth and always connected). Furthermore, I
(as the user) should be able to interact with this application using multiple
user interface modalities, such as a graphical user interface (GUI), a voice
interface, or a combination of the two. Second, the application will be sen-
sitive to the environment in which it is running; for example, if I bring up
the calendar at home, the application might bring up my family calendar by
default. If I bring up my calendar in my office when I’m almost late for my
next meeting, the application might bring up my work calendar with the
information about my next meeting highlighted.

In this chapter, we discuss the software engineering challenges and
approaches to building pervasive applications with the characteristics
mentioned above. This chapter considers the application developer’s
point of view (as opposed to the infrastructure developer’s) and discusses
the programming models and tools that can support pervasive application
development. The purpose of this chapter is not to propose new tech-
niques for addressing development issues, but rather to summarize some
of the promising approaches already being developed and to point out
some of the pitfalls that these approaches are trying to avoid. The software
infrastructure elements for supporting the execution of such applications
are discussed elsewhere [Ban00, Ban02, Coh02a, and Coh02b].

3.1.1 Basic Concepts and Terms

A multi-device application is one that is able to execute on devices with dif-
ferent capabilities. A multimodal application is one that supports multiple
user interface modalities such as GUI, voice, and a combination of the two.

In this chapter, we consider an application model in which the applica-
tion is partitioned according to the well-known MVC application structure
[Kra88]. The view represents the presentation, and the controller repre-
sents the application flow, including the navigation, validation, error han-
dling, and event handling. The view and the controller together deal with
the user interaction of the application. The model component includes the
application logic as well as the data underlying the application logic.

In this chapter, we consider only networked applications, because they
represent the bulk of interesting and useful pervasive applications. In these
networked applications, the application components described above are
distributed across two or more physical computers with a network connec-
tion between them. A device platform is the distributed software platform to
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which a pervasive application is targeted. A thin-client application is a net-
worked application in which the user interface rendering component is
executing on the user’s device, whereas the rest of the application is exe-
cuting on a networked computer. A thick-client application, on the other
hand, has significant application components executing on the user’s
device. A disconnectable application is one that is able to continue to exe-
cute when there are different levels of connectivity between the different
components of the application.

The attributes of the environment of an application are referred to as the
context of the application. The context of an application includes some of
the user’s significant attributes, such as location, destination, the identi-
ties of other people in the vicinity, and the attributes of the task being per-
formed, such as the objective and the artifacts necessary for the task. A
context-aware application is one that is able to sense some aspects of the
environment in which it is executing and adapt its behavior to the sensed
environment.

3.2 Why Is It Difficult to Develop Pervasive Applications?

There are fundamental reasons why pervasive application development is
more difficult than conventional application development. One reason is
the heterogeneity of environments in which a pervasive application must
be able to execute. The other reason is the need for applications to adapt
to dynamic environments. These reasons are discussed in more detail in
this section, as are the software engineering issues that arise from them.

3.2.1 Heterogeneity of Device Platforms

End user devices, such as smart phones and PDAs, come in many varieties
and have widely varying capabilities, both hardware (form factor, user
interface hardware, processor, memory, and network bandwidth) and soft-
ware (operating system, user interface software, services, and applica-
tions). These capabilities are so varied and broad that there are industry
standards (e.g., Composite Capabilities/Preferences Profiles [CC/PP] and
User Agent Profile [UAProf], by the W3C Consortium [Kly03]) being devel-
oped for describing the capabilities of individual devices. There are com-
mercial offerings that support and maintain several hundred device pro-
files, with new devices being introduced at the rate of more than one every
week at the current time. Furthermore, the number of applications that
need to support a nontrivial number of these devices is on the rise.

The impact of device heterogeneity on application developers is that
applications need to be developed (or ported) to each device and main-
tained separately for each device. In terms of the MVC Application Model
described before, the following sections describe the specific impacts of
device heterogeneity.
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3.2.1.1 User Interface. The capabilities of the user interface include
the output capabilities, such as the screen characteristics (e.g., size and
color); the input capabilities, such as the number of hard buttons, rollers,
and other controls; and the software toolkit available to manipulate these
input and output capabilities. Because of differences in these capabilities
from one device to another, the view component of an application will have
to be rewritten for each device. In some cases, the structure of the view will
also impact the structure of the controller.

3.2.1.2 Interaction Modalities. Informally, an interaction modality is a
significant method of user interaction that leverages a user’s natural or
learned ability. Examples are keyboard or mouse, speech, pen, and tactile
interfaces. (In this chapter, we consider primarily keyboard or mouse and
speech.) The view and controller portions of applications may need to be
significantly rewritten to enable each modality. For example, a speech-
based application could have a different structure from a GUI-based
application.

Furthermore, multimodal interfaces can use multiple modalities within a
single application. For example, a single application may use GUI and
speech modalities to reap the benefits of both modalities — GUI for rapid
interaction and speech for eyes-free and hands-free operation. Writing
such an application requires synchronizing the two modalities, so that
when a particular utterance is played, the corresponding elements are dis-
played on the screen. This synchronization requires careful attention by
the application developer.

3.2.1.3 Platform Capabilities. The software platform for a device is the
distributed software infrastructure on which an application executes,
including the device software infrastructure and the server software infra-
structure. In many cases, the programming models on the device and the
server are different, for example, a Java™-based Web programming model
on the server and a C-based Application Processing Interface (API) on the
device. Even if the programming models are the same on the device and the
server, an application may need to be partitioned differently between the
device and the server depending on the processor, memory, and network
capabilities of a device.

3.2.1.4 Connectivity. If an application needs to execute in a dynamic
environment that supports multiple levels of connectivity, the application
developer needs to worry about dynamically varying the partitioning of
the application between the various connectivity scenarios and resyn-
chronizing partitioned components after reestablishing connectivity.
This adds a significant amount of complexity to the application develop-
ment process.
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3.2.1.5 Development and Maintenance Complexity. To summarize the
above discussion, there are several software engineering challenges in
writing pervasive applications. Consider the development scenario for a
pervasive application targeted to N device platforms. In the worst case,
this requires one to build N different versions of the application. If the
application is targeted to O devices that support multimodal interaction,
there will be further complexity in developing versions of the application
for separate modalities and for synchronizing the application across those
modalities. There may be P different partitions of the application to sup-
port various platform and connectivity characteristics. Thus, the worst
case development complexity for a single application is a factor of (N + O)
* P times the complexity of developing the application for a single plat-
form. This results in significant increase in developer time, which is the
costliest resource in a software development organization. Maintenance of
the application (i.e., fixing bugs and making enhancements) has a similar
complexity.

This complexity is fundamentally a scalability issue. Conventional appli-
cation development methodologies do not scale for the large numbers of
devices and platforms that are in existence today. To address this issue,
new methods of reusing application components are being developed.
These will be discussed later in this chapter.

3.2.2 Dynamics of Application Environments

In describing our vision earlier, we stated that pervasive applications
should be customized to the user and task at hand — also referred to as the
context of the application. The context can be highly dynamic. The data
sources that provide information about the application’s environment are
called context sources. Consider the complexities of application develop-
ment in the face of dynamic and heterogeneous context sources.

The context data from different context sources could have different
schemas and formats. For example, location data from a cell tower is differ-
ent from the location data from an IEEE® 802.11 base station. If each perva-
sive application that uses context data were responsible for collecting and
normalizing context data from different sources, applications would
indeed be quite complex.

The context information from any one source could be too low-level to
be useful for an application. For example, if an application is interested in
knowing whether Jane is at lunch, it is not enough to know Jane’s exact lat-
itude or longitude, but also how that lat or long corresponds to a building’s
map (also known as geocoding). If Jane’s exact status is not available, it
may be possible to determine whether she is at lunch from other context
sources, such as the time of day, her calendar, the lights in her office, the
activity on her computer, and knowledge of her normal habits. Combining
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these lower level forms of context into a higher level notion of “Is Jane at
lunch?” should not be the responsibility of the application that requires
that information.

The actual context sources themselves could be highly dynamic. For
example, the location of a person can be obtained by a multitude of
sources, including a cell tower, a telematics gateway, a wireless local area
network (LAN) hub, and an active-badge access point. Each of these
sources of location may have a different API and may be more or less appli-
cable to different locations. Applications should not be responsible for dis-
covering these context sources and explicitly binding to them.

In summary, the complexity of using dynamic context information boils
down to the question of division of responsibility between the application
and a reusable infrastructure. The reusable functions of mediation [Wie92]
(including normalization, composition, and binding) should be supported
by the infrastructure. The application should only be responsible for
implementing the business logic, given the high-level context event.

3.3 Approaches for Developing Pervasive Applications

3.3.1 Developing Mobile Applications

Mobile applications may be standalone applications that run on mobile
devices; they may be networked applications executing partly on the
mobile device and partly in a networked server environment (which, by
the way, does not imply that network connectivity is always available).
This chapter focuses on the latter variety, because it is more relevant to
realizing the pervasive computing vision. Web-based applications,
whether they are browser-based or use standalone renderers that access
Web services on a network, are examples of this kind of application. To
understand the most common approaches to developing such mobile
applications, let us keep in mind the MVC decomposition of an application.

As described earlier, the basic problem of mobile application develop-
ment to multiple devices, modalities, and connectivity environments is
that of complexity, because the same application may have to be rewritten
multiple times. The following is a discussion of the approaches that are
being used to address this problem.

3.3.2 Presentation Transcoding

An early approach to making Web applications accessible via multiple
devices was transcoding. The basic idea behind transcoding is to repur-
pose existing content written for one device, say a desktop personal com-
puter (PC), to different devices, via an automated runtime transcoder, typ-
ically on a server. This might involve parsing the presentation, typically
represented in Hypertext Markup Language (HTML) and converting it into
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a markup language that is understood by a Web browser on the device,
such as Website META Language (WML) [WML02] or compact HTML
(cHTML) [Kam98]. In this process, images and other multimedia content may
also be transformed into a format that can be handled by the target device.

This approach works to a limited extent, but has not been widely
adopted in the industry. There are several reasons for the limited success
of this approach:

• The input does not convey the full semantics of the content, but
only the presentation, so transcoders can do no more than reformat
the content in ways that are usable and pleasing to the end user on
different devices.

• Content authors have little to no control on how a Web page is
displayed on a device.

• Content providers are usually protective of their content and do not
want runtime intermediaries to alter the carefully tailored presenta-
tion that was originally designed.

Enhancements to the basic idea of transcoding included the ability for
the developer to annotate the content with some of the semantics behind
the content. Although this may be reasonable in some cases where there is
static content, this notion breaks down when there is dynamic content.
Transcoding was not widely adopted because it fundamentally does not
handle the deeper structure and semantics of applications.

3.3.3 Device-Independent View Component

A more widely used approach evolved, in which the view aspects of an
application are conveyed in a device-independent representation. This
device-independent representation describes the intent behind the user
interaction within a view component (such as a page), rather than the
actual physical representation of a user-interface control. For example, the
fact that an application requires users to input their ages is represented by
a generic INPUT element with a range constraint; an adaptation engine
determines, based on the target device characteristics, usability consider-
ations, or user preferences, whether the INPUT element should be realized
as a text field, a selection list, or even voice input. Several device-indepen-
dent view representations have evolved over the years, including User
Interface Markup Language (UIML) [Abr99], Abstract User Interface
Markup Language (AUIML, previously known as Druid) [Mer99], XForms
[Dub03], and Microsoft® ASP.NET Mobile Controls [Mic03].

3.3.3.1 Runtime Adaptation. This device-independent representation
is typically converted to a device-specific representation via some kind of
automatic runtime adaptation. The runtime adaptation engine gets the
60
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device identifier via the request header of a Web application (specifically,
the user agent field) and maps that to a database record containing
detailed device information. The information in this database record
guides the adaptation of the device-independent representation to device
specific representations. Microsoft, Oracle, and Volantis have commercial
products using some variation of runtime adaptation.

One of the pitfalls of this approach is to rely entirely on automatic runt-
ime adaptation of the device-independent representation. Fully automatic
adaptation can work in certain cases: when the content is simple or when
the device variations are not too great. However, experience shows that it
is extremely difficult for fully automatic adaptation to produce highly cus-
tomized and usable interfaces that are comparable to hand-crafted user
interfaces. This is especially true in modern, highly interactive applica-
tions. As a result, most successful systems that use this technique provide
a way for developers to provide additional information to guide or aug-
ment the runtime adaptation process. The extra information can take sev-
eral forms:

• Meta-information (e.g., where to split content into multiple pages)
• Style information (e.g., templates and style attributes to use for

different devices or classes of devices)
• Code modules that plug into the runtime adaptation engine and alter

its behavior for particular target devices

3.3.3.2 Design-Time Adaptation. Design-time adaptation is a technique
that converts the device-independent representation to device-specific
representations before the application is deployed to the runtime. The
result of design-time adaptation is a set of target-specific artifacts that can
be viewed and manipulated by the developer. At the end of this process,
the developer ends up with a set of target-specific view components, simi-
lar to the components that a developer would have built by hand [Ber02].
There are two major advantages to this approach:

• The developer has full control over the adaptation process and the
generated artifacts. If the developer is not satisfied with the output,
the process can be rerun with different parameters, until the result
is satisfactory. The generated artifacts can also be manipulated to
add device-specific capabilities for particular devices.

• There is no runtime performance overhead for translating applica-
tions, because the translations have occurred at design time.

In the design-time adaptation technique, applications are converted
from a higher level to a lower level representation and the generated rep-
resentation can be manipulated by the developer. In this scenario, if the
developer modifies the higher level representation and regenerates the
61
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application, it is critical that the changes made previously to the lower level
representation be preserved. This preservation of changes to a generated
artifact after the artifact is regenerated is called “round-trip” [Med99]. Fail-
ure to enable round-trip is a potential pitfall of the design-time adaptation
technique. There are multiple ways to support round-trip. One way is to
provide markers in the generated artifacts that indicate where the devel-
oper can make modifications. The developer modifications made within
these markers are left untouched by the generation process. The other
approach is to capture the history of changes to a generated artifact and to
provide the capability to reapply these changes selectively to regenerated
artifacts.

Design-time adaptation alone cannot be relied upon, for two reasons:

1. Design-time adaptation only supports devices that were known at
design time. If there are new devices that need to be supported after
an application has been deployed, it may not be reasonable to
depend on the application provider to target those devices via the
design-time tool.

2. For dynamic content (again, that will be unknown at design time),
it is necessary to have some level of runtime adaptation.

For these reasons, some systems, such as Multi-Device Authoring Tool
(MDAT) [Ban04] support a hybrid of design-time and runtime adaptation.
Design-time adaptation results in one or more device-specific application
versions that can be deployed to a Web application server. Additionally,
devices can be classified into a hierarchy of device categories (e.g., PDAs,
phones, color phones, and so on) and the application can be adapted at
design time according to this classification. When a device requests the
application, the runtime Web application dispatcher determines if the
request can be satisfied by an existing device-specific application version
or whether it falls into a category that has been defined. If not, a
device-specific version of the application is generated on the fly and deliv-
ered to the device. Thus, runtime adaptation allows MDAT to service
requests from devices that do not have a predefined device-specific appli-
cation version.

3.3.3.3 Visual Tools for Constructing Device-Independent Views. Regard-
less of the adaptation technique used, systems supporting device-indepen-
dent views also provide a number of integrated development environment
tools for authoring the device-independent content and for specifying the
additional kinds of information described above. Consider a visual design
tool for developing device-independent content. Typically, visual design
tools for developing concrete device-specific content support the
well-known What You See Is What You Get (WYSIWYG) paradigm. One pit-
fall that a visual design tool for device-independent content can fall into is
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to attempt to support WYSIWYG capability. In a device-independent con-
tent tool, what the user sees is not what the user is going to get in general,
because only a single device can be emulated in the interface. The user
may be tempted to customize the design for one particular device, rather
than thinking about the overall intent that is appropriate for all devices. A
device-independent representation should thus be editable in an editor
that displays a generic logical representation that conveys the relation-
ships among elements, such as order, grouping, and any layout hints that
may be specified. These issues are discussed in detail in [Ber01].

3.3.4 Platform-Independent Controller Component

The section above discussed adaptation of the view component of an appli-
cation to multiple devices. As described earlier, the controller of an appli-
cation represents the control flow, including data validation and error han-
dling, typically via event handlers. To address the full range of
applications, it is necessary to consider the role of the controller in mod-
ern interactive applications. There are several reasons why the controller
of an application needs to be targeted to multiple devices:

• Different devices may have different input hardware, ranging from a
keyboard, tracking device, and microphone on a PC to a pair of
buttons and a scrolling wheel on a wristwatch.

• The flow of an application may be different on different devices. For
example, an application that contains a secure transaction may not
support this transaction on a device that does not have the appro-
priate level of security infrastructure. Similarly, an application that
supports rich content may choose to skip those pages on devices
that are not capable of presenting rich content.

• When a device-independent page is adapted and rendered on mul-
tiple devices, the page may be split into multiple device-specific
pages for any device that is too small to contain the entire page.

• The controller execution framework may be different for different
device platforms. Recall that a device platform is the end-to-end
distributed platform that supports the execution of all components
of the application. One device platform may support a Java-based
Apache Struts™ framework, whereas another may support a differ-
ent framework such as the base servlet framework, or a different
language altogether, such as PHP or C#.

As a result, a complete solution for targeting multiple devices must
include the application controller. One approach [Ban04] is to represent
the controller in a declarative way using a generic graph representation,
where the nodes are device-independent pages and the arcs are control
flow transitions from one page to another. This representation addresses
the three requirements above as follows:
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1. Developers can modify the flow of the application for particular
target devices. These are represented as incremental changes to the
generic controller.

2. When a device-independent page is split into multiple pages, the
appropriate controller elements to navigate among those pages are
also automatically generated.

3. The concrete controller code for specific controller platforms (e.g.,
Apache Struts) is automatically generated from the declarative con-
troller representation. The specific controller framework can be
changed as necessary.

3.3.5 Host-Independent Model Component

The above sections discussed approaches for targeting the view and con-
troller components of an application to multiple devices. In this section, we
discuss how to deal with the heterogeneity of connectivity environments.

Networked mobile applications vary in the distribution of logic and data
between the mobile device and the server, as illustrated in Figure 3.1.

In a thin-client application, views are generated on the server and then
rendered on the client device by a component such as a Web browser. Con-
troller logic, model logic, and model data all reside on the server, so discon-
nected operation is impossible. In a thick-client application, the model still
resides on a server, perhaps accessed through Web services, but the rest
of the application resides on the client device. Caching of data before con-
nection and queuing of updates to be performed upon reconnection enable

Figure 3.1. Distribution of Logic and Data between the Mobile Device and the 
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limited forms of offline operation in a weakly connected environment. The
operations allowed are those that can proceed sensibly in the absence of a
complete and current model. An autonomous-client application resides
entirely on the client device. It maintains its own fully functional model,
which may be synchronized from time to time with replicas of the model on
a server. As the arrow at the bottom of the diagram suggests, thin-client,
thick-client, and autonomous-client applications represent points on a con-
tinuum rather than three clearly delineated categories. For example, some
nearly autonomous applications have a disconnected mode that closely
resembles the connected mode, except that updates made to the model
are considered tentative until the model is synchronized with a server-
based replica.

Thick-client applications have been supported with varying levels of
success. The main drawback of the thick-client approach is that it may not
support all the needed functions to support rich interactions in discon-
nected mode, because the model component is missing on the mobile
device. The autonomous-client approach, on the other hand, is the most
general technique, because it can support varying levels of connectivity.
The remainder of this section is concerned with autonomous-client appli-
cations.

A key consideration here is the programming model used for supporting
disconnectable applications. We need a programming model that allows
the model components of an application (like the view and controller com-
ponents) to be shared by multiple versions of a disconnectable applica-
tion. In this case we are concerned with connected and disconnected ver-
sions of the application.

In the ideal scenario, the logic and the data for the model component is
specified once and the tools and infrastructure supporting the program-
ming model extract the right subset of the logic and data for the discon-
nected mode on each supported device. In reality, this extraction process
will likely need to be guided extensively by the developer. The developer
will likely specify the model, view, and controller in a generic way (view
and controller as described in previous sections). The tools will enable the
developer to incrementally refine this generic representation to particular
target environments. This is an ongoing area of work and there are signifi-
cant issues that need to be resolved.

It should be noted that there is a significant level of runtime infrastruc-
ture needed for disconnectable applications:

• An application hosting and execution environment is needed on the
mobile device.

• If application code is to be downloaded from the server to clients
upon demand, a code-migration component is needed on the server
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and device sides to coordinate the partitioning and loading of appli-
cation components.

• A data synchronization component is needed for updating both the
device and server instances of the application with changes to the
data on the other sites and to resolve any possible conflicts.

There are difficult architectural and policy issues in the above infra-
structure components. A discussion of these issues is beyond the scope of
this chapter.

3.3.6 Developing Context-Aware Applications

One can think of a context-aware application as having a triggering aspect
and an effecting aspect [Sow03]. The triggering aspect binds to data
sources, collects data, analyzes the data, and ensures that the data is rele-
vant to the application. If so, it notifies the effecting aspect, which takes the
action corresponding to the trigger. For example, in an application that
invokes a computer backup facility when a user Jane is away from her com-
puter, the event that “Jane is at lunch” is the trigger and the act of invoking
the backup utility is the effect.

Recall that context-aware applications have three sources of complexity:

1. The heterogeneous nature of data sources
2. The dynamic nature of context sources
3. The multiple sources of potentially low-level context data

Observe that these are all in the triggering component of applications.
Current approaches to addressing these issues have focused on creating a
reusable infrastructure (middleware or toolkit) that exposes a program-
ming model that hides these complexities [Coh02a]. This approach is sum-
marized below.

3.3.7 Source-Independent Context Data

An application obtaining data from heterogeneous sources with inconsis-
tent availability and quality of service should not name a specific source of
data. Rather, it should describe the kind of data that is required, so that the
underlying infrastructure can discover an appropriate source for the data.
This approach, known as descriptive, data-centric, or intentional naming
([Adj99], [Bow93], [Int00]), has a number of advantages. It allows the sys-
tem to select the best available source of data, based on current condi-
tions. If the selected source should fail, the infrastructure can rebind to
another source satisfying the same description, thus making the applica-
tion more robust. New data sources satisfying a description can be intro-
duced, or old data sources removed, without modifying the application;
likewise, the application can be ported to an environment in which there is
a different set of sources for the described data.
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The basic idea of this approach is for an application to specify the
desired context data without specifying the exact location and data type of
the source, or whether it is coming from multiple sources. These are con-
siderations that will be handled transparently by the infrastructure. In
some cases, the infrastructure may discover a data source, such as a
device or a Web service that directly provides the described data. For
example, suppose an application specifies that it is interested in a Boolean
value for “Is Jane at lunch?” The infrastructure may discover a data source
that directly reports whether Jane’s location is the cafeteria. Alternatively,
the infrastructure may discover a programmed component, called a com-
poser in [Coh02a], which computes the described data from other data. In
our example, some combination of Jane’s calendar, office status, and com-
puter status might be combined by a composer to determine with a degree
of certainty whether she is at lunch. A composer may be reusable across
multiple applications and may itself be built on top of other composers
that handle lower level, more generic, data. For example, the query “Is X at
lunch?” could be answered using the answer to a query of the form “Is X
located at Y?” and queries of that form might themselves be answered by
consulting multiple sources of location data (e.g., active badge, 802.11, or
cell tower) with different resolutions, and inferring a composite location
with a certain degree of confidence.

Once a composer that can answer the question “Is X at lunch?” is written
and added to the infrastructure, it can be reused by all context-aware appli-
cations. A composer is itself a data source, just like a sensor, a Web service,
or a database, and may be discovered by the infrastructure in response to
a query for data satisfying a given description.

Some data sources, such as request-response Web services, are passive
or pull-based. Other data sources, such as sensors that trigger alarms, are
active or push-based. Flexible infrastructure is capable of discovering both
kinds of data sources. An application can then pull the current value from
a passive data source or subscribe to be notified each time an active data
source generates a new value.

This application development model presents several challenges. One
challenge is to define a model for the computations performed in retrieving
data from pervasive sources. Another is to provide the application devel-
oper with a simple but powerful means for specifying the behavior of a
composer. Still another is to devise an appropriate system for describing
data-source requirements. The remainder of this section addresses each of
these three challenges.

A wide variety of computation models has been proposed. Some sys-
tems, such as Tapestry [Ter92] from the Xerox Palo Alto Research Center
and Cougar [Bon00] from Cornell University, view sensor data as being
added to an append-only database and use Structured Query Language-like
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models to retrieve the data. In contrast, NiagaraCQ [Che00] defines
data-retrieval compositions in terms of continuous queries over XML infos-
ets, specified in an XQuery-like language. The Rome system [Hua99] from
Stanford University and the Solar system [Che02] from Dartmouth Univer-
sity specify composer-like entities, called respectively triggers and opera-
tors. Both presume that all data sources are passive. The iQueue computa-
tion model [Coh02a] from IBM Research allows a composer to obtain input
from lower level data sources, including both passive and active sources,
and allows the composer itself to act as either a passive or an active
source; this model is based on an expression that is evaluated whenever
data is pulled from the composer or whenever one of the composer’s input
sources pushes a new value.

The means for specifying the behavior of a composer depends, of
course, on the underlying computation model. For the expression-based
model of [Coh02a], the appropriate specification is the expression itself.
The language iQL, described in [Coh02b], is specifically tailored to the
kinds of expressions that are useful in writing composers.

The description of data-source requirements poses a difficult challenge
because of the wide variety of data sources. Different kinds of data sources
have different interesting attributes and new kinds of data sources are con-
tinually being invented. It is untenable to adopt a fixed vocabulary of kinds
of data in which current applications are interested, let alone those in
which next year’s applications will be interested. However, it is feasible to
categorize each new data source registered with the infrastructure as
belonging to a specified provider kind that can be named in a descriptive
query. Some new data sources can be categorized as belonging to provid-
ers of an existing kind, although new provider kinds will have to be regis-
tered for other data sources. Provider kinds can be categorized in a super-
kind–subkind hierarchy, such that all attributes of a provider kind are
inherited by its subkinds. A query for a provider of kind k can be satisfied
a provider of any subkind of k.

3.4 Conclusions

This chapter has discussed the key difficulties in writing pervasive appli-
cations — applications that support mobility and context-awareness —
and summarized the main approaches that are currently being employed
to address these difficulties. The key issue is application development
complexity to deal with heterogeneous devices, varying degrees of connec-
tivity, and dynamic data sources. Reuse of application components is the
fundamental means of addressing this complexity.

Four basic approaches to enhancing reuse were discussed, based on the
well-known MVC application structure:
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1. Device-independent views — these allow an application to capture
the basic interaction structures that should be reused across mul-
tiple devices and modalities. They should be combined with the
ability to fine-tune the presentation when necessary.

2. Platform-independent controllers — these allow an application to
specify the overall control flow across multiple execution platforms,
but still allow an application to have different control flow structures
for different devices and uses.

3. Host-independent models — these allow an application to encapsu-
late the business logic and data in a manner that can be reused
regardless of which host a component is instantiated on.

4. Source-independent context data — this allows an application to
specify the intended context data to be supplied by reusable infra-
structure components, which in turn are concerned with the specific
data formats, locations, and combinations of physical data sources
that provide the actual data.

These approaches have reached different levels of maturity (interest-
ingly, the above order represents the highest to lowest in terms of matu-
rity) in research projects and commercial offerings. Several challenges
remain before these approaches can become widely useful.
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Abstract

The essence of pervasive computing is that the user’s applications are
available in a suitable adapted form, wherever that user goes. Our ongoing
research aims at integrating the concepts of context-aware, grid, and
mobile computing toward building a pervasive computing infrastructure.
The ISAM approach is the integration of programming language and the
middleware that supports its execution. This integration is based on
abstractions to describe context, alternative behavior, adaptation mecha-
nisms, and policies. ISAM includes a model for writing pervasive applica-
tions and a correspondent middleware that provides a pervasive comput-
ing environment. This text exposes the most important ideas of the ISAM
architecture. These ideas are illustrated by the construction of a pilot
application called WalkEd (Walking Editor).

4.1 Introduction

The term mobile computing is still under definition. In our perspective,
mobile computing is “the distributed computing in which the location of
the involved elements may change during the computation execution.”
Some scenarios derive from this definition depending on which element
has mobile capacity: 
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• Hardware — wireless computing
• User — nomadic computing
• Software — mobile code
• Computation — mobile agent

The most general scenario that joins all of them is the one provided by per-
vasive computing, which allows physical and logical mobility while main-
taining a global network connection. This last scenario is the focus of the
ISAM architecture [1, 2].

In our viewpoint about the pervasive infrastructure, the computational
power is in the whole network, different from traditional networks in which
each computer is a computational island. To reach this power, we believe
that the pervasive applications run in an environment that manages the
distributed execution and provides facilities to programming such applica-
tions. Toward supporting this view of pervasive computing, we propose a
software architecture that joins many aspects focused by context-aware,
grid, and mobile computing. How to integrate them in a consistent way is
the challenge of the ISAM project (Infraestrutura de Suporte às Aplicações
Móveis — Mobile Applications Support Infrastructure). The ISAM architec-
ture aims to provide a model, language, and runtime support to build and
execute pervasive applications. The initial efforts of many research
projects in pervasive computing [3, 4] focus on enabling the environment
and directly accessing services within that environment. None of those
projects addresses application development in a general purpose way.

This chapter shortly describes a way of integrating context-aware, grid,
and mobile computing to reach the management of the context-aware
adaptation process and to execute the pervasive applications in the ISAM
platform. This chapter is organized as follows:

• Section 4.2 introduces the ISAM Application Model.
• Section 4.3 presents the summary of ISAM architecture and its con-

text-aware behavior.
• Section 4.4 introduces ISAMadapt, a main ISAM component.
• Section 4.5 introduces EXEHDA, a main ISAM component.
• Section 4.6 presents a pilot application, named WalkEd. This was built

using the ISAM constructs to explore context adaptation strategies. 
• Section 4.7 contains concluding remarks.

4.2 The ISAM Application Model

Mobile devices in nomadic computing are seen as small desktops where
applications are programs running on them, accessing code and data
stored locally. The ISAM Application Model is different, it considers that
the computer is the whole network. The computing environment (data,
device, code, service, resource) is spread in composed cells. Users can
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move around, having both their applications and virtual environment fol-
lowing them. Mobile device is an interface device that executes a small
part of the application in a collaborative way. It is an application portal, not
a code or data repository. Required applications are installed on-demand
and can migrate among hosts to find better resources and services. Appli-
cation code explores the capabilities of the network that compose its vir-
tual environment and adapts to it. The adaptive behavior of the application
and the decisions of runtime management are defined by the current con-
text where the application’s components are inserted. Details of ISAM com-
ponents, that implement this semantic, are described in the next sections.

4.3 The ISAM Architecture

Mobile software development is complex because its components change
in time and space in terms of connectivity, portability, and mobility. To
reduce the impact of these changes, the application must have a con-
text-aware adaptive behavior. Context-aware adaptation is a fundamental
concept for pervasive computing. An application to be run in the pervasive
environment should not make undue assumptions neither about the
devices upon which it will run nor the environment services it will use.
However, adaptation is not of easy implementation because of its ad hoc
specific nature. Traditional adaptive systems were created based on
assumptions about the environment, such as permanent connection and
resource availability, which are not true in the mobile environment. This
fact, for example, prevents direct use of solutions from the distributed sys-
tems area.

Figure 4.1 illustrates our approach for the adaptation problem in mobile
computing. We have designed the ISAM software architecture to deal with
context-aware adaptation and collaborative behavior between the system

Figure 4.1. ISAM Architecture
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and the application. The architecture is organized in layers with three
abstraction levels; it is directed to getting the maintenance of quality of
service provided to the mobile user through the context-aware adaptation
concept. The ISAM architecture adopts a modular organization. In Figure
4.1, the context module is virtual because it is a concept present in the
design of many other modules. An important component of the architec-
ture is the scheduling module. Adaptation decisions, from application to
runtime management levels, are based on the behavior profile of three enti-
ties — mobile user, application, and the system itself — which are part of
the execution context.

The applications run in the ISAM_PE (ISAM Pervasive Environment).
ISAM_PE is composed of elements that have correspondents in the physi-
cal infrastructure of the mobile network, as Figure 4.2 shows. The physical
organization adopted in ISAM is the cellular hierarchy. The devices belong-
ing to the same cell communicate directly to each other (using a plane
organization). In communications with resources outside the cell, a spe-
cific host (base) acts as a gateway. The hierarchical characteristic allows a
cell to recursively contain other ones. This organization assists the need of
context confinement, necessary to the application model adopted for ISAM.

With the motivation of exploring the concept of adaptation in pervasive
environment, our system was designed to support multilevel collaborative
adaptation at application and system levels. In ISAM architecture, the sys-
tem adapts itself to provide quality, and the application adapts at different

Figure 4.2. ISAM_PE
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quality levels tolerated by mobile user. The innovation of this project is in
the uniform treatment of adaptation and its suitability to general purpose
mobile applications, where: 

• The execution system is responsible for some adaptations related
to performance or application and resource management.

• The application is responsible for decisions related to context-aware
adaptations or concerning to domain specific adaptations.

• Both the applications and the execution system are responsible for
adaptation decisions negotiated in many cases.

4.4 ISAMadapt Overview

ISAMadapt is the architecture component that deals with the con-
text-aware adaptability issue through the perspective of the programming
language. Distributed applications in the pervasive computing environ-
ment must be designed based on several functionalities that adapt to the
current environment. These alternative functionalities are managed auto-
matically by the application management system (ISAMadaptEngine). This
new concept of applications, which modify their own behavior in function
of the environmental changes, demands new language abstractions, as well
as an execution system integrated with language.

The ISAM pervasive applications are modeled with Holoparadigm
abstraction, which designs the application using the beings concept [5].
Beings are naturally mobile and they enable the expression of physical and
logic mobility. They use a coordination model that supports implicit invo-
cations based on reading and writing in a blackboard, call history. Each
being has a history encapsulated inside itself. In the case of a composed
being, the history is shared by component beings. The component beings
take part in the development of shared history and they suffer the reflexes
of history changes. So, the existence of several levels of encapsulated his-
tory is possible. However, the being only accesses the history in its own
composition level. The history is implemented as multiple distributed
tuple space and some tuples may have a reactive behavior. At the
moment, the Hololanguage is mapped to the Java™ language. This strat-
egy makes it possible to quickly explore the proposed architecture on
pilot applications.

ISAMadapt extends the Hololanguage constructions with a semantic of
context-awareness and dynamic adaptation to allowing your use in the
design of pervasive applications. For implementing those semantics, ISAM-
adapt introduces new abstractions in the language — context, adapters,
adaptation commands, and policies. Each abstraction is implemented in
two ways — static (at programming time) and dynamic (at running time).
Figure 4.3 shows the relationship among these abstractions.
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4.4.1 Context

In ISAM, context is defined as “all the relevant information to the applica-
tion that can be obtained from the support system.” The application explic-
itly identifies and defines the entities that characterize a situation and
those that integrate its context using the ISAMadapt Development Environ-
ment software. State alterations in these entities trigger an adaptation pro-
cess in the application being. So, the context definition can then be refined
to “every entity for which a state alteration triggers an adaptation process
in the application.” This way, the context conception allows focusing on
aspects relevant to a particular situation, while ignoring others.

The context-aware nature of the applications becomes explicit on three
moments: 

1. Description — defined at programming time and generates the appli-
cation context descriptor.

Figure 4.3. ISAM Adapt Abstractions

Main code
........... 

adaptive being () 
{ context.... 
....... 
} 
...........

IS
A

M
ad

ap
t E

ng
in

e

C1

C2

Cn

adapters

A
P

P
LIC

A
T

IO
N

C
O

N
T

E
X

T
E

X
E

H
D

APOLICIESPRIMITIVES

ISAMbda

manager

Sensored
data

ISAMcontext Server

subscribe

notify

A
da

pt
iv

e 
co

m
m

an
ds

On- 
demand 

code

register

notifier
opyright © 2005 by CRC Press



  

ISAM, Joining Context-Awareness and Mobility

       

AU1971_book.fm  Page 79  Thursday, November 11, 2004  10:08 PM

C

79

2. Activation — executed at application load time and reconfigures and
activates the ISAMcontextServer components.

3. Execution — the server will monitor the environment and notify the
application when significant context changes occur.

The ISAMcontextServer component of architecture provides this ser-
vice of context recognition (Figure 4.4). It runs independently of applica-
tions, being designed based on pipeline paradigm to model the sensored
data treatment and publish–subscribe paradigm to model the relationship
with the application. The application registers its interests within the mid-
dleware in order to receive information when elements of its context
change. The server collects and interprets relevant information to the
applications, generating higher level information.

Figure 4.4. ISAMContextServer
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The server is composed of components with the functions: 

• Collector — obtains sensored data
• Aggregator — performs preliminary data treatment
• Translator — translates data to an abstract representation
• Predictor — makes a forecast analysis of data behavior
• Notifier — sends changes to the application
• Register — registers the monitoring interests of the application
• Discoverer — replies the queries about services and resources avail-

able in its scope

The information of a change in the context triggers the application
reconfiguration at runtime. It is managed by the ISAMadaptEngine of the
application. The reconfiguration occurs by the choice of the best alterna-
tive among the codes programmed for the current environment, which is
loaded on-demand.

4.4.2 Adapters

ISAMadapt allows three forms of coding the sensibility to the context. The
onContext command is inserted in the language, it can be associated to
other commands such as if, while, in, out, and method call. By defi-
nition, the onContext command is asynchronous and schedules a task,
codified in its inside block, in the ISAMadaptEngine. This task runs when
the context is available. The sync qualifier behaves the command as syn-
chronous. The adaptive behavior can also be expressed in the language
through the definition of adapters. Adapters associate alternative code to
the execution of a being’s method or all the being’s behavior. The adaptive
being’s method behaves as a generic function, whose code can be dynam-
ically and transparently selected, among the alternatives provided, based
on the current context. This process is managed by the ISAMadaptEngine,
which uses EXEHDA’s services that are responsible for:

• Deciding the validity of the adaptation
• Selecting one among the alternatives
• Triggering the decision execution

 The ISAMadaptEngine runs in conjunction with the ISAMcontextServer, in
a relation based on publish–subscribe model (registers the application’s
monitoring interests, asks for server reconfiguration, receives ISAMcon-
textServer notification, activates/deactivates the notification received).
Another way of expressing context-awareness is to use the adaptation
commands of the language.

4.4.3 Adaptation Commands

Some adaptation commands are made available by the system and can be
used in the adapters and beings codification. The main commands with
adaptive behavior are: 
opyright © 2005 by CRC Press
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• Creation or replication (clone command)
• Migration (move command)
• Rescheduling (reschedule command)
• Resource and services discovering (discovery command)
• Push code (install command)
• Disconnection (disconnect command)
• Reconnection (reconnect command)

On-demand code load is a natural mechanism of ISAM architecture and it
is present in the behavior of the entire application.

4.4.4 Adaptation Policies

The adaptation commands are implemented with an adaptive behavior
based on collaboration between the middleware and the application. Poli-
cies express this collaboration. Policies consist of orientations given by
the application to the system, contributing to the system decision, which
controls the overall application behavior. Some policies are global, but oth-
ers are specific to some application’s beings (see Section 4.6.4).

4.5 EXEHDA Overview

EXEHDA (Execution Environment for High Distributed Applications) is the
architecture component that provides a pervasive execution environment
to the ISAMadapt applications. It is designed as a middleware, having as its
main strategies:

• Adaptive instantiation of software — the EXEHDA loads in the nodes
(mobile or fixed) a minimum set of software components, from both
the middleware and the application, that guarantee the application
execution based on the application’s profile. The other components,
if any, will be requested on-demand, characterizing a pull strategy
operation. This feature is important in the presence of high hetero-
geneous resources.

• Prefetching of application — the instantiation process begins when
the user executes its authentication in EXEHDAbase, before request-
ing the execution of application. It has adopted in this case a push
strategy for software components and information dissemination.
This instantiation can also happen with a longer anticipation, using
as reference an expectation of the user’s itinerary according to his
mobility already consolidated. To anticipate the traffic in the struc-
tured part of the networks (with physical connection) it is an alter-
native proposed to increase the global acting of the mobile
application and, consequently, reduce the waiting/connection time
of the mobile device.

• Support to adaptive pervasive execution — EXEHDA offers to the
ISAM architecture a pervasive execution environment that can be
opyright © 2005 by CRC Press
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tuned in function of both the ISAMadapt provided adaptation poli-
cies and the state of execution context. For a pervasive operation,
EXEHDA integrates two mechanisms at ISAMadapt runtime:
– A manager of multiple object spaces -EXEHDA-CC-, whose control

syntax is a variation of the Linda protocol [6], enabling an anony-
mous and asynchronous communication and coordination strategy

– An execution controller -EXEHDA-HM-, which keeps the relation-
ships between the beings (Holotree), whose core uses a distrib-
uted naming service

The resources the application uses (databases, specific services,
etc.) are also registered within the execution controller. This makes
it possible to manage replicas of beings and resources, enabling a
uniform handling of lookup operations for both resources and pro-
cesses (beings) by the resource management (scheduling, mapping)
mechanism.

The EXEHDA middleware uses a set of primitives for monitoring in both
the system and application levels and also for object scheduling. These set
of primitives, provided by PRIMOS (PRIMitives for Object Scheduling) [7],
comprises:

• Remote object instantiation and migration
• Optimized communication primitives
• Parameterizable native host sensors, which may be extended by

application provided sensors

From the ISAM physical point of view, the system is built of hosts, net-
work segments, and computing cells. A host is the base building block and
represents, as it would be expected, a machine in the system. Hosts are
described by static and dynamic indexes, relatives to processor and mem-
ory capabilities, among other things. A network segment groups a set of
hosts that share the same interconnection medium/technology and is
described statically by its nominal latency and throughput (e.g., Ethernet
bus, Token Ring, Myrinet cluster). Dynamic data is added to the static
information, which reports how much of the network capabilities of a given
segment are used at a given time.

Network segments are arranged in computing cells, which would be
interpreted as institution boundaries in the scope of a distributed architec-
ture (EXEHDACell). Each computing cell has an information server associ-
ated. This server keeps track of all dynamic and static sensors available in
the cell. The publishing of load indexes from each host to the cell’s collec-
tor is triggered by a variation of such indexes above a configured threshold
(which may be changed dynamically). The computing cells are grouped
into cell groups. Each cell is responsible for publishing its summarized
load information to the other cells in the group. This publishing at cell
group level is accomplished through a probabilistic protocol [8], which
opyright © 2005 by CRC Press
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tends, with a given probability, to keep all cells updated. To connect cell
groups, one cell is configured to belong to both intended groups. Such pub-
lishing architecture has an interesting aspect to management decisions:
the quality of the information about other host in the system is inversely
proportional to the logical distance to that host. This property can be used
to improve locality in scheduling decisions.

4.6 The WalkEd Application

To exemplify the conception and behavior of an ISAMadapt pervasive
application, a well-known application was modeled using the abstractions
provided. The objective of such application is to demonstrate the use of
ISAMadapt constructs in order to conceive a pervasive application that is
able to adapt itself to modifications in its execution context. The WalkEd
application consists of a text editor with basic editing functionalities,
which was modeled using the being abstraction of Holoparadigm. As Figure
4.5 shows, there are four main beings in the WalkEd application:

1. GUI being — implements the editor’s graphical user interface (GUI)
2. Dict being — provides access to an external dictionary database and

is used as a helper service for implementing the spell checking
functionality

3. Spell being — implements the spell checking service
4. Print being — provides access to external printing services

The WalkEd application may be used from both desktops in the wired net-
work or mobile wireless devices (e.g., laptops and personal digital assistants
[PDAs]). Figure 4.6 shows a possible physical disposition of the beings that
compose WalkEd, at different moments, as new beings are created.

Notice that the devices used may present differences both in connec-
tivity and with respect to processing and visualization capabilities. In this
sense, a key characteristic of the WalkEd application is being able to

Figure 4.5. ISAM WalkEd Beings
opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

      

AU1971_book.fm  Page 84  Thursday, November 11, 2004  10:08 PM

C

84

adapt itself to varying execution contexts. The adaptation semantic of
the application is follow-me: components migrate closer to the
resource, following the user movements and adapting to the current state
of the environment.

The WalkEd application starts its execution by the creation of the edi-
tor’s graphical interface, as illustrated in the code fragment presented in
Figure 4.7. In the instantiation of the being that corresponds to the editor’s
interface, given by the execution of the clone primitive, the first level of
adaptation in the application occurs. It consists in selecting the GUI being
implementation (adapter being) most appropriate to the device where the
application is being launched. The GUI being is locally created, in the
device where the application has been launched, keeping the edited text in
its history. The interface code is loaded on-demand, using the context
information — device type — provided by the ISAMcontextServer.

During the execution, the user may require services like spell checking
and file. Such requests trigger the creation of the Spell, Dict, and Print

Figure 4.6. ISAM Physical Beings
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beings, which may be placed on nodes distinct from those where the GUI
is running. The second level of adaptation in WalkEd comes from that: the
whole application adapts itself to states of connection and disconnection,
because the beings that compose the application may be physically
located in distinct nodes of the distributed system. The criteria used in
placement of the being consider the being’s dependencies to external
resources. In WalkEd, for example, the Dict and Print beings are created
closer to the dictionary and printer resources.

The third level of adaptation in WalkEd is related to the follow-me
semantic. In this level of adaptation, a migration of the GUI being (activated

Figure 4.7. ISAM WalkEd Code
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by the goto interface menu) triggers a relocation of the beings Spell, Dict,
and Print, aiming to reduce communication costs, although respecting its
access dependencies to external resources.

4.6.1 The GUI Being: Alternative Behaviors

The WalkEd GUI adapts itself with respect to the display capabilities of the
device used. The differences between the two actual implementations may
be observed in Figure 4.8 and Figure 4.9.

The adapters define code alternatives for each state of the display con-
text element — PDA and desktop — as shown in Figure 4.10. The being’s
methods use the adaptation commands clone and move. Communication
between beings is accomplished through blackboards (history in Holopar-
adigm), which are accessed using the operations in (consume), out
(write), and read. The tuples in the history are composed of strings which
represent the text being edited. Because the Hololanguage currently does
not provide an Application Programming Interface (API) for building GUIs,
code directly written in the Java language is used for that purpose (native
Java command).

The WalkEd GUI provides the more often used commands for text edit-
ing (Figure 4.8 and Figure 4.9). The open command creates a file system

Figure 4.8. ISAM Desktop Interface
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being, which populates its history with records that compose the text file.
The file being provides methods for other beings to acquire (getContents)
and modify (setContents) the contents of the underlying file. It is also
implemented using the adaptation concept of ISAM: the actual file being
implementation used type of the storage (i.e., context) that serves the
underlying file (e.g., database or file system). The edition commands oper-
ate on the GUI being’s history.

In both target platforms, WalkEd allows the simultaneous manipulation
of multiple edition buffers, although the mechanism provided to the user
to access the edition buffers was conceived differently for each platform.
On the PDA, the existing buffers are accessed through the Buffers GUI
menu. On the other hand, in the desktop implementation, each buffer is
mapped to tab in the edition pane.

At any moment, the user may request to continue the WalkEd execution
at other node of the system. This is accomplished through the activation of
the goto GUI submenu, after which the user is requested to select the

Figure 4.9. ISAM PDA Interface
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Figure 4.10. ISAM GUI Being Adapters
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destination node (e.g., MyHost, MyDesktop, MyPDA). The system evaluates
the abstract targets at runtime, using the user preferences stored into the
User Virtual Environment (UVE), to determine the real destination of the
migration. At the destination node, the application continues its execution.

4.6.2 The Spell Being

The Spell being is created as a child of the GUI being, typically colocated,
and creates a Dict being, which is placed by the system close to the dictio-
nary resource, following the scheduling policy configured for the applica-
tion (see Section 4.6.4).

The Spell being is context-aware with respect to the connectivity state of
the node in which it is running. On its normal operation mode (connected),
the Spell being stays in the background reading words from modified para-
graphs in the GUI and sending those words to the inner Dict being. Such
communication with the Dict being is done through the Spell being’s his-
tory. When the node becomes disconnected, the Spell being stops sending
words to the Dict being in order to reduce local memory consumption,
because the produced words will not be consumed by the Dict being at that
time. This way, it retains more memory to be used by the GUI being in text
edition.

The source code of the Spell being is presented in Figure 4.11. Notice
that the connectivity state also affects the GUI by enabling or disabling the
spell checking feature.

4.6.3 The Print Being

The Print being creates a printer system being, which is colocated with the
underlying print server. The location of the print server is the dynamic

Figure 4.10. ISAM GUI Being Adapters (Continued)
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information provided by the resource discovery mechanism of the ISAM-
contextServer. The print being provides the user with a way of sending the
edited text to the system print queue.

Figure 4.11. ISAM Spell Being Code
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4.6.4 The ISAMadapt IDE

The ISAM framework provides an application development environment,
the ISAMadapt IDE, for edition of beings and adapters source code. Fur-
thermore, the ISAMadapt IDE allows the specification and specialization of
the context elements the application is interested in, as well as the definition
of global and per being scheduling policies and associations between adapt-
ers and adaptive beings. Such information is represented by three Extensible
Markup Language (XML) documents — context.xml, policy.xml, and
adapters.xml — which are stored into the pervasive storage base,
ISAMbda. This information guides the compilation process and also the
application execution.

A fragment of the scheduling policy used for the WalkEd application,
related to the Spell and Dict beings is shown in Figure 4.12.

4.6.5 Execution Aspects

The Hololanguage+ISAMadapt code is currently translated to Java
source code, which is then compiled with a standard javac tool to gener-
ate the executable code. The WalkEd prototype was developed with two
modalities of the Java platform in mind — PersonalJava™ application for
PDAs and J2SE™ platform for desktops — which have differences in the
supported APIs. The application was tested using a few wired desktop per-
sonal computers and a wireless Sharp Zaurus™ 6500 PDA. The ISAM core
middleware was installed on these devices prior to running the application.

The ISAM core middleware provides the user with commands for ses-
sion management which, by complementing the other features provided
by middleware, enable the implementation of the follow-me semantic for
applications. In this sense, the main session management commands pro-
vided are described below:

• Login:
– Authenticates the user using an asymmetric public key mecha-

nism. The public key is provided in certificates, for each user,
those certificates are stored in the cell base (EXEHDAbase).

Figure 4.12. ISAM WalkEd Policy
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– Activates the user default session. The activation of the default
session restarts applications that were interrupted when the user
last logged out.

– Provides access to the workspace with the applications already
installed.

• Logout:
– Frees the application execution context management related re-

sources that integrate the default user session in the logout
moment.

– Notifies the ISAMadaptEngine about the end of the applications,
which performs the ISAMcontextServer unsubscription.

– Stores the Default Session state in the UVE for future loading
when the user logs in again.

• Save/restore session — the user may have an arbitrary number of
sessions additionally to its default session. Those sessions are man-
aged through the commands — save session and restore ses-
sion. The command save session enables the applications to
move from the default session to an alternative one, stored in the
UVE. The command restore session provides the opposite func-
tionality, providing the user with the capability of reincorporating
applications saved in sessions alternative to the default session.

• Disconnect/Reconnect — these commands take effect in the con-
nectivity state of the user controlled device, moreover, they imple-
ment a planed disconnection protocol. Each change in the
connectivity state of the device is published as a piece of information
to the ISAMcontextServer, which is running on the cell management
node (EXEHDAbase). Additionally, a broadcast to all the local ISA-
MadaptEngine is performed, this notification triggers the adapta-
tions related to the local beings previously registered as sensible to
this kind of context change.

• Application launching — in the conception of ISAM, the installation
process of the application is consisted of the copy of the launch
descriptor to the ISAM workspace. The launch descriptor of the
application is a XML document; as Figure 4.13 shows, it is generated
during the compilation phase of the application. The launch descriptor
provides metadata that describes the application in an abstract way
and independently from the ISAM_PE cell where the user is located.
When the application is launched, this descriptor is expanded and
the relative references are resolved for absolute references to the
resources needed by the application.

After the on-demand loading of the Starter being code, the application
has its context sensibility interests subscribed to the ISAMcontentServer
and adaptive execution proceeds as described in Section 4.6. As long as new
beings are created by the application, the application interests previously
opyright © 2005 by CRC Press
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registered in the ISAMcontextServer are updated to reflect these new
demands.

Our future experiments with WalkEd will lead to a better understanding
of how context sensibility can be used to design adaptive behavior in per-
vasive applications. We want to improve the user interface and explore oth-
ers adaptation strategies. The initial feedback we got from the experiments
showed promising results, especially with respect to adaptation and mobil-
ity. Our next steps will be to explore more deeply the issues related to mul-
ticell, multi-institutional executions, as well as better caching strategies to
improve the overall system performance.

4.7 Conclusions

The innovation of our approach is the introduction of context-aware and grid
computing associated with physical mobility to provide a support infrastruc-
ture by pervasive applications. Another contribution is providing a uniform
treatment of the context-aware adaptation in the whole system from the base
to the programming paradigm. Besides, it is not compromised to a specific
application domain. These decisions are based on our belief that there is a big
potential to use mobile application in various application domains. So, it is
necessary to provide an infrastructure for general purpose applications,
which makes the expression of mobility and adaptability as simplified as
possible. We believe that the collaborative multilevel adaptation is a real
alternative to achieve a general purpose architecture, capable of guaran-
teeing good performance levels in different applications that are arising in
the pervasive computing scenario.
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Chapter 5

Integrating Mobile 
Wireless Devices 
into the 
Computational Grid
Thomas Phan, Lloyd Huang, Noel Ruiz, and 
Rajive Bagrodia

5.1 Introduction

One application domain the mobile computing community has not yet
entered is that of grid and cluster computing: the aggregation of net-
work-connected computers to form a large-scale, distributed system that
can be used for resource-intensive scientific or commercial applications in
a scalable and cost-effective manner [1, 3, 15]. Current grid efforts have
leveraged predeployed clusters of workstations as computing nodes, while
at a larger scale, grid-like distributed applications such as Seti@home and
Folding@home have enlisted home personal computer (PC) enthusiasts to
volunteer their desktop computers.

In this chapter, we consider grid and cluster computing from a different
architectural perspective, namely from the view of using small-scale,
highly heterogeneous devices that can serve as nodes within a distributed
grid system. This class of small-scale devices comprises laptops, tablet
PCs, personal digital assistants (PDAs), and other home consumer devices
that can be connected to the Internet, potentially all through wireless links.
As recent investigations have shown, using such heterogeneous devices is an
interesting extension to contemporary grid computing efforts [6, 30, 40].

The integration of these devices into high-performance grid and distrib-
uted computing is not without difficulties. Small-scale devices are hetero-
geneous and lack the computational, storage, bandwidth, and availability
characteristics [14] commonly required for high-performance distributed
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computing. With widespread use of these devices (including next-genera-
tion intelligent appliances whose characteristics cannot be readily fore-
seen), heterogeneity will only increase, making this combination ostensi-
bly unlikely.

However, many technological, commercial, and consumer trends sup-
port the inclusion of such devices within a computational grid. First,
Moore’s Law of increasing transistor density will continue to drive central
processing unit (CPU) performance in small-scale devices just as it has in
other markets. For instance, Intel’s lines of XScale® and Centrino™ proces-
sors for mobile devices continue to show improved performance with each
generation. Second, availability of wide area wireless communications will
be more prevalent. This increased connectivity can be seen in current 2.5G
(generation) and upcoming 3G networks based on Wideband Code Division
Multiple Access (W-CDMA)/CDMA2000, as well as wireless local area net-
work (LAN) hotspots and meshes. Third, consumer use of small-scale,
intelligent electronics continues to grow yearly, as can be clearly seen by
increasing popularity of smart cell phones and home electronics such as
networked fourth-generation video game systems and digital video record-
ers. Fourth, trends in ubiquitous/pervasive computing [42] suggest a
future where small devices will be the predominant form-factor of choice,
relegating desktop devices to the minority. We posit that these signs point
toward the confluence of small, heterogeneous devices and computing in
the future.

With these observations, our research project, LEECH (Leveraging
Every Existing Computer out tHere), aims to identify and address the
research challenge of using a wide range of heterogeneous systems as con-
tributors to computational grids. In this chapter, we will take a look at how
our LEECH system has been designed from the start to address the heter-
ogeneity issues of small-scale devices for grid and cluster computing. Our
experimental testbed used to evaluate our system adheres to our hetero-
geneity goal, as it includes a mix of wirelessly connected laptops and PDAs
as well as a wired PlayStation® 2. We do note that the issue of power con-
sumption in small-scale, portable devices is an ongoing, open research
area that remains a significant challenge, one that we are continuing to
investigate and will address in future work.

To mitigate the effects of wide heterogeneity and unpredictable avail-
ability commonly associated with small-scale devices, we designed the
LEECH architecture using a hierarchical organization to abstract away the
underlying devices. Specifically, we used a proxy-based clustered infra-
structure to provide small-scale devices with favorable deployment,
interoperability, scalability, adaptivity, and resiliency characteristics. In
our design we created groups of devices clustered around a nearby proxy,
as shown in Figure 5.1. Unlike contemporary peer-to-peer [40] or mobile ad
opyright © 2005 by CRC Press
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hoc routing [4] approaches that also use clustering around a proxy or gate-
way node, in our system the proxy additionally serves the important roles
of service negotiator and resource request partitioner for abstract classes
of devices in its group.

Additionally, we designed and implemented a programming model,
Application Programming Interface (API), and lightweight library to
accompany the LEECH architecture. Distributed programming libraries,
such as Message Passing Interface (MPI) [33], commonly used today for
the development of grid applications, do not sufficiently support heteroge-
neous, small-scale, and dynamically available devices as grid nodes. The
LEECH Programming Model allows a grid programmer to use whatever
computational power is available through LEECH proxy machines.
Although fundamentally different, the LEECH API is designed to behave,
from the programmer’s perspective, similarly to traditional message-pass-
ing APIs such as MPI, the de facto message-passing communication library
used today.

To demonstrate the effectiveness of our architecture, programming
model, and library, we use three benchmarks: 

1. A RSA keybreaker using exhaustive search
2. A numerical integration program
3. A synthetic communication-intensive application 

Through experimentation, we show that LEECH is lightweight with less per
message overhead than MPI, an important factor for small-scale devices.

Figure 5.1. A Broad View of the LEECH Proxy-Based Clustered Architecture
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Parallel applications executed through LEECH scale well over an increasing
number of added nodes. Finally, our system provides resilient operation in
the face of node failure through managed replication and job control.

5.2 Background

Grid and cluster computing has roots within the field of high-performance
parallel computing, which has traditionally been successful on massively
parallel processor (MPP) systems designed following a nonuniform mem-
ory access (NUMA) or uniform memory access (UMA) architecture. Such
MPPs have used multiple CPUs within a single chassis to produce higher
performance manifest through increased throughput. However, such sys-
tems become prohibitively expensive for large CPU configurations. A differ-
ent approach is taken with grid and cluster computing: by bringing
together available machines, such as workstations on either a local or wide
area scale, an aggregation of computational resources can be formed in a
cost-effective manner.

Local area networks of workstations (NOW) [1] take advantage of clus-
ters of uniprocessor workstations connected via a network such as Myri-
net or Ethernet. Taking advantage of such commodity parts, NOWs can
provide high performance at low cost. For example, Beowulf systems [3]
look to leverage low-cost, high-performance Linux® PCs with LAN network-
ing. Additionally, Condor [28] provides the capability to schedule jobs
across a UNIX® NOW to achieve load balancing.

Much pioneering work in grid computing support libraries has been
done with the Legion [20] and Globus [15, 18] research efforts. Globus is
the de facto middleware standard for a number of different grid projects
and provides a four-layer stack to control hardware, communications,
resource sharing, and collective coordination. Our LEECH architecture is
intended to integrate seamlessly with such existing systems.

To the best of our knowledge, ours is the first effort to produce a general
framework for using small-scale, heterogeneous devices for grid and dis-
tributed computing. Other researchers ported the Cactus environment
onto PDAs, but did not address the limitations of small-scale devices in
general [6]. The University of Illinois at Urbana-Champaign recently cre-
ated a cluster of 100 PlayStation 2 game consoles, outfitted with a special
version of Red Hat® Linux, to take advantage of that machine’s high-perfor-
mance Emotion Engine graphics processor [30, 40]. However, the use of
these devices is no different from that of a statically configured, homoge-
neous PC Beowulf cluster with no specific treatment of the issues we raise
in this chapter. In our own experiments, we too use PDAs and a PlayStation
2 together as part of a heterogeneous testbed to demonstrate the architec-
ture, programming model, and library of LEECH.
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In our work we propose to use small clusters of small-scale devices to
improve scalability, interoperability, and other factors we discuss later.
These devices are clustered around a proxy node that interacts with the
rest of grid on the devices’ behalf. We note the ostensible similarity
between our approach and those of other clustering techniques intended
to rein in a loosely assembled group of devices. For example, many ad hoc
routing schemes [4] use such clustering. In an ad hoc wireless network,
particular devices are chosen as gateways or clusterheads to facilitate
cluster organization and routing only, without the consideration of aggre-
gate computation. Bluetooth®-enabled devices assemble themselves into
piconets of seven or less nodes centered about a master device [22, 31].
Landmark routing [36] suggests a similar approach. Mobile Internet Proto-
col (IP) [38] facilitates the integration of mobile computers into the Inter-
net by using home agents to act on behalf of mobile nodes. ALICE [21] pro-
vides a similar capability but at the application layer to support Common
Object Request Broker Architecture (CORBA)-enabled applications. Our
clustering approach performs request negotiation, routing, and most
importantly, data partitioning and aggregation within its cluster.

Clustering is also used by the file-sharing peer-to-peer Kazaa™ program
using the Fast Track infrastructure [40] to facilitate scalable searching. In
this system, peer nodes are clustered around so-called supernodes. These
supernodes serve as indexing repositories for search requests from peers,
thereby negating the need for multicast searches in infrastructures such as
Gnutella or centralized search indices as with Napster™. However, these
supernodes perform only indexing (because the central objective of Kazaa
is file sharing).

5.3 Motivation: Mobile Devices and the Grid

We suggest that a logical step in expanding grid and cluster computing sys-
tems to have the ability to incorporate more computational power lies with
the use of heterogeneous mobile consumer devices connected through a
potentially unreliable wireless or unstable wired network. In this section,
we present opposing views to this assertion.

A number of problems hinder the use of contemporary small-scale
devices in grid and cluster computing. For PDAs, hardware and operating
system (OS) heterogeneity issues are pervasive as palmOne and
Microsoft’s PocketPC compete aggressively for market share. Mobile com-
puting devices are also well-known for other inherent disadvantages, such as:

• Heterogeneous hardware
• Unreliable low-bandwidth wireless connectivity
• Unpredictable extended periods of complete disconnectivity
• Heightened power-consumption sensitivity
99
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• Software noninteroperability
• Small secondary storage
• Incomplete security

In an ideal world, wireless networks would provide as much bandwidth
and work as reliably as wired connections. Unfortunately, real-world con-
ditions such as multipath disturbances, power-signal degradation, and
intercell hand-off, among others, do not facilitate the high bandwidth,
always-on characteristics expected of computation nodes. Present grid
and cluster computing applications typically target idle desktop PCs that
receive portions of a larger problem, perform computation, and return
results within bounded time. Unreliable connectivity and prolonged peri-
ods of intended disconnectivity break this expectation. Even when connec-
tivity is not an issue, present wireless technology cannot provide the high
bandwidth typical of wired connections. Most wired LANs provide a mini-
mum of 100 megabits per second (Mbps) commonly found with Fast Ether-
net and are moving quickly to 1 gigabit per second (Gbps) Gigabit Ethernet.
On the other hand, wireless bandwidth varies among different technolo-
gies, as we will discuss shortly.

Other problems are prevalent. Battery technology has matured slowly
over the last decade and has failed to keep up with increased power
demands from contemporary PDAs and laptops. Recent developments in
lithium polymer replacements for lithium ion show promise in this field
[12]. Little to no investment has been made in developing software that
supports small-scale devices in grid and cluster computing, resulting in
such problems as software integration, service discovery, and applica-
tion-level interoperability. In terms of secondary storage, the limitation of
flash memory in handhelds is a major factor against using small-scale
devices. Applications need storage to place temporary and permanent
data for reuse or aggregation, but contemporary PDAs typically come with
only around 64 megabytes (MB) of memory or less. Grid systems also need
permanent and temporary storage for system software. Perhaps the use of
miniature secondary storage devices, such as IBM’s 1 GB Microdrive or
SanDisk®’s 4 GB CompactFlash® card, will become more prevalent in the
near future. This, however, adds to the higher power requirements of the
device. Finally, security is always an issue with mobile wireless devices
because wireless transmission is susceptible to a wide range of attacks.

In addition to the technological issues just presented, other socioeco-
nomic problems become evident. We raise these issues in turn and address
them directly.

First, the issue of why one would even consider the use of small-scale
devices with restricted resources for grid and cluster computing at this
time, particularly when only a small fraction of Internet-connected desktop
100
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PCs currently contribute to the grid and grid-like distributed applications.
The argument for including small-scale devices in grids and clusters is
based on the sheer weight of numbers. The ubiquity of computing devices
in people’s pockets, briefcases, and homes has potentially become a vast
new source of processing power. According to Gartner Dataquest, a market
research firm, 12.1 million PDAs were shipped worldwide in 2002 [16].
Although this was a decline from the 13 million shipments in 2001, pro-
jected sales of PDAs remain promising. Of those sold annually in 2002, over
47 percent were Palm and Sony devices running the PalmOS® operating
system. In Table 5.1, we list the hardware specifications of some contempo-
rary PDAs. As can be seen from the table, the raw processing power of the
handhelds is not trivial given their mobility.

The argument for laptop PCs is more intuitive. It can be informally
observed that laptops are typically 0.5 generations behind desktops in
terms of storage capacity and CPU performance; at the time of this writing,
2.6 gigahertz (GHz) CPUs are now available in high-end laptops. Market
research showed that in 2002, sales of mobile PCs outgrew those of desk-
tops [17]. A user who owns a small-scale device can wirelessly connect to
the Internet and potentially to grids and clusters by using any of the cur-
rent or emerging wireless LAN or cellular standards shown in Table 5.2. The
emergence of new products using the 3G standards CDMA2000 or W-CDMA
will only further strengthen the argument in favor of inclusion. An evaluation
of the potential aggregate power of these machines is indeed compelling.

We add to our argument by considering five trends we believe will be
prevalent in the future: 

1. Moore’s Law suggests increases in CPU performance for small-scale
devices as has been seen for desktop PCs. Such products as Intel’s
XScale line of power-efficient, fast CPUs specifically for the handheld
market bode well for future PDAs. 

Table 5.1. System Specifications for Contemporary PDAs

System CPU Storage Connectivity

Casio Cassiopeia 
E-125

150 MHz NEC 
VR4122

32 MB RAM, 
CompactFlash

56K modem via cf.

Compaq iPAQ 3975 400 MHz Intel 
XScale

64 MB RAM, Secure 
Digital Card

Built-in Bluetooth

Compaq iPAQ 5555 400 MHz Intel 
XScale

128 MB RAM, Secure 
Digital Card

Built-in Bluetooth, 
802.11b

Palm Tungsten C 400 MHz Intel 
XScale

64 MB RAM, Secure 
Digital Card

Built-in 802.11b
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2. Wireless communication will grow with improved reliability for both
local area (using IEEE® 802.11, Bluetooth, or Ultra Wideband) as well
as wide area (using 3G technology or perhaps ad hoc meshes of
wireless LANs). 

3. Consumers will migrate away from tethered devices for everyday
applications such as word processing, spreadsheets, and Internet
browsing, as can be seen by the increased usage of desktop replace-
ment notebooks. 

4. Battery efficiency will not substantially improve.
5. Grid and cluster applications will be more widely used.

We firmly believe that careful anticipation of such future developments
will lead to better preparation for later research down the road and will
provide a glimpse into a future grid of completely heterogeneous
machines. The time is ripe to start investigating the use of small-scale
devices for grids and clusters, due largely to the expected growth of mobile
processors, wireless communication, and consumer use of the first three
trends. An architecture will be needed to mitigate the fourth trend of lim-
ited battery efficiency, as well as to address issues of availability, interop-
erability, security, and network latency. Finally, all of this is in favor of meet-
ing the potential widespread adoption of grid and cluster technology as
stated in the fifth trend.

As a second issue against small-scale devices in grid and cluster com-
puting, it may be argued that research in this area should wait until these
devices gain sufficiently powerful CPUs and other resources so that their
contribution is more meaningful. Unfortunately, there will always be tiered

Table 5.2. Wireless LAN and Cellular Technologies

Bandwidth Range

Bluetooth 1 Mbps 10 meters

802.11a 54 Mbps 50 meters

802.11b 11 Mbps 100 meters

802.11g 54 Mbps 50 meters

Atheros Dynamic Turbo Mode 108 Mbps 33 meters

HomeRF 10 Mbps 50 meters

UltraWideband 200 Mbps 5 meters

Former Metricom 128 kbps Cellular

2.5G 144 kbps Cellular

3G 2 Mbps Cellular

Sources: RHR, IBM, Verizon, Metricom, EE Times, and The Economist.
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heterogeneity, no matter what year it is. Our research addresses the prob-
lem of dealing with the lowest rung of the technological ladder, the current
small-scale device, in order to address the technological issues that arise.
Similar problems may be evident in the future for whatever PDA-like device
may exist at that time. Research performed now helps us anticipate the
long-term use of lowest-rung devices on the grid and cluster computing in
the future.

Third, by their very nature, it may be doubtful that users will ever want
to give up their power-limited small-scale devices for others’ use. Slow
improvements in battery technology only compound the problem. There
are two ways to address this problem. A system architecture and program-
ming model can be designed to assuage the problem of small-scale device
overusage as perceived by the user. Our LEECH architecture can accom-
plish that by allowing device owners to autonomously decide whether or
not to participate without adversely affecting ongoing grid or cluster activ-
ity thanks to an adaptive availability scheme, as discussed later. Addition-
ally, the small-scale owner must be given a persuasive incentive to contrib-
ute his device. Elements of game theory suggesting commercial and
monetary incentives may be needed to encourage users [5].

Fourth, users typically do not leave their small-scale devices on all the
time and thus allow these machines to automatically shut off. This may
substantially reduce the potential number of resource contributors. If
users are motivated enough to want to contribute in the first place (as we
have suggested in the previous point), they will be able to allow such
devices to be always-on, a trait confluent with upcoming always-on 3G
wireless technology. People who demand always-on, always-connected
mobile devices can thus obtain savings by putting their machines in semi-
standby mode, where, for example, the CPU clockspeed can be reduced
and the energy-draining liquid crystal displays (LCDs) can be turned off
while the machine continues with computations. With these techniques,
battery conservation can be increased along with the amount of work that
can be done in the background. Two other points are noteworthy. In con-
temporary society, users at their desk, either at home or work, tend to
leave their small-scale device plugged into a rechargeable cradle or into
the wall socket when not in use anyways. In addition, although many
small-scale devices may be shut down, there will most likely always be
active devices to be used due to the potentially large number of users
involved.

Finally, there may not be a clear grid and cluster application domain that
can leverage the use of small-scale devices. Grid and cluster computing, in
general, has already established the context for its own existence: resource
sharing and distributed computation in a scalable, cost-effective manner.
Our research looks to preserve the grid abstraction by simply contributing
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small-scale device resources for contemporary and future applications.
The most significant issue is that, as we have mentioned, small-scale
devices are typically constrained in hardware, software, and network con-
nectivity. Applications intended to leverage small-scale devices must be
written (or be adapted retroactively) such that their problem space can be
decomposed and distributed among small-scale devices accordingly to fit
these limitations, as we shall show. Furthermore, as the small-scale devices
evolve within the next few years, due to constant semiconductor improve-
ments, the computational power that can be extracted from them becomes
increasingly compelling.

5.4 The LEECH Architecture

Given that the use of small-scale devices in a grid is compelling and poten-
tially useful, a system architecture must be constructed to facilitate their
integration. In this section, we present an overview of our LEECH architec-
ture designed to meet this goal.

5.4.1 Key Challenges

A naïve approach to an architecture design would be simply to run grid or
cluster software on the small-scale devices, connect the devices together,
and allow the devices to behave and assume the same responsibility as
typical desktop PC nodes. Although this approach may work, in practice a
number of significant obstacles will be encountered:

• Grid/cluster software overhead — there is a memory and CPU use
overhead incurred for running grid or cluster software. Currently,
Globus is available only for desktop machines. Similarly, the
Seti@home distributed application runs only as a Windows® screen-
saver. It is unlikely that small-scale devices, particularly PDA devices
with limited memory and CPU performance, will be able to operate
as full-fledged nodes.

• Device heterogeneity — the variety of devices is potentially large.
Workload spread across such machines cannot be generalized. For
example, the workload to be performed by Seti@home nodes
includes nontrivial Fast Fourier Transforms. Such an expectation for
the smaller devices is not realistic.

• Scalability and management — even for existing distributed systems,
scalability is a major issue. When one considers the inclusion of
hundreds of thousands of small-scale devices, scalability and the
management of these machines becomes an even larger issue.

• Service discovery — small-scale devices need to be able to find grid
nodes in order to participate.

• Dynamic, unpredictable availability — device owners are privileged
to turn off their devices at times of their own choosing.
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• Power consumption — of course, the power consumption require-
ments of devices is a major factor.

• Multi-hop wireless network participation — if the devices participate
in a wireless network, what are the ramifications with regard to
routing and discovery?

5.4.2 Overview of Architecture

To address these issues, we chose a proxy-based clustered architectural
approach to integrating small-scale, heterogeneous devices to computa-
tional grids and clusters. The LEECH architecture enables communication
between small-scale, heterogeneous devices and a computational grid or
distributed system via a proxy middleware. We term the proxy node an
interlocutor and we call the small-scale, heterogeneous devices to which it
is connected its minions. In our system, minions are closely associated
with an interlocutor, which in turn is responsible for hiding the heteroge-
neity of its minions from the rest of the grid system. We suggest that inter-
locutors can support a large number of minion devices and that the aggre-
gation of many minions’ resources can be presented to the distributed
system as an interlocutor’s own resources. This hierarchical organization,
similarly seen on the Internet with hierarchical routing and domain name
system (DNS), improves scalability by intentionally limiting the number of
devices that is globally visible.

On each interlocutor and minion, we instantiate a daemon process that
facilitates communication and interactivity within the LEECH system. The
interlocutor daemon provides functionality for service discovery, session
management, adaptive control, and job scheduling. In a similar fashion, the
minion daemon handles service discovery beaconing, application frag-
ment management, and session control.

5.4.3 Grid/Cluster and LEECH

In Figure 5.2, we show the interaction between nodes using MPI and LEECH.
In the context of MPI alone, programmers develop their parallel applica-
tions while using MPI library calls (such as MPI_Send and MPI_Recv) to
send and receive buffers of data. An interconnectivity fabric, whether a
communication bus within a multiprocessor, an Ethernet network within a
LAN, or the Internet for distributed grids, facilitates message delivery.

We also note that distributed shared memory can be used as a program-
ming model for distributed applications, but in this chapter we focus on
message-passing applications.

Figure 5.2 also shows how the LEECH architecture fits in with existing
systems. The existing grid or cluster remains unchanged, save for the exe-
cution of LEECH components on chosen nodes, which act as both a grid
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node as well as an interlocutor. Communication between the interlocutor
with other grid nodes still uses MPI, although communication between the
interlocutor and the minions is through our LEECH API.

5.4.4 Application Major Component and Minor Component

An application that runs atop the LEECH architecture is divided into two
parts — the major component and the minor component. The major compo-
nent contains the application logic and MPI communication calls as well as
LEECH calls. Note that in the absence of LEECH, the major component is
executed on the grid/cluster like any other MPI program. On the other
hand, using the application within the LEECH architecture requires that
the major component be written to contain LEECH communication calls as
well as programming logic to partition tasks and data among the minions.
Additionally, if the major component runs within LEECH but without min-
ions, then the programming logic should appropriately handle normal
computational activities within the cluster or grid.

The minor component runs on minion devices and should be written
to contain the application logic to handle an apportioned segment of
computation and data. This minor component communicates with a

Figure 5.2. Communication Architecture of a Distributed Application Using 
LEECH as Part of a Grid/Cluster System
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major component through the LEECH API. This configuration allows the
interlocutor running the major component to interact with other cluster
nodes (via MPI) on behalf of the minions running the minor components.

The logical division of a distributed application into our major compo-
nent and minor component allows code executed on the minion nodes to
be smaller than the entire distributed application and thus more easily exe-
cuted on small-scale devices with limited memory.

Furthermore, the grid or cluster MPI runtime overhead may be too large
for such devices, so MPI communication does not reach the minor compo-
nent in our architecture. This application division also introduces a differ-
ence between LEECH applications and typical MPI applications: MPI appli-
cations are typically data parallel, but LEECH applications can be task
parallel or data parallel.

5.4.5 Interlocutor

A LEECH interlocutor node is itself a grid/cluster node that has been
deemed an interlocutor by its administrators based on a machine’s hard-
ware and network capabilities. Interlocutor nodes should be placed strate-
gically such that they are geographically close to a focal point where a
large number of minions often come online to reduce network latency
between the minion and the interlocutor. In a wireless LAN environment,
interlocutors should be colocated with wireless base stations where large
numbers of wireless minions regularly connect. Current distributed/grid
architectures require nodes to have fairly powerful processors, more than
moderate amounts of primary and secondary storage, and reliable net-
work connections. The small-scale devices we consider do not meet these
requirements, so interlocutor nodes are typically mid-range desktop PC or
workstation systems or greater. (In our experiments, we used a low-end
Sun Sun Blade™ 100 workstation.) Furthermore, an interlocutor may itself
be a work node and perform a part of an application’s computation, but we
leave that software design choice to the application programmer.

Although an interlocutor is designed to be coupled with a grid or cluster
system through the distributed application itself, it is important to note
that the LEECH system, in particular the daemons and the communication
library, can run standalone (i.e., without MPI or Globus) outside of a grid or
cluster. In this mode, a parallel message-passing application can still be
written using only our APIs and daemons to run within an isolated group of
minions and an interlocutor. It is also possible for a LEECH system to be
organized in a hierarchical manner, such that an interlocutor can be a min-
ion of another interlocutor. Because the focus of this chapter is on LEECH
itself, we will leave a closer analysis of LEECH’s interaction with other grid
infrastructures like Globus for future work.
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The interlocutor software is a daemon process logically divided into
four main services or components. The service discovery server (SDS)
allows minions to discover and register with interlocutors in the vicinity.
The major component handles connections and communication with the
major component running on the same machine as the interlocutor dae-
mon. This session manager allows major components to post new work to
be computed and pick up results, if any, from completed computations.
The interlocutor-to-minion session manager acts as a server waiting for
connection requests from minions and handles communication sessions
with its minions. The interlocutor-to-minion session manager communi-
cates directly with the minion-to-interlocutor session managers in its min-
ions. Finally, the job manager and availability adaptation scheme handles
the scheduling and assignment of jobs to minions, working closely with the
interlocutor-to-minion session manager.

5.4.6 Minion

A minion executes a LEECH minion daemon process responsible for:

• Receiving a job from the interlocutor with which it has registered
• Making some computation based on the job’s data
• Sending results back to the interlocutor
• Repeating the three previous steps, until going offline 

The minion daemon process is the middleman between the minor compo-
nent and the interlocutor. The minion, much like the interlocutor, has three
main components:

1. Service discovery agent (SDA)
2. Minion component session manager
3. Minion-to-interlocutor session manager

However, unlike the interlocutor, the minion’s services run serially to allow
operation on small-scale devices whose operating systems may not sup-
port multi-threading. The SDA allows a minion to discover local interlocu-
tors. The SDA advertises minion services to interlocutors it has discov-
ered. The minion component session manager handles connection setup
and teardown and communication with minor components running on the
same small-scale machine as the minion daemon process. Finally, the min-
ion-to-interlocutor session manager handles connections and communica-
tion with interlocutor daemons that have been discovered by the minion’s
SDA. The minion-to-interlocutor session manager works directly with the
interlocutor’s interlocutor-to-minion session manager.

5.4.7 Availability Adaptation and Job Management

On the small-scale class of devices we are considering, we cannot expect
results returned from a node that has gone offline and will not be coming
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back online. The grid community has identified this unreliability problem
but has not yet addressed it [9]. Typical MPI programming idioms deal with
node failures with fail-stop semantics.

Instead, resiliency can be facilitated by the parallel programming library
or by the application itself. In LEECH, we provide support to handle
dynamic minion availability within the library because low availability
(and even periods of complete disconnectivity) is common. We have devel-
oped an availability adaptation scheme to gracefully accommodate mobile
systems that come and go in and out of the network before completing the
computation of some job whose results must eventually be submitted to
the interlocutor. The two main features that facilitate our availability adap-
tation scheme are the LEECH job and replicated job assignments.

A LEECH job is a partition of the computation and data of an application.
More specifically, it comprises a unique set of initial data, the computation
of this data by one or more minion nodes, and its results. A job is created
at the interlocutor by calling a LEECH send function and its results are col-
lected by calling a LEECH receive function.

We chose to keep minions anonymous from the major component rather
than to provide named communication. If we supplied the application pro-
grammer with a means of establishing and maintaining named communica-
tion between the interlocutor and a specific minion, providing resiliency
would mean adding checkpoints for each set of communications back and
forth between each interlocutor and minion pair and restoring checkpoints
when failures occur. We can easily see how adapting to dynamic availabil-
ity, but providing direct, named communication would cause LEECH to
grow in complexity, shrink in scalability, and lose significant potential per-
formance gains.

The LEECH job supports the communication model above by allowing
interlocutors to submit and collect jobs from minion classes rather than
from individual minions. Each job is individualized with a unique job ID
(JID). The LEECH interlocutor generates JIDs and manages the mappings
between jobs and the minions; however, this mapping is invisible to the
application programmer.

A job uses one round trip communication exchange between the inter-
locutor and a minion. If a minion fails or goes offline unexpectedly, the
interlocutor’s SDS component’s lease manager notifies the job manager,
which simply reassigns the job to a new minion. The subsequent computa-
tion of this reassignment entails only one job’s amount of additional work
and only one repeated transmission.

Replicated job assignments add another level of resiliency to the LEECH
architecture. Once all submitted jobs have been assigned to some set of
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minions, the interlocutor begins replicating job assignments across avail-
able minions. If all of the minions assigned to a replicated job eventually
fail, the interlocutor begins reassigning the job to a new set of available
minions. This rule guarantees that a job submitted to the LEECH system
will eventually be completed, even in the case that all minion node connec-
tions are extremely unreliable. As soon as one minion returns a job’s
results, the interlocutor commands the minions computing the job’s repli-
cations to abort and free their resources and makes the results available to
the application.

5.5 The LEECH Programming Model

LEECH implements its own message-passing programming model, API, and
communication library, described here. A full discussion is beyond the
scope of this chapter and more detailed results can be found in our com-
panion research papers. Our system supports the so-called embarrass-
ingly parallel programming style also found in other grid or distributed sys-
tems. In standard grid or cluster architectures, nodes interoperate through
the use of a communication library such as MPI [33]. Distributed variants
of MPI include MPICH [34], a portable version commonly used in Beowulf
workstation clusters, and MPICH-G2 [35], used within the Globus grid tool-
kit. In this chapter, we will use MPI to represent this broad family of vari-
ants.

However, unlike processor nodes in a high-bandwidth grid system, the
minions in a LEECH system are small-scale, potentially mobile devices that
cannot necessarily maintain high levels of availability or reliability due to
limitations in network connectivity. Due to this reason, the communication
semantics of message-passing libraries, such as MPI, cannot be followed.
For example, a downed processor results in a MPI communication call fail-
ure; the accepted programming idiom in response to a failed MPI call is to
terminate the program. With minions, intermittent connectivity or avail-
ability is the norm. Furthermore, the overhead of running the MPI library
or the Globus system on small-scale devices may be prohibitively expen-
sive. Our tiered proxy-based architecture presented in the last section sug-
gests a means to hide minion heterogeneity, but even with this design, the
communication model that we expect between the interlocutor and min-
ions would still make MPI an inappropriate choice.

There is a need for a more responsive and adaptive programming model.
Our approach uses a lightweight communication library that can be inte-
grated in a grid/distributed application. The LEECH architecture and APIs
do not require the porting of entire applications; rather, LEECH function
calls are added at key points in the application code where data and com-
putation can be decomposed and sent to minions.
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The LEECH APIs are modeled after standard message passing library
APIs to minimize the learning curve for application programmers. How-
ever, unlike standard message passing libraries, LEECH does not provide
named communication between the interlocutor and a particular minion.
For instance, the MPI runtime system assigns a unique identifier called a
rank to each processing node and communication calls use this rank (or a
wildcard) to identify senders and recipients. Such a model is appropriate
for the homogeneous, highly available nodes common in contemporary
grid or cluster systems. On the other hand, a minion contributing its
resources to a LEECH system is free to come and go at any time it pleases.
To gracefully facilitate this situation, our APIs provide anonymous commu-
nication between the interlocutor and classes of minions, while still giving
the programmer the feel of named communication.

One of the distinguishing characteristics of our programming model is
that we take into consideration the fact that available compute resources
will be heterogeneous by nature. We defined an abstract virtual class ID, or
VID, that allows a set of devices to be grouped into abstract categories rel-
ative to their heterogeneous characteristics. An interlocutor’s minion
nodes are grouped into VIDs ranging from 1 to 10, where 1 represents the
lowest amount of resource power and 10 the highest. Nodes can be
grouped into VIDs by a combination of 1 or more characteristics. As men-
tioned earlier, the use of VIDs is in contrast to direct, named communica-
tion, such as MPI’s use of ranks. Although MPI allows the formation of com-
munication groups, this capability is intended to facilitate parallel
algorithm design rather than to hide heterogeneous hardware. In our cur-
rent implementation, a system administrator assigns devices into VID
classes, thereby allowing programmers to address devices by classes
through the API. The runtime system then matches jobs with VID classes.
In future work, we plan to provide an automated methodology for catego-
rizing minions into their respective VIDs by a combination of CPU perfor-
mance, network bandwidth, and storage or the specific model of a branded
minion device. One particularly important metric we intend to follow in
future work is that of power consumption. LEECH also gives the applica-
tion programmer the option of using a built-in default algorithm to decom-
pose or partition a distributed task and scheduling these tasks among
available processors by way of the LEECH distribute and gather functions.

5.6 Experiments and Analysis

Here we analyze the performance of the LEECH library against MPI on a
testbed of small-scale devices running parallel applications. Our results
will show that MPI is a poor choice for communication within a small-scale
device environment. In particular, we will show that LEECH has lower com-
munication overhead (particularly relevant for communication-intensive
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programs), exhibits better resiliency in the face of minion failure, and pro-
vides flexible tools for more convenient data and computation partitioning.

Due to chapter space constraints, we omit results from our applications
that use the interlocutor and minions within a larger grid cluster (where
the interlocutor acts as a grid node). This larger scenario already encom-
passes the interactivity between the interlocutor and the minions, which is
the critical path we are studying.

The experiments in this section were chosen to represent classes of
communication-intensive or computation-intensive applications. For the
latter, although the interlocutor’s major component could have been writ-
ten to perform application computation, we chose to have the interlocutor
execute only partitioning and daemon functionality; this allowed us to
focus on the performance of the minions in computationally intensive pro-
grams.

We wanted a broad range of small-scale devices that we could easily pro-
gram. We thus chose a set of low-end laptops (Dell™ 3800 and 4000 models
over 2 Mbps 802.11b running Red Hat Linux), PDAs (Compaq iPAQ 3650 and
3670 models over 2 Mbps 802.11b running Familiar Linux), and a PlaySta-
tion 2 (connected with Fast Ethernet) with varying CPU, storage, and com-
munication characteristics. All of the machines have some form of Linux
installed on them. The PlayStation 2 in particular used the Linux Kit from
Sony, which provided a special Red Hat distribution along with a hard drive
and Ethernet adapter. Except for the synthetic communication experiment,
we used a Sun Blade 100 workstation running Solaris™ operating system as
the interlocutor. All testbed devices used alternating current (AC) power
during the course of the experiments. In future work, as our testbed is
expanded, we will look at how power constraints affect the system, partic-
ularly when users are working on the devices at the same time. We will look
into relevant power metrics and heuristics to react to them.

5.6.1 Synthetic Application for Measuring 
Communication Overhead

In our first experimental set, we wanted to show the overhead of the LEECH
communication library against that of MPI. We used MPICH, a popular
implementation of MPI used in current Beowulf cluster computing. We
installed MPICH version 1.25 on all our machines except for the iPAQ PDAs
because our cross-compiler could not compile the MPICH code. Another
notable fact is that the memory footprint of MPICH’s MPD messaging dae-
mon is over 800 kilobyte (KB), whereas our LEECH minion daemon
required only 400 KB. Although the PDAs could have run the MPICH dae-
mons in theory, other more memory-constrained devices, particularly
smaller embedded devices, may not.
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In Figure 5.3, we show the execution of a synthetic communication
benchmark, written as both LEECH and MPI versions, to reveal the round
trip latencies between two laptops connected over an 802.11 network. The
times measured for both versions include other 802.11 traffic. This applica-
tion simply passes message buffers back and forth between one machine
and another without any further computation. We varied the buffer size
from 5 KB to 1000 KB, as shown on the x-axis. It can be seen in this graph
that the LEECH version incurs a much lower communication overhead
than does MPICH/MPD. This difference increases as the size of the buffer
increases.

It has been previously noted that MPI has a high degree of communica-
tion overhead proportional to the message size [25]. Contributing factors
include message headers, management of large data structures to handle
unfulfilled function calls, and group organization. LEECH is much more
lightweight with minimal message headers and simple internal manage-
ment schemes.

5.6.2 RSA Decryption

This experimental set was chosen to show the performance of LEECH for a
computationally intensive application. The application we chose, RSA key-
breaking, requires a large amount of computation with little communica-
tion.

RSA is a popular public key cryptographic system [39] and decryption
of its key is a computationally intensive operation that involves factoring a
large integer key into its prime factors. Specifically, given a large number n
that is a product of two large primes p and q, we need to find p and q. A
brute force method is to check for all odd numbers in the interval between
3 and the square root of n, which can be extremely time-consuming
because n is typically very large. Fortunately, this process can be parallel-
ized by dividing the searching task to multiple machines and involves
dividing the interval into nonoverlapping subintervals and letting each
node work on one of them. Thus, the data transfer involves passing to each
worker only the subinterval bounds and the value of n. We wrote MPI and
LEECH versions of the application. They use standard C and the publicly
available gmp library for handling large numbers.

Figure 5.4 shows the results of several experimental runs. We varied the
key size, shown along the x-axis, and measured the application’s time to
completion. There are three pairs of graph lines: there is a pair from the
LEECH and MPI versions for three different experiments using two, three,
and four nodes. The nodes were taken from the set of laptops and the Play-
Station 2.
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We note that current RSA practices suggest 512-bit keys, which is about
10155. A 512-bit key supposedly takes $1 million in equipment cost to crack
in about eight months [35]. In our experiments, we obviously did not want
to approach these key lengths; instead, our keys ranged from 1015 to 1017,
which allowed trial runs to be completed within reasonable time bounds to
facilitate experimentation.

This graph shows two important properties of the LEECH system. First,
the application scales well with an increasing number of nodes, which is
what one would obviously expect from a program run on parallel process-
ing nodes. The LEECH runtime system in no way hinders this highly sought
characteristic. Second, each run of the LEECH version is slightly slower
than the pure MPI version on a consistent basis. We saw earlier that the
communication overhead for LEECH is less than that of MPI; however,
because this RSA application is computation-intensive rather than commu-
nication-intensive, this advantage is insignificant. Instead, this graph
shows us that LEECH suffers from a small overhead that cannot be amor-
tized for computationally bounded applications. This overhead comes
from the job and session management subsystem. However, as can be seen
in the graph, this overhead becomes less consequential with larger execu-
tion times.

5.7 Looking to the Future

Using small-scale devices for grid and cluster computing will potentially
have an important role. What we have described in this chapter is LEECH,
a system that supports this vision. Our use of a proxy-based architecture
allows minion heterogeneity to be hidden, but our programming model and
library give programmers the means to address devices as composite
classes rather than extremely wide-varying individual machines. We
showed through experimentation that the communication library has less
overhead than MPICH and programs written to use our system demon-
strate good scalability properties. Our experiments involved a heteroge-
neous mix of devices, including wireless laptops, PDAs, and a PlayStation
2 gaming console.

This research area is rich in technical challenges and opportunities.
Potential topics include:

• Cluster topology configuration — we would like to gain insight from
the field of mobile ad hoc networking to determine optimal topology
strategies for our clusters. If the interlocutor is a stationary node,
does it act in a similar way to a base station in an 802.11 network?
If the interlocutor is mobile, is it similar to a clusterhead/gateway
in a mobile ad hoc network? What if the cluster is in a multi-hop
wireless network that reaches the wired grid? What if the grid system
is itself in an all-wireless network? These are the types of issues that
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arise when we try to find technical issues shared between our sys-
tem and ad hoc networks.

• Security — we need to develop a trust model to accommodate our
system architecture. Wireless security will play a major part in our
attempts to provide a secure environment for small-scale device
owners to participate. Network layer security protocols, such as
IPsec, readily provide qualitative protection between a wireless host
and a trusted LAN or a trusted host. Transport layer security pro-
tocols, such as Secure Socket Layer (SSL), Transport Layer Security
(TLS), Wireless Transport Layer Security (WTLS), provide similar
protection for user sessions. Nevertheless, much work remains, such
as addressing the lack of security of 802.11 Wired Equivalent Privacy
(WEP) and Bluetooth.

• Code deployment — code deployment of application code will need
to take into account software interoperability with Globus, security,
and feasibility. We are looking to leverage the research done in the
field of mobile code.

• Economic model — economic modeling is a potential area of inter-
esting research. Such a model may be needed in our plans because
we are dealing with consumers and their devices. Naturally, consum-
ers are hesitant to volunteer their machines due to concerns of
power consumption, resource usage, and privacy. Will they respond
to our LEECH system favorably? In one sense, this question has
already been answered by the strong success of the Seti@home
project: users are indeed willing to contribute their machines for
the greater good of distributed computing. However, users will be
less likely to allow their machines to be used than they would their
resource-rich desktop PCs. As mentioned earlier, users need to be
motivated on two fronts. First, a sufficiently persuasive support
architecture of technical merit must be available that is proven to
mitigate the issues inherent in devices. Our design will hopefully
provide reassurance to the users that their limited machines are
being efficiently used. However, no system architecture will com-
pletely mask these limitations. To further urge owners not fully
convinced of the effectiveness of our system architecture, we sug-
gest a second, complementary approach: users will need commer-
cial and financial incentive to contribute what they may perceive to
be their units’ limited resources. We believe this project provides a
great opportunity for our research group to contribute work in the
field of economic modeling for distributed systems.

• Performance and scalability prediction — performance modeling
and measurements will play a key role in this project. Performance
modeling is traditionally used in the design of complex systems to
assist in the selection of protocol/architecture alternatives; the inter-
pretation of measured results; and the extrapolation of performance
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behavior observed in a small testbed to larger, more realistic system
scenarios. In our project, we will use modeling and simulation in all
the above capacities. The most important (and challenging) contri-
bution, however, will be in the extrapolation and scaling of the
results. The design of a highly scalable system such as our proposed
LEECH environment, where a multitude of diverse clients are exe-
cuting on heterogeneous networks, requires careful a priori model-
ing to avoid serious mistakes in the implementation and deployment.
These types of systems are notoriously complex to model: they are
analytically intractable, abstract simulations of mobile wireless sim-
ulations are inaccurate, and detailed simulation models may be com-
putationally impractical for any but small configurations. Further,
previous performance studies of mobile and wireless systems have
typically emphasized either the application or the network such that
only one of the two major system components is modeled in detail
and the other component is represented by an abstract model. Thus,
networking-oriented simulators (e.g., GloMoSim, NS, OPNET) will
tend to develop a detailed model of the network possibly including
models of the protocol, together with propagation medium and radio
models for wireless networks, while representing the application
simply as stochastic, or possibly trace-based, traffic streams.
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Chapter 6

Multimedia 
Messaging Service
Syed A. Ahson

6.1 Introduction

Messaging has become one of the most dominant applications in the world
of mobile computing. Short Message Service (SMS) and Enhanced Messag-
ing Service (EMS) are very successful services in second generation (2G)
networks such as Global System for Mobile (GSM). Third Generation Part-
nership Project (3GPP) and Wireless Access Protocol (WAP) Forum have
defined Multimedia Messaging Service (MMS) as the messaging service for
2.5G and 3G networks. MMS allows for the exchange of messages contain-
ing multimedia elements. Multimedia messages can also be composed as a
slide show containing text, audio, video, and picture elements. MMS is
designed to work well with existing multimedia messaging services such as
SMS, EMS, and e-mail. The 3GPP and WAP Forum have worked together to
standardize MMS. The 3GPP has been responsible for high level service
requirements, architectural aspects of MMS, message structures, and con-
tent formats. The 3GPP has also produced technical realizations of
selected interfaces between the network elements. WAP Forum has defined
technical realizations of selected interfaces on the basis of WAP and Inter-
net transport protocols. The 3GPP has provided four releases of service
definitions and WAP Forum has completed technical realizations of two of
them. MMS 1.0, the first technical realization is based on the WAP proto-
cols. MMS 1.1, which is the current technical realization, enables devices
and network elements to use Internet transport protocols.

The 3G networks are designed to provide for high bandwidth connec-
tions. High bandwidth connections will enable transfer of larger messages.
MMS users will be able to compose from simple text messages, as in SMS,
to complex multimedia messages as found in the Internet. MMS messages
are similar to Microsoft® PowerPoint® presentations. Each slide is com-
posed of text, audio, video, and images to be laid out on a graphical region.
The time for which a slide is shown can be configured by the content
0-8493-1971-4/05/$0.00+$1.50
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author and can be adjusted by the viewer. MMS inherits many powerful fea-
tures of existing messaging systems such as group sending, delivery, and
read-reply reports. MMS messages have class and priority attributes. MMS
users are informed of incoming MMS messages by notifications. MMS mes-
sages can be downloaded automatically or deferred until the user requests
it. MMS allows for persistent network-based storage. Messages can be
stored persistently in the network and manipulated remotely by users.
MMS supports content adaptation to accommodate the broad range of
device capabilities. MMS messages can be manipulated for the recipient’s
device configuration. MMS service is now widely available across the globe
and has been identified by business analysts as a major revenue generator.

6.2 MMS Architecture

Several entities work together to provide the MMS Experience. Figure 6.1
illustrates the different entities required in a typical MMS environment.
MMS user agent (MMS UA) is the software application resident in the
mobile handset. This software application allows for composition, viewing,
sending, and retrieval of multimedia messages. MMS UA is responsible for
the presentation of notifications, read-reply, and delivery reports. The
MMS environment (MMSE) is a set of MMS entities under the control of a
single MMS provider. MMS relays are responsible for routing MMS mes-
sages. MMS servers are responsible for storing messages. Usually the MMS
server and MMS relay functionality is combined into a single element. This

Figure 6.1. MMS Architecture
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combined element is known as the MMS center (MMSC). The MMSC also
presents an interface to other existing messaging systems such as SMSC
and e-mail servers. This ensures interoperability with Internet users and
SMS, EMS devices. MMSC can deliver MMS messages in two modes —
batch mode and streaming mode. In batch mode, entire messages are deliv-
ered to the user agent. In the optional streaming mode, messages are deliv-
ered part by part to the user agent. MMSC is responsible for content adap-
tation. MMSC tailor the MMS message to be delivered based on capabilities
of the user agent. MMSC generate charging data records (CDR) for billing
purposes. MMS may offer additional capabilities such as blocking sub-
scribers and blacklists.

6.2.1 MMS Interfaces

In the MMS environment transactions between network entities are associ-
ated with interfaces. An MMS transaction proceeds by exchange of infor-
mation elements across the interfaces. The 3GPP has termed these inter-
faces as MM1 through MM8. These interfaces are illustrated in Figure 6.1.
MM1 is the interface between MMS UA and MMSC. MM2 is the interface
between MMS relay and MMS server. MM3 is the interface between MMSC
and external servers such as e-mail servers and SMSC. MM4 is the interface
between two MMSCs. MM5 is the interface between MMSC and network ele-
ments such as Home Location Register (HLR). MM6 is the interface
between MMSC and user databases. MM7 is the interface between MMSC
and external value added service applications. MM8 is the interface
between MMSC and a billing system. WAP Forum has used different termi-
nology for the MMS interfaces. Mapping between terminology used by
3GPP and WAP Forum is given in Table 6.1. In MMS1.0 network configura-
tion, MMSC to WAP gateway transactions use Hypertext Transfer Protocol
(HTTP) as the transport protocol. WAP gateway to MMS UA transactions

Table 6.1. 3GPP to WAP Forum Terminology Mapping

3GPP Terminology WAP Forum Terminology

MM1 MMSM

MM2 MMSS

MM3 E (e-mail server) and L (legacy)

MM4 MMSR

MM5 not referred to

MM6 not referred to

MM7 not referred to

MM8 not referred to
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are performed over the Wireless Session Protocol (WSP). The WAP gateway
converts HTTP requests and responses to WSP requests and responses
and vice versa. MMS1.0 network configuration and associated protocol
stack are illustrated in Figure 6.2. In MMS1.1 network configuration, the
MMS UA can interact directly using HTTP as the transport protocol.
MMS1.1 network configuration and associated protocol stack are illus-
trated in Figure 6.3.

6.2.2 Addressing in MMS

MMS supports two modes of addressing — e-mail addressing and mobile
station integrated services digital network (MSISDN) addressing. In e-mail
addressing mode, each subscriber has an e-mail address associated with it.
In MSISDN addressing, MMS subscribers are identified by their MSISDN

Figure 6.2. MMS 1.0 Network Configuration

Figure 6.3. MMS 1.1 Network Configuration
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number. An example of an e-mail address is To: Syed Ahson
<syed@mms.motorola.net>/TYPE=rfc822. An example of a MSISDN
address is To: + 9543709672/TYPE=PLMN. MMS also allows for address
hiding. MMS messages may be delivered to recipients without providing
the sender’s details. MMS also supports group sending.

6.2.3 Technical Specifications

The 3GPP is responsible for the definition of high-level requirements, over-
all MMS architecture and MMS transaction flows. The 3GPP has also pro-
duced technical specification for several interfaces. WAP Forum has con-
centrated on the technical realization of MM1 interface. The 3GPP has
produced three releases of technical specifications corresponding to a set
of features with each set being backward compatible. The three 3GPP
releases are MMS release 99, MMS release 4, and MMS release 5. WAP
Forum has produced technical realizations corresponding to release 99
and release 4 that are referred to as MMS 1.0 and MMS 1.1, respectively. The
technical specification [3GPP-22.140] introduced in release 99 states
high-level service requirements for MMS. The technical specification
[3GPP-23.140] introduced in release 99 describes MMS architecture and
transaction flows. The technical specification [3GPP-26.140] introduced in
release 5 describes media formats and codecs. The technical specification
[3GPP-32.235] introduced in release 4 describes procedures for manage-
ment of CDR. MMS Architecture Overview [WAP-205] outlines how MMS is
implemented in the WAP framework. MMS Client Transaction [WAP-206]
illustrates the transactions between MMS UA and MMSC over the MM1
interface. MMS encapsulation [WAP-209] details the protocol data units
exchanged over the MM1 interface.

6.2.4 Supported Formats

The minimum requirement for MMS enabled devices is to support United
States — American Standard Code for Information Exchange (US-ASCII)
text only. MMS enabled devices may allow natural and synthetic audio con-
tent to be present in MMS messages. If the device supports natural audio
content then Adaptive Multi-Rate (AMR) codec must be supported. Sup-
port for Motion Picture Experts Group (MPEG) Audio Layer-3 (MP3) is sug-
gested. If the device supports synthetic audio content then Musical Instru-
ment Digital Interface (MIDI) may be supported. MMS enabled devices may
allow image content to be present in MMS messages. If the device supports
image content then Joint Photographic Experts Group (JPEG) codec must
be supported. Support for GIF87a (GIF — Graphics Interchange Format),
GIF89a, and WBMP (wireless bitmap) is suggested. MMS enabled devices
may allow video content to be present in MMS messages. If the device sup-
ports video content then H.263 codec must be supported. Support for
MPEG4 is suggested. MMS enabled devices may allow scene description to
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be specified for MMS messages. If the device supports scene descrip-
tion/message presentation then Synchronized Multimedia Integration Lan-
guage (SMIL) must be supported. Support for Wireless Markup Language/X
Hypertext Markup Language (WML/XHTML) is suggested.

6.2.5 MMS Messages

Nontextual elements such as image, audio, and video are included in a
MMS message by formatting the message as a multipart message according
to Multipurpose Internet Mail Extensions (MIME). MMS messages may
optionally contain graphical layout and time synchronization information
for included media elements. This description is specified according to for-
matting languages such as SMIL, XHTML, or WML. MMS messages that
have synchronized media elements are of multipart/related content type.
MMS messages that have unrelated media elements are of multipart/mixed
content type. The MMS protocol data unit (PDU) consists of a PDU header
and a PDU data section. The MMS PDU is inserted in the data section of a
WSP or HTTP request/response. The content type of a WSP/HTTP request/
response containing a MMS PDU is application/vnd.wap.mms-message.

6.3 Message Submission

The MMS UA submits MMS messages to the MMSC over the MM1 interface.
Figure 6.4 illustrates the message submission transaction. MM1_submit.
REQ corresponds to the submission request and MM1_submit.RES corre-
sponds to the response. The message originator’s MMSC consults its rout-
ing tables and forwards the MMS message to the recipient’s MMSC. The

Figure 6.4. Message Submission and Transfer
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recipient’s MMSC stores the message and generates a notification. This
notification is delivered to the recipient’s MMS UA. The MMS UA can then
immediately retrieve the message or defer it. WAP technical realizations
have termed the MM1_submit.REQ as M-Send.req and MM1_submit.
RES as M-Send.conf. Information elements present in a MM1 message
submission request are shown in Table 6.2.

Table 6.2. MM1 Submit Request

Information 
Elements WAP Implementation Type Values

Recipient address To, Cc, Bcc String

Sender address From String

Date and time Date Integer

Time of expiry X-MMS-Expiry Date

Earliest delivery 
time

X-MMS-Delivery-Time Date Immediate 
(default)

Reply charging X-MMS-Reply-Charging Requested,
Requested
text only

Reply deadline X-MMS-Reply-Charging-
Deadline

Date

Reply charging 
size

X-MMS-Reply-Charging-Size Integer

Reply charging 
identification

X-MMS-Reply-Charging-ID String

Delivery report X-MMS-Delivery-Report Yes, No

Read-reply X-MMS-Read-Reply Yes, No

Message class X-MMS-Message-Class Personal 
(default),

Auto

Priority X-MMS-Priority Low,
Normal 

(default),
High

Sender visibility X-MMS-Sender-Visibility Hide,
Show (default)

Subject Subject String

Content type Content-type String

Content Message body
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As part of the message submission request, the message originator can
request a delivery report to be generated upon delivery of the message.
The message originator can also request a read-reply report to be gener-
ated once the message has been read. MMS introduces the concept of reply
charging. The message’s originator can indicate in the submission request
that he or she will pay for the reply. The message’s originator can specify
certain conditions to be met such as a reply deadline and a maximum reply
size. MM1 message submission request includes the mandatory recipient
address (To, Cc, Bcc) information elements. The request also includes the
mandatory sender address (From) information element. Contents of the
message are indicated by the mandatory content type information ele-
ment. Date and time of message submission by the subscriber is indicated
by the optional date information element. The MMSC may overwrite the
date information element. Validity duration of the MMS message is indi-
cated by the optional X-MMS-Expiry information element. If the message
originator requests reply charging, the reply charging (X-MMS-Reply-
Charging) information element will be present. Reply charging deadline is
specified by the X-MMS-Reply-Charging-Deadline information ele-
ment. Reply charging size is specified by the X-MMS-Reply-Charging-
Size information element. If a message is being submitted as reply mes-
sage for which reply charging was requested in the original message, iden-
tification of the original message is indicated by the X-MMS-Reply-
Charging-ID information element. Delivery reports may be requested by
the X-MMS-Delivery-Report information element. Read-reply reports
may be requested by the X-MMS-Read-Reply information element. Mes-
sage class is indicated by the X-MMS-Message-Class information ele-
ment. Message priority is indicated by the X-MMS-Priority information
element. The message originator may request address hiding by setting the
X-MMS-Sender-Visibility field to hide. Subject of the message is
present in the subject information element. Message content type is indi-
cated by the content-type information element. Content of the message is
present in the message body.

The MMSC generates a MM1_submit.RES response for the MM1_ sub-
mit.REQ. WAP Forum has termed MM1_submit.RES as M-Send.conf.
Information elements present in a MM1 message submission request are
shown in Table 6.3. Request status information element (X-MMS-

Table 6.3. MM1 Submit Response

Information Elements WAP Implementation Type Values

Request status X-MMS-Response-Status Okay, error codes 
listed in Table 6.4

Request status text X-MMS-Response-Text String

Message Identification Message-ID String
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Response-Status) of the response indicates acceptance or rejection of
the submit request. The MM1_submit.REQ may be rejected because of
several permanent or transitory error conditions. Optional Request Status
text information element (X-MMS-Response-Text) provides textual
description of the status. Permanent and transitory error codes are listed
in Table 6.4. The MMSC assigns a message identification to each accepted
MMS message. This is present in the message identification (Message-ID)
information element. This message identification is used to pair up delivery/
read-reply reports and reply charging messages to the original message.

6.4 Message Transfer

The message originator MMSC is responsible for routing the incoming
MMS message. The MMS message could be destined for another sub-
scriber in the MMSE. Alternatively, the MMS message could be destined for
a non-MMS subscriber or another MMS subscriber in a different MMSE.
MMS messages destined for MMS subscribers in a different MMSE are for-
warded by the MM4_forward.REQ. The message originator MMSC can
request an acknowledgment from the recipient’s MMSC. Figure 6.4 illus-
trates the message transfer transaction. In the technical realization, MM4
transactions are performed using Simple Message Transfer Protocol
(SMTP). Information elements present in a MM4 message forward request
are shown in Table 6.5. The recipient’s MMSC acknowledges the
MM4_forward.REQ with MM4_forward.RES. Information elements
present in a MM4 message forward response are shown in Table 6.6. MM4_
forward.RES contains the request status. MM4 Forward Response errors
are listed in Table 6.7.

6.5 Delivery Report

Delivery reports may be requested by the message originator as part of the
MM1_submit.REQ. The recipient’s MMSC generates a MM4_delivery_
report.REQ on message delivery or deletion and forwards it to the origi-
nator’s MMSC. Figure 6.4 and Figure 6.5 illustrate delivery report transac-
tion. MM4_delivery_report.REQ includes original message identification
and original message time-stamping information elements that pairs the
delivery report with the original message and indicates the time it was han-
dled. The delivery status information element indicates the status of delivery
such as “message retrieved,” “message deleted,” or “message rejected.”
MM4_delivery_report.REQ transaction is performed using SMTP.

The recipient’s MMSC may request an acknowledgment from the origi-
nator’s MMSC. Information elements present in a MM4 delivery report
request are shown in Table 6.8. The originator’s MMSC acknowledges the
delivery report with a delivery report forward response (MM4_delivery_
report.RES). Information elements present in a MM4 delivery report
response are shown in Table 6.9.
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Table 6.4. MM1 Submit Response Errors

Binary 
Value WAP Implementation Description

192 Error-transient-failure Valid request, but cannot be 
processed due to some 
temporary conditions.

193 Error-transient-sending-
address-unresolved

MMSC cannot resolve 
address due to some 
temporary conditions.

194 Error-transient-message-not-
found

MMSC cannot retrieve 
message due to some 
temporary conditions.

195 Error-transient-network-problem MMSC cannot process 
request due to some 
overload conditions.

224 Error-permanent-failure Unspecified permanent 
error. 

225 Error-permanent-service-denied Service authorization and 
authentication failures.

226 Error-permanent-message-format-
corrupt

Problem with message 
format.

227 Error-permanent-sending-
address-unresolved

Unable to resolve 
recipient’s address.

228 Error-permanent-message-not-
found

Unable to retrieve the 
message.

229 Error-permanent-content-not-
accepted

MMSC cannot process 
message due to content 
format or message size 
limitation.

230 Error-permanent-reply-charging-
limitations-not-met

Reply charging 
requirements not met.

231 Error-permanent-reply-charging-
request-not-accepted

Reply charging request is 
rejected due to service or 
user configuration.

232 Error-permanent-reply-charging-
forward-denied

Forwarding request is 
denied due to reply 
charging requirements.

233 Error-permanent-reply-charging-
not-supported

MMSC does not support 
reply charging.
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Table 6.5. MM4 Message Forward Request 

Information 
Elements 3GPP Header Type Example Values

3GPP MMS version X-Mms-3GPP-
MMS-Version

String 5.2.0

Message type X-Mms-Message-
Type

String MM4_forward.REQ

Transaction 
identification

X-Mms-
Transaction-
ID

String

Message 
Identification

X-Mms-Message-
ID

String

Recipient’s 
address

To, Cc

Sender’s Address From String

Message subject Subject String

Message class X-Mms-Message-
Class

String

Message date and 
time

Date Date

Time of expiry X-Mms-Expiry Date or 
duration

Delivery report X-Mms-
Delivery-
Report

Yes, No

Read-reply report X-Mms-Read-
Reply

Yes, No

Priority X-Mms-Priority Low, Normal, High

Sender visibility X-Mms-Sender-
Visibility

Hide, Show

Forward counter X-Mms-Forward-
Counter

Integer

Previously sent by X-Mms-
Previously-
Sent-By

String 
with 
index

1,syed@motorola.net
2,steve@apple.net

Previously sent 
date and time

X-Mms-
Previously-
Sent-Date-
And-Time

Date with 
index

1,Thu Aug 07 21:00:00 
2003

2,Tue Jan 07 07:00:00 
2003

Request for 
acknowledgment

X-Mms-Ack-
Request

Yes, No
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Request status information element of the MM4_delivery_report.
REQ indicates the status of the delivery report forwarding request. The
delivery report is delivered to the message originator over the MM1 inter-
face. The originator’s MMSC generates a MM1_delivery_report.REQ.
MM1_delivery_report.REQ includes information elements that indicate
the original message identification, time of handling, and delivery status.
Information elements present in a MM1 delivery report request are shown
in Table 6.10. MM1 delivery report status codes are listed in Table 6.11.

Content-type Content-Type String

X-Mms-
Originator-
System

String

Message-ID String

Content type Message Body

Table 6.6. MM4 Message Forward Response

Information
Elements 3GPP Header Type Example Values

3GPP MMS version X-Mms-3GPP-MMS-Version String 5.2.0

Message type X-Mms-Message-Type String MM4_forward.RES

Transaction 
identification

X-Mms-Transaction-ID String

Message 
identification

X-Mms-Message-ID String

Request status 
code

X-Mms-Request-Status-
Code

Okay,
error codes
defined in Table 6.7

Status text X-Mms-Status-Text String

Address of sender’s 
MMSC

Sender String

Address of 
recipient’s MMSC

To String

Message-ID String

Message date and 
time

Date Date

Table 6.5. MM4 Message Forward Request (Continued)

Information 
Elements 3GPP Header Type Example Values
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6.6 Read-Reply Reports

The MMS message originator can request to be notified when the recipi-
ents have read the message. Figure 6.4 and Figure 6.6 illustrate the
read-reply report transaction. The recipient’s MMS UA generates a
read-reply report when the recipient has read the message. The recipient’s
MMS UA submits a MM1_read_reply_recipient.REQ to the recipient’s
MMSC. Original message identification, original message time-stamping
and read-reply status information elements pair up the read-reply report
with the original message, its time of handling and status (message had
been read or message has been deleted without being read). Information
elements present in a MM1_read_reply_recipient.REQ are shown in
Table 6.12. MM1 read-reply report status codes are listed in Table 6.13.

The recipient’s MMSC forwards the read-reply report over the MM4
interface to the originator’s MMSC. Information elements present in a MM4
read-reply report request are shown in Table 6.14. The MM4_read_reply_
report.REQ transaction is performed using SMTP.

Table 6.7. MM4 Forward Response Errors

Status Code Description

Error-unspecified Unspecified error.

Error-service-denied Authentication or authorization failure.

Error-message-format-corrupt Badly formatted message format.

Error-sending-address-
unresolved

MMSC was unable to resolve one of the 
recipient addresses.

Error-network-problem MMSC capacity overload.

Error-unsupported-message MMSC does not support the request type.

Error-content-not-accepted MMSC cannot process message due to 
content format or message size 
limitation.

Figure 6.5. MM1 Delivery Report
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The recipient’s MMSC may request an acknowledgment for the
MM4_read_reply_report.REQ.The message originator’s MMSC will
then reply with a MM4_read_reply_report.RES. Information elements
present in a MM4 read-reply report response are shown in Table 6.15. The
message originator’s MMSC delivers the read-reply report to the origina-
tor’s MMS UA over the MM1 interface (MM1_read_reply_originator.
REQ). Information elements present in a MM1_read_reply_originator.
REQ are shown in Table 6.12.

6.7 Message Notification

The MMSC generates a notification for each incoming multimedia message.
This notification indicates that a multimedia message is awaiting retrieval
in the MMSC store. The MMS UA is responsible for retrieving the MMS mes-
sage corresponding to the notification. The MMS UA may retrieve the MMS

Table 6.8. MM4 Delivery Report Request

Information 
Elements 3GPP Header Type Example Values

3GPP MMS version X-Mms-3GPP-MMS-
Version

String 5.2.0

Message type X-Mms-Message-Type String MM4_delivery_
report.REQ

Transaction 
identification

X-Mms-Transaction-ID String

Message identification X-Mms-Message-ID String

Recipient’s address From

Sender’s address To, Cc String

Message date and time Date Date

Request for 
acknowledgment

X-Mms-Ack-Request Yes, No

Message status code X-Mms-MM-Status-Code String Expired,
Retrieved,
Rejected,
Deferred,
Indeterminate,
Forwarded,
Unrecognized

Message status text X-MM-Status-Text String

Address of sender’s 
MMSC

Sender String

Message-ID String
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message without notifying the user. This is known as immediate retrieval.
Alternatively, the MMS UA may present the notification to the user and the
user is responsible for initiating the download of the MMS message. This is

Table 6.9. MM4 Delivery Report Response

Information 
Elements 3GPP Header Type Example Values

3GPP MMS 
version

X-Mms-3GPP-MMS-Version String 5.2.0

Message type X-Mms-Message-Type String MM4_delivery_
report.RES

Transaction 
identification

X-Mms-Transaction-ID String

Message 
identification

X-Mms-Message-ID String

Request status 
code

X-Mms-Request-Status-Code Okay,
error codes
defined in Table 6.7

Status text X-Mms-Status-Text String

Address of 
sender’s 
MMSC

Sender String

Address of 
recipient’s 
MMSC

To String

Message-ID String

Message date 
and time

Date Date

Table 6.10. MM1 Delivery Report Request

Information Elements 3GPP Header Type Example Values

Message identification Message-ID String

Recipient address To String

Event date Date Date

Message status X-MMS-Status Expired,
Retrieved,
Rejected,
Indeterminate,
Forwarded
opyright © 2005 by CRC Press



MOBILE COMPUTING HANDBOOK

AU1971_book.fm  Page 136  Thursday, November 11, 2004  10:08 PM

C

136

known as deferred retrieval mode. Figure 6.7 illustrates the message notifi-
cation transaction. Information elements present in a MM1 Notification
Request are shown in Table 6.16.

The optional from information element of the MM1_notification.REQ
indicates the message originator’s address. The mandatory X-MMS-Mes-
sage-Class information element indicates the message class (personal,
advertisement, informational, auto) of the MMS message. The mandatory

Table 6.11. MM1 Delivery Report Status Codes

Binary 
Value

WAP 
Implementation Description

128 Expired MMS message has expired before it could be 
retrieved.

129 Retrieved MMS message has been retrieved by the recipient’s 
MMS UA.

130 Rejected The recipient’s MMS UA is not willing to retrieve the 
MMS message.

133 Indeterminate MMS message may or may not have been retrieved by 
the recipient’s MMS UA.

134 Forwarded The MMS message has been forwarded.

Figure 6.6. MM1 Read-Reply Report
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X-MMS-Expiry information element indicates the time of expiry of the
MMS message. The optional X-MMS-Delivery-Report information ele-
ment indicates that the message originator has requested a delivery report
for that message. Reply charging attributes of the MMS message are indi-
cated by the optional X-MMS-Reply-Charging, X-MMS-Reply-Charg-
ing-ID, X-MMS-Reply-Charging-Deadline, and X-MMS-Reply-
Charging-Size information elements. Message priority and message
subject are indicated by the optional X-MMS-Priority and subject infor-
mation elements. Message size of the MMS message is indicated by the
mandatory X-MMS-Message-Size information element. The incoming
MMS message is indicated by the mandatory X-MMS-Content-Location
information element.

The MMS UA acknowledges a MM1_notification.REQ with a MM1_
notification.RES. Information elements present in a MM1 Notification
Response are shown in Table 6.17. The mandatory X-MMS-Status infor-
mation element indicates the status of the message retrieval. Possible val-
ues are Retrieved, Rejected, Deferred, Forwarded, and Unrecognized. The
optional X-MMS-Report-Allowed information element indicates
whether a delivery report should be generated. MM1 Notification
response/status codes are listed in Table 6.18.

Table 6.12. MM1 Read-Reply Report Request

Information Elements 3GPP Header Type Example Values

Recipient address To String

Originator address From String

Message identification Message-ID String

Date and time Date Date

Message status X-MMS-Read-Status Read,
Deleted without being 

read

Table 6.13. MM1 Read-Reply Report Status Codes

Binary Value WAP Implementation Description

128 Read Recipient has read the MMS message.

129 Deleted without being read MMS message has been deleted 
without being read by the message 
recipient.
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6.8 Message Retrieval

The recipient’s MMS UA requests the message by issuing a MM1_
retrieve.REQ. The MMSC may alter contents of the MMS message to
match the capabilities of the recipient’s user agent. The MMS message is
delivered to the recipient as part of the retrieve response (MM1_
retrieve.RES). Figure 6.8 illustrates immediate and deferred message
retrieval transaction. Information elements present in a MM1 Retrieval
Response are shown in Table 6.19.

The mandatory Message-ID information element indicates the mes-
sage identification of the message. The optional to, cc, and from informa-
tion elements indicate address of the recipients and sender respectively.
Message class (personal, advertisement, informational, auto) is indicated
by X-MMS-Message-Class. Date and time of message submission or for-
warding is indicated by the mandatory date information element. Request
for delivery reports is indicated by the optional X-MMS-Delivery-
Report information element. Reply charging options are indicated by the

Table 6.14. MM4 Read-Reply Report Request

Information 
Elements 3GPP Header Type Example Values

3GPP MMS version X-Mms-3GPP-MMS-Version String 5.2.0

Message type X-Mms-Message-Type String MM4_read_reply_
report.REQ

Transaction 
identification

X-Mms-Transaction-ID String

Message 
identification

X-Mms-Message-ID String

Recipient’s address From

Sender address To String

Message date and 
time

Date Date

Request for 
acknowledgment

X-Mms-Ack-Request Yes, No

Message status 
code

X-Mms-Read-Status-Code String Read,
Deleted without 

being read

Message status 
text

X-MM-Status-Text String

Sender String

Message-ID String
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X-MMS-Reply-Charging, X-MMS-Reply-Deadline, X-MMS-Reply-
Charging-Size, and X-MMS-Reply-Charging-ID information ele-
ments. Message priority is indicated by the X-MMS-Priority information
element. Read-reply report may be requested by the optional X-MMS-
Read-Reply information element. Message subject is indicated by the

Table 6.15. MM4 Read-Reply Report Response

Information 
Elements 3GPP Header Type Example Values

3GPP MMS 
version

X-Mms-3GPP-MMS-Version String 5.2.0

Message type X-Mms-Message-Type String MM4_read_reply_
report.RES

Transaction 
identification

X-Mms-Transaction-ID String

Request status 
code

X-Mms-Request-Status-
Code

Okay,
error codes
defined in Table 6.7

Status text X-Mms-Status-Text String

Address of 
sender’s 
MMSC

Sender String

Address of 
recipient’s 
MMSC

To String

Message-ID String

Message date 
and time

Date Date

Figure 6.7. MM1 Notification
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Table 6.16. MM1 Notification Request

Information 
Elements WAP Implementation Type Values

Sender address From String

Message class X-MMS-Message-Class Personal (default),
Advertisement,
Informational,
Auto

Time of expiry X-MMS-Expiry Date

Delivery report X-MMS-Delivery-Report Yes, No

Reply charging X-MMS-Reply-Charging Requested,
Requested
text only

Reply deadline X-MMS-Reply-Charging-
Deadline

Date

Reply charging 
size

X-MMS-Reply-Charging-Size Integer

Reply charging 
identification

X-MMS-Reply-Charging-ID String

Priority X-MMS-Priority Low,
Normal (default),
High

Subject Subject String

Message size X-MMS-Message-Size Integer

Message 
reference

X-MMS-Content-Location String 
(URI)

Table 6.17. MM1 Notification Response

Information Elements WAP Implementation Type Values

Message status X-MMS-Status Retrieved,
Rejected,
Deferred,
Forwarded,
Unrecognized

Delivery report allowed X-MMS-Report-Allowed String Yes (default),
No
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optional subject element. Retrieve status and textual description of the
retrieve status is indicated by the X-MMS-Retrieve-Status and X-MMS-
Retrieve-Text fields, respectively. Retrieve status (X-MMS-Retrieve-
Status) error codes are listed in Table 6.20.

Address of user agents that have submitted or forwarded the MMS mes-
sage prior to the MMSC are listed in the optional X-MMS-Previously-
Sent-By information element. Date and time of these user agents is specified

Table 6.18. MM1 Notification Response/Status Codes

Binary Value WAP Implementation Description

129 Retrieved The recipient’s MMS UA has already 
retrieved the MMS message.

130 Rejected The recipient’s MMS UA is not willing to 
retrieve the MMS message.

131 Deferred The recipient’s MMS UA is not willing to 
immediately retrieve the MMS message. 
The recipient’s MMS UA will retrieve the 
MMS message at a later time.

132 Unrecognized This status code is used for version 
management.

Figure 6.8. MM1 Immediate and Deferred Message Retrieval
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Table 6.19. MM1 Retrieval Response 

Information 
Elements WAP Implementation Type Values

Message 
identification

Message-ID String

Recipient 
address

To, Cc String

Sender address From String

Message class X-MMS-Message-Class Personal (default),
Advertisement,
Informational,
Auto

Date and time Date Integer

Delivery report X-MMS-Delivery-
Report

Yes, No

Reply charging X-MMS-Reply-
Charging

Requested,
Requested
text only

Reply deadline X-MMS-Reply-
Charging-Deadline

Date

Reply charging 
size

X-MMS-Reply-
Charging-Size

Integer

Reply charging 
identification

X-MMS-Reply-
Charging-ID

String

Priority X-MMS-Priority Low,
Normal (default),
High

Read-reply 
report

X-MMS-Read-Reply Yes, No

Subject Subject String

Retrieve status X-MMS-Retrieve-
Status

Okay,
Error codes listed in Table 

6.15

Status text X-MMS-Retrieve-Text String

Previously sent 
by

X-Mms-Previously-
Sent-By

String 
with 
index

1,syed@motorola.net
2,steve@apple.net

Previously sent 
date and time

X-Mms-Previously-
Sent-Date-And-Time

Date 
with 
index

1,Thu Aug 07 21:00:00 2003
2,Tue Jan 07 07:00:00 2003

Content type Content-type String

Content Message body
opyright © 2005 by CRC Press



Multimedia Messaging Service

AU1971_book.fm  Page 143  Thursday, November 11, 2004  10:08 PM

C

143

by the optional X-MMS-Previously-Sent-Date-and-Time information
element. Message content type is indicated by the mandatory message
content type information element. The message itself is contained in the
message body information element. The recipient’s user agent acknowl-
edges the MM1_retrieve.RES with a MM1_acknowledgment. REQ. Infor-
mation elements present in a MM1 Retrieval Acknowledgment are shown in
Table 6.21. X-MMS-Report-Allowed information element of the
MM1_acknowledgment.REQ indicates whether the recipient allows a
delivery report to be sent to the message originator.

6.9 Message Forwarding

MMS messages may be forwarded by the user agent by submitting a previ-
ously received MMS message as a MM1_submit.REQ. Additionally, MMS

Table 6.20. MM1 Retrieval Response Errors

Binary 
Value WAP Implementation Description

192 Error-transient-failure Valid request but cannot be 
processed due to some 
temporary conditions.

193 Error-transient-message-not-
found

MMSC cannot retrieve 
message due to some 
temporary conditions.

194 Error-transient-network-
problem

MMSC cannot process 
request due to some 
temporary conditions.

224 Error-permanent-failure Unspecified permanent error. 

225 Error-permanent-service-denied Service authorization and 
authentication failures.

226 Error-permanent-message-not-
found

Unable to retrieve the 
message.

227 Error-permanent-content-
unsupported

MMSC cannot process 
message due to content 
format or message size 
limitation.

Table 6.21. MM1 Retrieval Acknowledgment

Information Elements WAP Implementation Type Values

Delivery report allowed X-MMS-Report-Allowed String Yes (default),
No
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messages that have not been retrieved may be for warded by
MM1_forward.REQ. Figure 6.9 illustrates message forwarding transaction.
Information elements present in a MM1 Message Forward Request are
shown in Table 6.22.

Address of recipients of the forwarded message is listed in the manda-
tory to, cc, bcc information elements. Address of the forwarding user agent
is listed in the optional from information element. Date and time of for-
warding the message is indicated by optional date information element.
Time of expiry of the message is set in the optional X-MMS-Expiry infor-
mation element. The earliest time of delivery may be specified by the
optional X-MMS-Delivery-Time information element. Delivery reports
may be requested by the optional X-MMS-Read-Reply information
element.

Figure 6.9. MM1 Message Forward

Table 6.22. MM1 Message Forward Request

Information Elements WAP Implementation Type Values

Recipient address To, Cc, Bcc String

Forwarding address From String

Date and time Date Integer

Time of expiry X-MMS-Expiry Date

Earliest delivery time X-MMS-Delivery-Time Date Immediate 
(default)

Delivery report X-MMS-Delivery-Report Yes, No

Read-reply X-MMS-Read-Reply Yes, No

Message reference X-MMS-Content-
Location

String (URI)

Recipient
MMSC

Recipient
MMS UA

MM1_forward.REQ
M-Forward.req

MM1_forward.RES
M-Forward.conf
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The MMSC generates a MM1_forward.RES in response to the MM1_
forward.REQ. Information elements present in a MM1 Message Forward
Response are shown in Table 6.23. Status of the forward request is indi-
cated by the mandatory X-MMS-Response-Status information element.
Message identification of the message to be forwarded is indicated by the
mandatory Message-ID information element. Textual description of the
request status is indicated by optional X-MMS-Response-Text informa-
tion element. The forwarding MMSC may route the message to the recipients
MMSC over the MM4 interface to another non-MMS messaging interface.

6.10 Future Directions

MMS is a powerful messaging service. It allows for a wide range of content
formats to be presented as a multimedia slideshow. MMS has been
designed to be interoperable with existing messaging systems such as
e-mail, SMS, and EMS. This chapter describes extensively the MMS proto-
col, its PDU formats, and features offered. Several features of the MMS pro-
tocol are still under investigation. MMS notifications consume precious
bandwidth and an optimized method for flow control of notifications is
needed. Persistent storage and manipulation of MMS messages on a
remote sever are currently being looked at. The MM1 interface needs to be
extended to allow a MMS UA to remotely manipulate MMS messages. The
functional specification for persistent storage is termed MMBox (Multime-
dia Message Box) and is presented in [3GPP-23.140] release 5. The MM2
interface between the MMS server and MMS relay needs to be defined. The
MM3 interface for internetworking with voice messaging systems, SMS,
and e-mail systems needs to be standardized. The MM6 interface
(MMSC/user databases) also needs to be defined. The MM8 interface
(MMSC/billing system) also needs to be defined. Digital Rights Manage-
ment (DRM) is required for providing permission to subscribers for for-
warding, modification, and redistribution of digital media. Integration of
Instant Messaging and Presence managing systems in a MMSE needs to be
addressed. Usage of Wireless Transport Layer Security (WTLS), Secure
HTTP (HTTP-S), and Secure MIME in a MMSE for providing end-to-end secu-
rity is another consideration.

Table 6.23. MM1 Message Forward Response

Information Elements WAP Implementation Type Values

Request status X-MMS-Response-Status Okay,
error codes
listed in Table 6.4

Request status text X-MMS-Response-Text String

Message identification Message-ID String
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Chapter 7
A Scheme for Nomadic 
Hosts Location 
Management 
Using DNS
Ramandeep Singh Khurana, Hesham El-Rewini, 
and Imad Mahgoub

Abstract

In this chapter, we study a simple scheme for location management of
nomadic hosts on the Internet by using the existing Domain Name System
(DNS) infrastructure. Most applications contact hosts on the Internet by
using a Fully Qualified Host Name (FQHN) instead of the host’s Internet
Protocol (IP) number. The scheme presented in this chapter outlines a
mechanism for dynamically updating the DNS server’s name-to-IP mapping
for the nomadic host thereby facilitating direct communication between
the nomadic host and other hosts on the Internet. We outline the scheme
and present the results of two experiments that were conducted to study
the scalability and limitations of the scheme.

7.1 Introduction

The goal of mobility support is to provide the means by which computers
are able to communicate even when their points of attachment to the net-
work may have changed. Several approaches for accommodating mobile
hosts on the Internet have been proposed and are described in [3–11].
Mobile IP is perhaps the most feasible approach among the various options
available to support host mobility [2, 5, 10, 13, 14]. The Mobile IP working
group of the Internet Engineering Task Force (IETF) has introduced this
protocol to allow mobile computers equipped with wireless network inter-
faces to communicate with computers on the fixed network. It allows a
mobile host to move around the Internet without changing its IP number.
0-8493-1971-4/05/$0.00+$1.50
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Mobile IP involves operations such as agent discovery, location registra-
tion, and tunneling. Mobile IP is designed to support complete mobility
(i.e., during its movement, a mobile host maintains all the connections,
transport level sessions, and its IP number remains constant). This might
add an additional requirement that a mobile node must implement Mobile
IP operations, otherwise, the existence of a foreign agent becomes neces-
sary. This will make Mobile IP dependent on operating system vendors for
deployment.

It has been observed that the number of deployments of Mobile IP is still
insignificant. Singh et al. believe that the lack of widespread deployment of
Mobile IP is due to the lack of compelling applications, which is also a
result of the lack of Mobile IP deployment [12]. They introduced the
Reverse Address Translation (RAT) protocol as an attempt to help develop
more applications that will in turn help achieve significant deployment of
Mobile IP. Using Network Address Translation, RAT supports limited mobil-
ity of nomadic hosts that moves from one network to another, but is not
constrained by the requirement of maintaining open sessions and connec-
tions during the move [12]. In this chapter, we use a similar approach to
support mobility of nomadic hosts. It is not designed to be a replacement
of Mobile IP; rather it is meant to provide nomadic hosts that do not have
to be Mobile-IP-aware with some mobility support. It should help develop
more applications that can eventually encourage more deployments of
Mobile IP.

We present a simple scheme that takes advantage of the fact that most
hosts on the Internet are identified by a unique, fully qualified Internet
name rather than a unique IP number. Unlike Mobile IP, this scheme is not
supposed to maintain transport and higher layer connections when a
mobile host changes its network location. Rather, it is designed to support
limited mobility of nomadic hosts. Such hosts may exhibit stop-and-go pat-
terns, where they become part of a network for a while, then they move to
another network and so on. As part of the move, a nomadic host could be
assigned a different IP number. In fact, Dynamic Host Configuration Proto-
col (DHCP) allows a host on a network to acquire a complete IP configura-
tion from a DHCP server. If the DHCP server is configured in synchroniza-
tion with the DNS configuration, it can provide the host with its FQHN as
part of its IP configuration. However, if the host moves to a foreign network,
it may contact a DHCP server maintained by a different administration,
which may not have access or control of the home domain for that host.
Hence the DHCP server on the foreign network may not be able to assign
the same FQHN to the nomadic host as part of its IP configuration. For the
nomadic host to retain its original FQHN, the DNS server that controls that
domain must change the name-to-address binding whenever the host
receives a new IP address and must remove the binding when the lease
expires. To our knowledge, there is no standard protocol for dynamic DNS
opyright © 2005 by CRC Press
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update and until such a protocol is developed, there is no mechanism to
maintain permanent hostnames while allowing DHCP to change IP
addresses.

The scheme presented in this chapter uses the existing DNS infrastruc-
ture to allow a dynamic update of the name-to-IP binding for a particular
host. When a nomadic host moves to a foreign network, it obtains a new IP
address. It then sends its new IP configuration and an expected time for
which it expects to keep that IP number, to a server in its home network. A
server process, after authenticating the validity of the update request,
updates the DNS name-to-IP mapping for that host. After the update, each
subsequent request for the name resolution for that particular host results
in the DNS server sending the new IP address. This allows all other hosts
to communicate directly with the mobile host using its new IP address.

The rest of the chapter is organized as follows:

• Section 7.2 provides an overview of the scheme, which uses the
existing DNS services to facilitate location management of nomadic
hosts. 

• Section 7.3 presents two experiments that were conducted to study
the validity of the proposed scheme. 

• Section 7.4 presents concluding remarks.

7.2 Using the DNS for Location Management of Nomadic Hosts

Although the IP addresses provide a unique and compact method to
address hosts on the Internet, users prefer to address the hosts using pro-
nounceable, easily remembered names. The DNS facilitates the use of
names by providing a name-to-IP binding for each host. The DNS has
proven that it is a robust and scalable system for providing name resolu-
tion for the Internet. However, it was not designed to support mobility of
hosts. It is limited in the sense that it assumes that each host has a static
IP. During server startup, each DNS server caches the binding information
for all the hosts in that domain. It does not support any mechanism where
this binding can be changed dynamically.

The scheme presented in this chapter uses the existing DNS infrastruc-
ture to allow a dynamic update of the name-to-IP binding for a particular
host. This allows the nomadic hosts to authenticate themselves to the DNS
and provide their latest IP configuration as they move. The hosts would
also provide an estimate regarding how long they expect to keep that IP
number.

The scheme consists of the following components:

• DNS server — authoritative for the domain to which the nomadic
host belongs.
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• Server process — runs on the same machine as the DNS server. This
process is responsible for communicating with the clients and updat-
ing the DNS server information based on the information received
from the client.

• Client process — runs on the nomadic host. This process is executed
whenever the nomadic host is assigned a new IP address. It is
responsible for communicating with the server process and provid-
ing the server process with the client’s current IP configuration and
expected time-to-live (TTL) value.

Once the nomadic host is assigned a new IP address in a foreign net-
work, the following sequence of events typically occurs (Figure 7.1):

1. The client process on the nomadic host (client) contacts the server
process using a prespecified port number and authenticates the
client to the server process.

2. Once the authentication is successful, the client provides its new IP
number and an estimate regarding how long it expects to keep that
IP number.

3. The server process then dynamically updates the name-to-IP binding
for that host in the database of the DNS server. It also updates the
minimum TTL value for that binding, so that the validity of the
information can follow the mobility pattern of each user.

4. After the update, the server process signals the DNS server process
to reload its zone information so that it can update its cache.

5. Each subsequent request for the name resolution for that particular
host results in the DNS server sending the new IP address.

6. This allows all other hosts to communicate directly with the mobile
host using its new IP address.

7.2.1 DNS Server

A DNS server stores all the information regarding the domains that it is
authoritative for, in multiple text files. Usually, DNS administrators maintain a

Figure 7.1. Name-to-IP Mapping Update Process
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separate text file for each domain that the DNS server is authoritative for.
All such text files begin with a Start of Authority (SOA) resource record.
The SOA record indicates that this name server is the best source of infor-
mation for the data within the domain. The SOA record has the following
information:

• Serial number — applies to all the data in the zone. It is used to
synchronize the data between the primary and the secondary name
servers for that domain.

• Refresh — tells the secondary how often to check that its data is
up to date. All secondary servers of the domain will make one SOA
query per refresh interval.

• Retry — if the secondary fails to reach the primary name server after
the refresh period, it starts trying to connect every retry seconds.

• Expire — if the secondary fails to contact the primary server for
expire seconds, it expires its data and stops giving out answers
about the data because the data is too old to be useful.

• TTL — applies to all the resource records in the domain. The name
server supplies this TTL value in query responses, if a TTL value is
not explicitly specified in the resource record itself. The TTL is the
amount of time any name server is allowed to cache the data. After
the TTL expires, the name server must discard the cached data and
get new data from the authoritative name servers.

In addition to the SOA record, the domain files contain information
regarding hostname to address mapping. Such records are called Address
or A records. An A record has the following structure:

<fully qualified internet name for the host> <TTL> IN A 
<IP Address>

For example, an A record for the laptop1 in the domain cs.unomaha.edu
with a TTL value of 1 hour and an IP address of 192.168.0.1, will be specified
as:

laptop1.cs.unomaha.edu. 3600 IN A 192.168.0.1

The TTL value in the A record will override the TTL value specified in
the SOA record. If the TTL value specified in the SOA record is 86,400 sec-
onds (1 day), and the TTL value in the A record is 3600 seconds (1 hour),
then all servers will cache the IP number for laptop1.cs.unomaha.edu
for only 1 hour even though they will cache the other entries in the domain
for one day.

The setting for the TTL value represents a trade-off between perfor-
mance and consistency. If the TTL value is low, remote servers will expire
their information more frequently and will be forced to query the authori-
tative servers more often. This will increase the load on the primary and
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secondary name servers for the domain. However, a low TTL value helps
maintain the consistency of information among all servers. The scheme
presented in this chapter manipulates the TTL value of the individual
resource record of the mobile host in question to better reflect how long
the user expects to maintain that particular IP address.

7.2.2 Server Process: Web Server

The server process has the following functions:

• Accept connections from clients on a prespecified port number
• Authenticate the validity of the client using some security mechanism
• Accept information regarding the new IP number and TTL value for

that client
• Update the text file for that zone with the new mapping and TTL

information for the client. Also, increment the serial number to
denote that the information has changed

• Signal the DNS server process to reload its zone information so that
it can update its cache

In the implementation of this scheme, we used a Web server with a Com-
mon Gateway Interface (CGI) as the server process. When a client submits
an update request, the Web server gets the request and presents the client
with the username and password screen for authentication. After it
receives the correct username and password, it passes all this information
to a CGI program. The CGI program then processes all the information,
updates the DNS entries and passes a confirmation message back to the
Web server, which passes it on to the client.

The Web server provides the information regarding the nomadic host-
name, its IP address, and the TTL value in a text file that serves as the input
file for the CGI program. The CGI program reads the hostname from the
input file and then searches the DNS zone file to see if the hostname exists
in the domain. If the hostname does not exist, it sends an error message
back to the Web server. If it finds the hostname, it overwrites the TTL value
and the IP number for that host in the zone file and then sends a reload sig-
nal to the DNS server, which then updates its cache with the latest informa-
tion. Each subsequent request to the DNS server for the name resolution of
that host results in the new IP number being sent to the requester.

7.2.3 Client Process: Web Browser

The client process has the following functions:

• Connect to the server process using a predefined address and port
number.

• After connection is established, provide the security information.
• Provide the mobile hostname, current IP number, and TTL estimate

for this IP.
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In the implementation of this scheme, we used a standard Web browser as
the client process. The browser has a predefined URL as its address and it
makes connection to the Web server on port 80 (standard for all Hypertext
Transfer Protocol [HTTP] communication). After connecting to the pre-
defined URL, the client is presented with an interface to provide the infor-
mation regarding the hostname and the TTL value it expects to keep the IP
address for.

When the client submits the information, the Web server authenticates
the validity of the nomadic host by asking the user for a username and
password. After the user has provided the correct username and pass-
word, the Web server and the CGI application process the information and
then update the DNS information. It should be noted that the user does not
have to explicitly enter the new IP number because the Web server gets
that information automatically as part of update request. This is a step in
the security process, where a mapping can only be changed to the IP num-
ber that is currently assigned to the machine that is sending the update
request. After the update is completed, the Web server sends a confirma-
tion message to the user.

7.2.4 Security

For the scheme to be accepted and used by the Internet community, it
needs to address some basic security issues. It must prevent unauthorized
users from performing a mapping update for a certain hostname. It should
make sure that the mapping update provides the correct new IP address
for that host.

Both of these security issues have been addressed in the implementa-
tion of the scheme. A username and password is created for all the hosts
in the domain and each user is provided that information. Whenever the
Web server receives a mapping update request, it requests the user for the
correct username and password. If the user cannot provide the correct
username and password, the Web server does not forward the information
to the CGI program and no update is performed. The Web server is also
configured to log all unsuccessful authentication requests in a log file, so
that if somebody tries to hack into the system, an alarm signal can be sent
to the administrator via e-mail. To address the second security issue, the
CGI program is configured to use the remote IP number that the Web server
received as part of the update request. The user is not provided an oppor-
tunity to specify an IP number. This prevents an unauthorized user from
modifying the IP number of a host to any number other than the IP number
of the machine making the update request. The implementation of this
scheme is designed to use the HTTP protocol for communication thereby
providing the Secure Socket Layer (SSL) level security.
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7.3 Experiments

The scheme was tested with an implementation of the DNS called Berkeley
Internet Name Domain (BIND), on the Windows NT® platform. Although the
scheme has been implemented for BIND, it will work with any DNS imple-
mentation. Several experiments were conducted to evaluate the effective-
ness, scalability, and limitations of this scheme. We experimented with dif-
ferent TTL values to see how other name servers responded to mapping
updates. To evaluate the name server responses, we used five hosts to
send query messages to the name server (Table 7.1).

We used two different tools to determine the IP number for a particular
hostname, namely nslookup and dig. Both of these tools are standard
DNS query tools. A C program was written to send nslookup requests to
different name servers after a specified repeat interval. This allowed us to
simulate query load on the DNS server by running the C program on all of
the above servers simultaneously. Querying the DNS server via
nslookup, the user gets two responses: 

1. The IP address of the hostname
2. Information on whether the response of the local name server is

authoritative or nonauthoritative

If the response of the local server is nonauthoritative, this implies that
the local server is providing the reply from the information that it has in its
cache. If the response is authoritative, the information was obtained as a
result of a resolve query that was sent to the authorized name server for
that domain.

However, this information was not adequate for the requirements of this
project. We are also interested in obtaining the TTL values associated with
the replies. The TTL values for nonauthoritative replies would depict how
long the local server would keep the data in its cache. To obtain that infor-
mation, we used dig.

Table 7.1. Hosts Used to Query Name Server

Hostname Local DNS Server Name

cse.unl.edu elk.unl.edu

unlinfo.unl.edu hoss.unl.edu

cwis.unomaha.edu dns.unomaha.edu

nrcdec.nrc.state.ne.us nrcdec.nrc.state.ne.us

microsoft.com dns1.microsoft.com
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7.3.1 Cache Time versus Time-to-Live

As mentioned earlier, the TTL value in the resource record or SOA record
determines how long a name server can cache that particular information.
According to the specifications of the DNS, after the TTL expires, the name
server must discard the cached data and get new data from the authorita-
tive name servers. This implies that the first resolution request for a par-
ticular host, after the TTL for that record has expired, should result in a
resolve query being sent by the local host to the authoritative DNS server.
To test the above implication, we performed several experiments using the
following setup. We used a laptop to connect to a local Internet Service Pro-
vider (ISP) that does dynamic IP assignment. This ensured that on each
connection, we would be assigned a different IP number. The laptop per-
formed the function of the nomadic host. On each connection, we ran the
Web browser to update the name-to-IP mapping for that machine and pro-
vided a different TTL value for that connection. Then, we ran the C pro-
gram on all the test machines allowing them to cache the mapping. After
the simulation program started on each machine, we made a new connec-
tion to the ISP and updated the DNS mapping on the DNS server. We then
monitored the execution of the simulation program to determine how long
it took the different machines to obtain the new IP number.

In this chapter, the term cache time refers to the time period, starting
from the time the local server cached the name-to-IP binding for a particu-
lar host, to the time it sent a resolution request to the authoritative DNS
server for the same host. Suppose that at time f, the local name server
resolves and caches the name-to-IP binding for a particular host. If, at time
s, the local name server sends another resolve query for the name-to-IP
binding for the same host, the cache time, c, can be obtained as c = s – f. Our
effort was to determine if the cache time was equal to the TTL specified in
the resource records, at all times. If the cache time matched the TTL time
for all servers, the scheme would provide a feasible method for location
management of nomadic hosts on the Internet.

As we can see from Table 7.2, when the TTL value is close to five minutes
and above, the cache time for all servers is identical to the TTL value.
When the TTL value is below five minutes, the cache time for different serv-
ers is unpredictable. Some servers (elk.unl.edu, dns.unomaha.edu,
and dns1.microsoft.com) respond as expected by keeping the cache
times same as the TTL values. However, hoss.unl.edu responded by
always keeping the cache time at least five minutes, irrespective of the TTL
specified. Similarly, nrcdec.nrc.state.ne.us responded by keeping
the cache time at least two minutes, irrespective of the TTL specified.

One possible explanation of this behavior could be the fact that most
DNS servers have the negative caching implemented with a hard coded
157
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value of 10 minutes. In addition, keeping the TTL value very low could
result in a high load on the DNS server. It appears that the designers of the
different DNS servers have not followed any definite standard on determin-
ing the minimum cache time for their servers. However, when the TTL
value was specified as 0, no server cached the data, irrespective of what its
minimum cache time value was. A TTL value of 0 always resulted in the
response from the local servers being authoritative. Hence, if the expected
TTL value of any server needs to be below 30 seconds, the server should
specify the TTL value as 0 so as to ensure that all remote servers would
always get the latest name-to-IP mapping on all resolution requests.

7.3.2 Scalability Analysis

To perform a scalability analysis on the scheme, we increased the number
of nomadic hosts in the DNS database file and tested the time it took for the
client to perform a binding update on the DNS server. This time is mea-
sured from the time the Web client presses the Update button to the time
the Web client displays the confirmation message. During that time, the
CGI program receives the mapping update request, locks the DNS data file,
parses the data file to find the entry for the nomadic host, updates the data

Table 7.2. TTL Value versus Cache Time

Cache Time

Specified TTL 
(sec)

elk.unl.
edu

hoss.unl.
edu

nrcdec.nrc. 
state.ne.us

dns.
unomaha. 

edu

dns1.
microsoft. 

com

0 0 0 0 0 0

50 50 300 120 50 50

100 100 300 120 100 100

150 150 300 150 150 150

200 200 300 200 200 200

250 250 300 250 250 250

300 300 300 300 300 300

350 350 350 350 350 350

400 400 400 400 400 400

450 450 450 450 450 450

500 500 500 500 500 500

550 550 550 550 550 550

600 600 600 600 600 600
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file with the new information, and then sends the reload signal to the DNS
server.

It should be noted that scalability issues arise only when large numbers
of clients are trying to update their mappings, not when large numbers of
servers are querying the primary DNS for mapping resolutions. The root
servers maintained by InterNICSM have already proven that scalability in
terms of servicing resolution requests can be resolved by increasing the
compute power of the physical machines and increasing the bandwidth of
their Internet connections. Statistics from InterNIC show that their root
name server, ns.internic.net, receives 255,600 queries per hour, or
almost 71 queries per second [1]. In addition, having multiple DNS servers
and implementing some load sharing mechanism for those servers can
reduce the load on the name servers.

As we can see from Figure 7.2, the mapping update time for the server is
less than a second for up to a thousand hosts. It then increases by a factor
of five (approximately), as the number of servers increase by a factor of
ten.

With the infrastructure used in the experiments, the scalability factor
introduced the following problem. When the number of hosts became very
large (around 100,000), such that mapping update time was about 20 sec-
onds, all subsequent mapping update requests within the 20 second period
failed. The main reason for the failure was that the instance of the CGI pro-
gram handling the first update request had locked the DNS data file and all
subsequent instances of that program were unable to lock the file. This
problem can be rectified by increasing the computing power of the server.
This would provide faster processing of the data file and hence reduce the
mapping update time. Also, implementing a queuing mechanism in the CGI
program should help. Each instance of the CGI program should check if it
is able to lock the data file. If the lock succeeds, the CGI program should

Figure 7.2. Scalability Analysis
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update the mapping information. If the lock fails, the CGI program should
sleep, waiting on the event that its lock will succeed and it can go ahead
with its update. This way, all updates will be performed in a queued fash-
ion.

7.4 Concluding Remarks

In this chapter, we presented a simple scheme that performs location man-
agement of nomadic hosts on the Internet. This scheme takes advantage of
the existing DNS architecture to allow the nomadic hosts to update their
name-to-IP binding dynamically. In addition to its simplicity, this approach
has several advantages. It integrates well with the existing DNS infrastruc-
ture and can be implemented easily without requiring any changes in the
Internet architecture. Because it uses the existing DNS infrastructure,
which has proven to be scalable, it can be used to perform location man-
agement for a large number of hosts. This scheme allows the nomadic host
to enter its own Keep Valid time, which could vary for different hosts. This
allows the name-to-IP mapping validity to mirror the expected host mobil-
ity pattern. Because this scheme allows the individual hosts to specify
their own TTL values, and the scheme is scalable, the name-to-IP mappings
are not dependent on the frequency of movement of hosts. The hosts move
and update their bindings as often as they like. It can be used for the loca-
tion management of any host on the Internet and once the name-to-IP bind-
ing of the host has been updated, the changes are reflected throughout the
whole Internet.

This scheme has some limitations and areas of improvements. One
problem is that the queue may become very large when many requests
come in for hostname-to-IP updates. One solution to this problem is to
have a multi-threaded database running on a multiprocessor computer: a
custom written implementation of BIND that does the standard caching of
information, but instead of reading from the text files, it reads the data from
the database. This would allow multiple updates and multiple requests to
take place at one time.

In addition, this scheme was implemented using the BIND implementa-
tion of the DNS server. BIND supports the feature of specifying the TTL
value for each resource record. If the scheme is to be ported on any DNS
server that does not provide this facility, it needs to be modified to circum-
vent this problem. Creating a separate subdomain for the nomadic hosts
and controlling the TTL value of the SOA record for the subdomain may cir-
cumvent this problem. This TTL value would then apply to all hosts in the
subdomain. The TTL value of the subdomain should be the minimum of the
TTL values specified by each host. In this case, the CGI program upon
receiving the TTL value for the mapping update for a host would compare
that value to the TTL value of the SOA record for the subdomain. If the
opyright © 2005 by CRC Press
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specified TTL value is less than the one in the SOA record, the program
would modify the TTL value in the SOA record. If the specified TTL value is
the same or higher, the CGI program would just update the mapping for
that host.
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Chapter 8
Location Management 
Techniques for Mobile 
Computing 
Environments
Riky Subrata and Albert Y. Zomaya

8.1 Introduction

One of the challenges facing mobile computing is the tracking of the cur-
rent location of the user — the area of location management. To route
incoming calls to appropriate mobile terminals, the network must from
time to time keep track of the location of each mobile terminal.

Mobility tracking expends the limited resources of the wireless network.
Beside the bandwidth used for registration and paging between the mobile
terminal and base stations, power is also consumed from the portable
devices, which usually have limited energy reserve. Furthermore, frequent
signaling may result in degradation of quality of service (QoS), due to inter-
ferences. On the other hand, a miss on the location of a mobile terminal will
necessitate a search operation on the network when a call comes in. Such
an operation requires the expenditure of limited wireless resources. The
goal of mobility tracking, or location management, is to balance the regis-
tration and search operation, so as to minimize the cost of mobile terminal
location tracking.

Most, if not all, today’s wireless network consists of cells. Each cell con-
tains (or is represented by) a base station, which is wired to a fixed wire
network. The base stations interact with the portable handheld devices
and provide these devices the wireless link to the network. One typical cel-
lular network plan is shown in Figure 8.1. Cells are then grouped into
regions. Each region contains the whole allotted frequency spectrum, with
each cell in the region using part of the frequency spectrum. The frequency
163
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spectrum is then reused in the other regions, with cells in other regions
reusing the same frequency band, governed by the minimum distance
between cells allowed. Detailed discussions on frequency reuse and cell
planning can be found in [31, 86]. Further information on wireless networks
and communications can also be found in [16, 20, 70, 71, 86].

As the demand for wireless communication grows, cells sizes have con-
tinually decreased in size to achieve higher frequency reuse, especially
important due to the limited frequency spectrum available. Due to the
smaller cell sizes, cell crossover in mobile users’ movements would
undoubtedly become more frequent. As such, an efficient location manage-
ment system is needed to ensure timely delivery of incoming calls to the
user.

The next section is an overview of location management and its opera-
tions. The concept of location management cost, for the purpose of loca-
tion management strategies evaluation and comparison is then described.
This is followed by a discussion of common network topologies, as well as
several common mobile users’ call arrival and mobility patterns used for
network simulation purposes. Finally, an overview of a number of location
update and general location inquiry strategies that have been proposed in
the literature over the years is given.

Figure 8.1. Typical Cellular Network Plan
Shown are regions having four and seven cells. The cells are smaller in the areas 
where more users are expected.

7 cells

4 
cells
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8.2 Location Management

Location management, or the tracking of mobile users’ location inside the
network, involves two elementary operations — location update and loca-
tion inquiry (Figure 8.2). Note that there are also fixed-wire communica-
tions within the network between the different controllers for location
updates as well as location inquiries — network interrogation. This is
mainly for database updates during a location update and database que-
ries during a location inquiry (Figure 8.2).

8.2.1 Location Update

Location update is initiated by a mobile terminal and is used to inform the
network of its current location inside the network. This is done so as to
limit the search space, should the need arise, to locate the user at a later
point in time. That is, location update strategies, although not necessary,
are used to reduce the amount of signaling required to locate a mobile ter-
minal should the need arise.

8.2.2 Location Inquiry

In location inquiry, the system initiates the search for a user. The system
can do this by polling cells where the user might be in. Specifically, the fol-
lowing procedure can be used [4]:

• Send polling signal to a target cell.
• If a reply is received before a specified time-out, the mobile terminal

is in the target cell. 
• If a time-out occurs and no reply is received, the mobile terminal is

not in the target cell.

8.2.2.1 Delay Constraint. In many cases, in order to maintain a
required QoS, it is desirable to impose a maximum allowable time delay in
locating a user. Unfortunately, this added time constraint adds to the com-
plexity of update schemes and schemes that work well with no delay con-
straint may need to be adjusted to work well under the delay constraint.

Figure 8.2. Location Management Components
(Source: I.F. Akyildiz, J. McNair, J.S.M. Ho, H. Uzunalioglu, and W. Wenye, Proceedings of the 
IEEE, vol. 87, no. 8, pp. 1347–1384, 1999. Used with permission.)

Location management

Location update Location inquiry

Authentication Database updates Paging Database queries
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8.3 Location Management Cost

To be able to effectively compare the different location management tech-
niques available, one needs to associate with each location management
technique, a value or cost.

As noted above, location management involves two elementary opera-
tions of location update and location inquiry, as well as network interroga-
tion operations. Clearly, a good location update strategy would reduce the
overhead for location inquiry. At the same time, location updates should
not be performed excessively, as it expends the limited wireless resources.

To determine the average cost of a location management strategy, one
can associate a cost component to each location update performed, as well
as to each polling/paging of a cell. The most common cost component is
the wireless bandwidth used (wireless traffic load imposed on the net-
work). That is, the wireless traffic from mobile terminals to base stations
(and vice versa) during location updates and location inquiry. Although
there is also fixed-wire network traffic (and database accesses and loads)
between controllers within the network during location updates and loca-
tion inquiry — network interrogation — this is considered much cheaper
(and much more scalable) and is usually not considered.

The total cost of the above two cost components — location update and
cell paging — over a period of time T, as determined by simulations (or ana-
lytically or by other means) can then be averaged to give the average cost
of a location management strategy [87]. For example, the following simple
equation can be used to calculate the total cost of a location management
strategy:

(8.1)

where NLU denotes the number of location updates performed during time
T, NP denotes the number of paging performed during time T, and C is a con-
stant representing the cost ratio of location update and paging. The above
cost formula can be used to compare the efficiency of different location
management techniques. Several things, however, should be noted:

• The more complex location management strategy will almost always
require more computational power at the mobile terminal, the sys-
tem, or both. It may also require greater database cost (e.g., record
size). These parts of the location management cost are usually
ignored as they are hard to quantify.

• The cost of location update is usually much higher than the cost of
paging — up to several times higher [38], mainly due to the need to
setup a signaling channel. Several authors use C = 10, for example
in [34, 108].

Total Cost = ⋅ +C N NLU P
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• If location management cost is obtained through simulations (or
analytically), then depending on the location update strategy used,
the total number of location updates performed over a period T may
depend on the mobile users’ mobility and call arrival patterns. To a
certain extent, it may also depend on the network topology used in
the simulation.

• As in the case for location update, if simulations are used for location
management strategy evaluation, then the total cost of location
inquiry over a period T would depend on the number of calls
received by the users, that is, on the users’ call arrival patterns. It
may also be influenced by the users’ mobility pattern and the net-
work topology used in the simulation.

Noting the above issues, it is clear that any simulation results would be
strongly influenced by users’ mobility and call arrival patterns chosen for
the simulation [59, 84]. In other words, users’ mobility and call arrival pat-
terns are especially of interest in location management.

The next few sections provide overviews of common network topolo-
gies, as well as several users’ mobility and call arrival patterns commonly
used in network simulations to determine the effectiveness of a location
management strategy.

8.4 Network Topology

A general graph model can represent arrangement of cells in a real cellular
network (Figure 8.3). In the graph model, each node represents a base sta-
tion (center of cell) and neighboring cells are represented by edges con-
necting the nodes. Other simpler models have also been used for simula-
tion purposes, which include one-dimensional and structured two-
dimensional models.

Figure 8.3. Cellular Network and Corresponding Graph Model
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In the one-dimensional model, each user has two possible opposing
moves (e.g., left or right) as shown in Figure 8.4. Common two-dimensional
models include the mesh configuration (Figure 8.5), and the hexagonal con-
figuration (Figure 8.6). In the hexagonal configuration, each cell can have a
maximum of six neighboring cells. In the mesh configuration, each cell can
have a maximum of either four or eight neighbors, depending on whether
diagonal movements are allowed.

8.5 Mobility Pattern

In a real cellular network, one would expect the mobility level of each
mobile user to be a time varying quantity. For example, users are more
likely to be more mobile during rush hour and working hours, in general,
than after hours. Several approaches have been proposed in the literature
to model and approximate a mobile user’s movement pattern. Some com-
mon approaches are described below.

8.5.1 Memoryless (Random Walk) Movement Model

In the memoryless, Random Walk Movement Model, the user’s next cell
location does not depend on the user’s previous cell location. That is, the
next cell location is selected with equal probability from the neighboring
cells. Purely Random Walk Model is usually used to model pedestrian traffic,

Figure 8.4. One-Dimensional Network

Figure 8.5. Two-Dimensional, Mesh Configuration Network
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whose movements are usually irregular with frequent stops and directional
changes.

8.5.2 Markovian Model

Unlike the memoryless movement model described above, the Markovian
Movement Model incorporates memory and user’s movements are influ-
enced by the user’s previous movements. Such memory can include a list
of recently visited cells (cell history) or recent directions in movement
(directional history).

8.5.2.1 Cell History. In this model, each of the neighboring cells has a
different probability of being the user’s next cell location, depending on the
set of cells the user has visited.

For a discrete time, one-dimensional ring network, a first order Markov
Movement Model with a geometrically distributed cell residence time can
be defined as follows. Suppose a mobile user is at cell k at time t. Then at
time t + 1, the user will stay at cell k with probability q or move to one of the
two neighboring cells a or b with probability  and , respec-
tively.

The definition above can also be extended to a higher order Markov
Model. For example, for a second order Markov Model, the probabilities of
moving to one of the two neighboring cells would be  and ,
where j and k denotes the last two cells the user visited. Clearly, the Ran-
dom Walk Model described earlier can be thought of as a zeroth order
Markov Model (that is, no memory).

Figure 8.6. Two-Dimensional, Hexagonal Configuration Network

P a k|( ) P b k|( )

P a jk|( ) P b jk|( )
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The definition for a continuous time Markov Movement Model is similar.
For example, the user’s cell residence time can be exponentially distrib-
uted with mean 1/λ. In this case, only the transitional probabilities 
and  — assuming a first order Markov Model, are needed. Similar sit-
uations exist for higher order Markov Model.

Finally, the definitions above can be readily extended to a two-dimen-
sional network with arbitrary topologies. In [23, 82], a discrete time, first
order Markov Movement Model is used on a two-dimensional graph model.

8.5.2.2 Directional History. The concept of memory for cells visited
can also be extended to include directions of movement the user has taken.
The directional information is used to model the user’s movements partic-
ularly in highly structured network topology, such as the mesh configura-
tion and hexagonal configuration network. Different ways of implementing
such directional information exist.

In a mesh configuration network, one can define four possible move-
ment directions — up, down, left, and right. To ensure that each cell has
exactly four possible movement directions, the network can be made to
wrap around on the edges. For example, in Figure 8.7, cell 0 connects to cell
2 and cell 6, as well as cell 1 and cell 3.

If a first order Markov Model is considered, then the movement direc-
tion the mobile user takes in the next time instant would depend on that
user’s last movement direction. One possible transition model, used in
[112], is shown in Figure 8.8. In this case, the mobile user’s residence time
in each cell is modeled as an exponentially distributed random variable
with mean 1/λ.

Note though, the use of purely directional information for mobility mod-
eling does not differentiate the geographical locations (e.g., attraction
points such as shopping centers) of the different cells in the network.

Figure 8.7. A 3×3 Network
The cells on the edge of the network wrap around and connect to the cells on the 
opposite side.
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8.5.3 Shortest Distance Model

In this model [1], users are assumed to follow a shortest path from source
to destination. At each intersection, a user chooses a path that maintains
the shortest distance assumption. The model is particularly suited for
vehicular traffic, whereby each user has a source and destination. Under
such condition, the shortest distance assumption is certainly reasonable.

8.5.4 Gauss-Markov Model

The model, described in [51], captures some essential characteristics of
real mobile users’ behavior, including the correlation of users’ velocity in
time. Under a discrete time model, a mobile user’s velocity vn at time slot
n can be represented as follows [51]:

(8.2)

where , µ is the asymptotic mean of vn when n approaches infinity,
and xn is an independent, uncorrelated, and stationary Gaussian process.
xn has zero mean and standard deviation equals to the asymptotic stan-
dard deviation of vn when n approaches infinity. In the extreme cases, the

Figure 8.8. Transition Diagram for Four Possible Directional Moves
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Gauss-Markov Model simplifies to the memoryless movement model and
constant velocity Fluid-Flow Model (described below).

8.5.5 Activity-Based Model

The central concept of an activity-based model is that of activity. Each
activity represents a trip purpose: that is, the activity requires the user to
travel to a destination associated with the activity. New activities are then
selected/generated based on such factors as the previous activities and
time of day.

Certainly, several implementations of such activity-based mobility
model are possible. In an implementation described in [81], each activity
has with it several parameters, including time of day, duration, as well as
location of the activity. New activities are then selected or generated based
on the previous activity, and time of day, as shown on Table 8.1. When a
new activity is selected, it is assigned a duration based on the time of day.
Based on the activities information, a path taken from origin to destination,
as well as the times of the cell crossings, can be determined and used for
simulation. Parameter values needed for the activity-based model can be
obtained from a population survey.

The activity-based mobility model captures, to an extent, movement
behavior of real mobile users. The activity-based mobility model is dis-
cussed and implemented in [28, 67, 81, 84].

8.5.6 Mobility Trace

Actual mobility trace of users in a cellular network — that is, actual move-
ment behavior of users in a real cellular network or geographical area —
can also be used for simulation. Such trace is certainly more accurate and
realistic than other mathematical models. However, such trace is not
readily available, especially one of a large enough size to be useful for net-
work simulation. Furthermore, movement behavior of users in one net-
work may not be the same or valid for other network, which may depend,
among other things, on the size of the network and geography. Several

Table 8.1. Activity Transition Probabilities for a Mobile User

Time Current Activity Next Activity Probability

� � � �

1 2 3 0.3

1 2 4 0.5

� � � �
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mobility traces have been collected and used for evaluation purposes, for
example in [95, 96, 99].

In [43], a trace generator, which was corroborated using real-world data,
is described. The traces include call information as well as movement
information of mobile users. Output from such a generator can be obtained
from [92].

8.5.7 Fluid-Flow Model

Although the above models describe an individual user’s mobility, there
are also models that describe systemwide (macroscopic) movement
behavior. The Fluid-Flow Model is one such model. In this model, mobile
users’ traffic flow is modeled as fluid flow, describing the macroscopic
movement pattern of the system. In this model, each mobile user is
assumed to move at an average speed v and is uncorrelated with the move-
ment of other users. Further, the direction of each mobile user’s movement
is uniformly distributed in the range {0, 2π}. For a region with length L and
population density ρ, the average number of users moving out of the area
per unit of time is given by:

(8.3)

The Fluid-Flow Model is suitable for vehicular traffic, where users do not
make regular stops and interruptions, as opposed to pedestrian traffic,
which can be irregular with frequent stops and directional changes. Pedes-
trian traffic is usually modeled using a Random Walk Model. Fluid-Flow
Model is discussed and used in [40, 49–51, 83, 98, 103, 110]. Because the
Fluid-Flow Model describes macroscopic movement behavior, it is not suit-
able in cases when individual user’s mobility patterns are important.

8.5.8 Gravity Model

In this model, movement traffic between two sites/regions i, j is a function
of each site’s gravity Pi, Pj (e.g., population) and an adjustable parameter
K(i, j ). For example, the following simple formula can be used to model the
amount of traffic from site i to site j :

(8.4)

where Kij is a positive constant, and Pi and Pj can represent the population
of site i and site j, respectively. As in the case of Fluid-Flow Movement
Model, the gravity model describes systemwide, or macroscopic, move-
ment behavior. As such, it cannot be used in simulations involving the indi-
vidual user’s mobility patterns. Gravity models have been used to model
traffic in different geographical areas [29, 30, 85].

N
vL= ρ
π

T K P Pi j ij i j, =
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8.6 Call Arrival Pattern

The call arrival rate of mobile users in a real cellular network is a time vary-
ing quantity; for example, a higher call arrival rate is expected during work-
ing hours than after hours.

8.6.1 Poisson Model

In this model, call arrivals to a particular mobile station are assumed to fol-
low a Poisson probability distribution, resulting in exponentially distrib-
uted (continuous time) or geometrically distributed (discrete time slot)
call interarrival time.

Data suggests that macroscopically (in aggregate), the Poisson call
arrival rate accurately reflects call arrivals in existing cellular networks.
However, an individual user may not have a Poisson call arrival rate. For an
individual user, other factors come into play, such as time of day (e.g.,
working hours, after hours) and special days (e.g., holidays).

8.6.2 Call Arrival Trace

To overcome the problem, a time-varying call arrival model can be used,
which generates call events based on the time. For example, greater call
arrivals may be generated during working hours than after hours (Figure
8.9). The call arrival distribution to be used for the model can be readily
obtained from users’ call records.

Actual call arrival trace of an existing cellular network can also be used
for simulation. Such trace certainly provides a more accurate and realistic
representation of actual call arrivals than other mathematical models,
such as the Poisson Model. Also, unlike mobility traces, trace data of users’
call arrivals are readily available from the users’ call records. However, a
time-varying call arrival model described above may be enough to accu-
rately represent call arrival patterns of actual users.

Figure 8.9. Estimated Weekday’s Call Arrival Probability Distribution
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A trace generator that was corroborated using real-world data is described
in [43]. The traces include call information as well as movement information
of mobile users. Output from such a generator can be obtained from [92].

8.7 Location Update Strategies

Ideally, a location update strategy should efficiently use the limited
resources of the network and should not require excessive computing
power at the mobile terminal. This is especially true in the dynamic update
strategy (discussed below), where many of the calculations need to be
done at the mobile terminal. Further, it should be (easily) scalable to
accommodate future expansion of the network.

Location update strategies can be classified as either static or dynamic.
In the static update strategy, location update is performed independent of
each user’s mobility and call arrival patterns. On the other hand, dynamic
strategies take into account each user’s mobility and call arrival patterns.
Undoubtedly, static update strategies are easier to implement in a network
and require minimal processing power on the mobile terminal. However,
dynamic strategies may result in lower overall signaling costs (location
management cost).

Below are some of the update strategies that have been proposed over
the years. Some of these strategies are static update strategies and some
are dynamic update strategies. Still, some of the strategies can be imple-
mented both statically and dynamically.

8.7.1 Always-Update Strategy

In this static location update strategy, each mobile terminal performs a
location update whenever it enters a new cell. In this case, the current cell
location of each user is always known. As such, no search operation would
be required for incoming calls. However, the resources used (overhead) for
location update would be high. Such strategy is suitable when the user is
not highly mobile or the cell size is quite large and users do not move in or
out of cells often.

8.7.2 Never-Update Strategy

This static location update strategy is the opposite of the always-update
strategy in that no location update is ever performed. Instead, when a call
comes in, a search operation is conducted to find the intended user. In this
case, the overhead for the search operation would be high, but no
resources would be used for the location update. This scheme may be suit-
able for small cell size and highly mobile users with low call arrival rates.

Although the always-update and never-update strategies represent the
two extremes of location management strategies — whereby one cost is
opyright © 2005 by CRC Press
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minimized and the other maximized — other location update strategies
exist that use a combination of the above two strategies. These are
described below.

8.7.3 Time-Based Strategy

In this dynamic location update strategy, each mobile terminal updates its
location every T time units. This strategy is relatively easy to implement,
as each mobile terminal needs only an internal clock to keep track of how
long it has been since its last location update. More importantly, the value
T can be adjusted for each mobile user, according to the individual user’s
mobility/movement patterns and call arrival rate/pattern.

Further, due to the nature of its periodic signaling, the network knows
that the mobile terminal is powered-off or outside the coverage area if it
does not perform a location update at its required times (implicit detach-
ment). As such, this may reduce the signaling load due to unnecessary pag-
ing operations [57]. However, such a scheme would lead to unnecessary
location updates for stationary or low mobility users. Furthermore, mobile
users’ location uncertainty is not bounded: when a call arrives, the search
operation cannot be limited to a set of cells.

In [74], using a one-dimensional network model, Poisson call arrival, and
assuming the user’s location probability distribution as a function of time
is known, it was found that the time-based method performs better than
the static location area strategy (discussed later). Similar discussions can
be found in [72, 73, 75, 77]. In particular, the time-based approach is
extended [73, 75, 77] to a state-based approach, whereby the time since
last update, as well as the user’s current location, is taken into account in
determining when to do a location update.

8.7.4 Movement-Based Strategy

In its simplest form, this dynamic location update strategy requires a
mobile terminal to keep track (a counter) of the number of cells visited (or
the number of cell-boundary crossings) since the last location update.
Location update is performed when the counter exceeds a threshold value
M, which can be determined on a per user basis. An example is shown in
Figure 8.10, where M = 2.

This strategy is harder to implement than the time-based strategy, as
each mobile terminal needs to be aware of boundary crossing. Also, cyclic
user movements would trigger unnecessary location updates. One simple
improvement to partially solve the cyclic movement problem is to reset
the counter when the user reenters the last known cell location (e.g., the
cell of the last location update performed by the mobile terminal). Such
strategy is discussed in [18]. Similar strategy is discussed in [56]. One
advantage of the movement-based strategy over the time-based strategy,
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however, is that a mobile terminal’s location is limited to a radius of M
cells. As such, when a call arrives, a search can be limited to cells within
the radius M.

8.7.5 Distance-Based Strategy

In another dynamic location update strategy, the distance-based strategy
(also called the distance-based location area [DBLA] strategy), each
mobile terminal needs to keep track of the distance (in number of cells) it
has traveled since its last location update. When the distance (in number
of cells) traveled exceeds a certain threshold value D, a location update is
performed (Figure 8.11). A modification of the existing IS-41 standard to
incorporate the distance-based location update scheme is discussed in
[112].

Clearly, the distance-based scheme limits location inquiries to the cells
within the radius D. As such, in a location miss, at worst case only the cells
within the radius D needs to be paged.

Undoubtedly, this strategy is harder to implement than either the
time-based or the movement-based strategy above. However, the savings
in the limited radio bandwidth (that may have otherwise been used for

Figure 8.10. Movement-Based Location Update with Movement Threshold M = 2
Location update is triggered whenever the user crosses more than two cells. In the 
figure, each dot represents a location update. The first location update occurs 
when the mobile terminal is switched on.
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location updates and paging) may outweigh the extra complexity incurred.
In [8], using Random Walk and Markovian Mobility Models, results show
the distance-based strategy performs better than either the time-based
strategy or the movement-based strategy.

In [107], the scheme is applied to a cellular network with arbitrary cell
topologies. Using the graph model (Figure 8.3), first order Markovian Move-
ment Model, and Poisson Call Arrival Model, optimal location update
boundaries are obtained. Whenever users enter one of their update cells,
location update is performed. New location update boundary is then calcu-
lated. It was shown that each location update cell might not necessarily
have the same distance (in terms of the minimum number of cells to be tra-
versed to get to the cell) to the current cell. That is, the update boundary
is not circular. Distance-based strategies are discussed further in [9, 53, 66,
102].

8.7.6 Location Area 

The location area (LA) method of location management is the most com-
mon and widely used location management technique used in today’s
existing cellular networks [82].

Figure 8.11. Distance-Based Location Update with Distance Threshold D = 2
Location update is triggered whenever the distance traveled is greater than two 
cells. In the figure, each dot represents a location update. The first location update 
occurs when the mobile terminal is switched on.
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8.7.6.1 Static Case. In this scheme, the network is partitioned into
regions or LAs, with each region consisting of one or more cells (Figure 8.12).
The never-update strategy can then be used within each region, with location
update performed only when a user moves out to another region or LA.

One of the advantages of the LA scheme over the time-based scheme
discussed earlier is that location inquiry of a mobile user is limited to
within the LA.

One shortcoming of the static LA scheme is that if a mobile terminal fre-
quently crosses the LA’s boundaries, then there will be excessive, unneces-
sary location updates (Figure 8.13). To overcome this, the boundary of LA

Figure 8.12. Regions Representing Location Areas and Individual Cells
Here there are 4 LAs, each consisting of 16 cells.

Figure 8.13. Oscillating User Location
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1 and LA 2 can be overlapped, as shown in Figure 8.14. Note that the over-
lapping cells can be thicker than two cells or can be just one cell wide. If a
user moves within the overlapping cells, then no location update is per-
formed and the user is deemed to be in one LA only, which depends on
where the user originally comes from.

Note however, that the use of overlapping results in the overlapping
cells having to handle the paging of the LAs in which they are included,
which can be quite high, especially if it involves more than two LAs.

Another problem inherent in the LA strategy is that because location
update is performed at boundary crossings, more signaling traffic is gener-
ated around the boundary cells. Here are a couple of solutions for this
problem:

• Provide extra bandwidth to the boundary cells to compensate for
the extra traffic.

• Assign each mobile user to a group. The network would then have
several groups, with each group having its own LA mapping and
number of users (Figure 8.15). With appropriate parameters to each
group, uniformly distributed location update traffic can be achieved.
However, the use of grouping leads to increased complexity of the
system, both in the planning process, and also in that the network
has to be aware of each user’s group.

Some of the above improvements can also be combined together to give
a hybrid concept. The multilayer concept, introduced in [65] involves the
overlapping (layering) improvement to prevent oscillating location update
and grouping improvement to redistribute location update traffic.

Another variant is proposed in [52], called the two-location algorithm
(TLA). In this strategy, the system uses two LAs, instead of one, for each
mobile user. Each mobile terminal performs a location update only when it
enters a new cell not within the two previously registered LAs. It was found

Figure 8.14. Overlapped Location Areas
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that in the case of high mobility and low call arrival rate, the TLA might sig-
nificantly outperform the standard LA strategy.

The LA planning problem can be defined as the problem of finding an opti-
mal set of LAs, whereby the location management cost (of location update
and location inquiry) is minimized. Minimizing location management cost is
often a major goal for network operators. Unfortunately, most cost formula-
tion (using different movement and call arrival patterns, among other things)
for the LA planning problem results in an optimal formulation that is NP-com-
plete (NP = nondeterministic polynomial). As such, different heuristic and
approximation algorithms have been proposed for solving different versions
of the LA planning problem. One popular algorithm is genetic algorithm (GA),
used for example in [32, 34, 105]. In [34], a GA is used to solve a version of the
LA planning problem. In this version, the location management cost is formu-
lated using average movement between cells and average call arrivals in each
cell. Near optimal solutions to the LA partitioning problem, using simulated
annealing, tabu search (TS), and GA is also described in [24, 25]. Other algo-
rithmic techniques are shown in [12, 17, 21, 22, 26, 58, 79, 97, 103].

8.7.6.2 Dynamic Case. To overcome the shortcoming of the static LA
schemes above, several dynamic variants of the LA scheme have been pro-
posed. One dynamic variant is shown in [80]. Here, each user’s mobility

Figure 8.15. Grouping of Location Areas
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history is used to create individualized LAs for the user. To do this, a set of
counters Nab (that represents the number of transitions the user has made
from cell a to cell b) is maintained for each user. In the LA creation proce-
dure, the user’s current cell is automatically included in the LA. To find the
next cell to be included in the LA, the following procedure is used. First, the
average transition value W (from the current cell to the neighboring cells)
is calculated. Neighboring cells with transition value (Nab) ≥ W is then
added to the LA, in descending order according to its transition value (that
is, neighboring cell with the highest transition value is added first, followed
by the second, and so on). Once the first ring of neighboring cells is added
to the LA, the same procedure is used to calculate the second ring of neigh-
boring cells. The procedure is repeated until the required number of cells
has been included in the LA or no more neighboring cells with known tran-
sition data Nab is left. Using an activity-based mobility model, results show
that this strategy performs better than the static case.

Another variant is proposed in [90], whereby each user’s mobility pat-
terns are used to create individualized LAs (for each user). The proposed
scheme is flexible and can be used in network with arbitrary cell topolo-
gies. Results show the proposed scheme gives better performance than the
distance-based location update scheme.

There is also the method proposed in [1], whereby the design of the LA
is formulated as a combinatorial optimization problem, subject to a con-
straint on the number of cells in the LA. Assuming independent, identically
distributed cell residence time distribution, and shortest distance mobility
model, it was shown that the LA design problem is NP-complete. A greedy
heuristic is then proposed that gives irregular LA shapes. It was then
shown that optimum rectangular LA shapes are a good approximation to
the irregular LA shapes obtained from the greedy heuristic.

8.7.7 Reporting Center

Another location management scheme similar to the LA scheme described
above is suggested in [7]. As in the case for the LA scheme, the reporting
center scheme can be implemented statically or dynamically.

8.7.7.1 Static Case. In the static reporting center method, a subset of
regions in the network is predefined as the reporting centers (Figure 8.16).
Each region can represent an individual cell — in which case a reporting
center corresponds to a reporting cell — or group of cells, such as a LA.
Each mobile terminal performs a location update only when it enters one
of these reporting centers (or reporting cells when each region consists of
a single cell). When a call arrives, the search is confined to the reporting
cell the user last reported and the neighboring bounded nonreporting
cells. For example, in Figure 8.16, if a call arrives for user X, then search is
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confined to the reporting cell the user last reported in and the nonreport-
ing cells marked P. Obviously, certain reporting cells configuration leads to
unbounded nonreporting cells, as shown in Figure 8.17, which one may
want to avoid.

Following from the simple examples above, one can define the reporting
center planning problem as the problem of finding an optimal set of report-
ing centers, such that the location management cost (of location update
and location inquiry) is minimized. The cost formulation may vary depend-
ing, among other things, on the movement and call arrival patterns used. In
a version of the reporting center planning problem [7], it was shown that
finding an optimal set of reporting cells/centers, such that the location
management cost is minimized, is a NP-complete problem. In [88, 89], GA,
TS, and several variants of ant colony algorithm are used to find optimal
and near optimal solutions to the reporting center problem. An evolving
cellular automata system is also experimented in [91]. Other heuristics
and approximation algorithms are implemented in [35, 68].

Because the subset of cells designated as the reporting cells are pre-
defined, the scheme is easy to implement and requires minimal computing
power on the mobile terminal. However, the scheme does not take into
account each mobile user’s mobility and call arrival patterns. For example,
if a mobile terminal frequently moves in and out of a reporting cell, then
there will be excessive, unnecessary location updates.

Figure 8.16. Network with Reporting Cells (Shaded Areas Represent Reporting 
Cells)
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One study shows that this scheme at least performs better than both the
always-update strategy and never-update strategy; a heuristic method to
find near optimal solutions is proposed and the results are compared [35].

8.7.7.2 Dynamic Case. Each mobile user can also be assigned its own
set of reporting centers. One such proposal is considered in [23, 82]. In this
scheme, it is assumed the network has been partitioned into several static
LAs. Using each LA as a region, the set of reporting centers is then individ-
ualized for each mobile user, whereby a mobile terminal decides, upon
entering a LA, whether to perform a location update. The user’s mobility
and call arrival patterns are used to formulate the average location man-
agement cost and the problem is then solved using a GA.

Another similar scheme is proposed in [39], called the probabilistic
location update (PLU) scheme. In this scheme, upon entering a new region
(here, a region is defined as a LA), the mobile terminal will perform a loca-
tion update with probability p. The optimal value for p, which varies
according to the user’s mobility and call arrival patterns, can then be opti-
mized for each individual user. The authors suggest an adaptive control for
the value p, based on the concept of an exponential back-off scheme
described in [27].

Figure 8.17. Network with Reporting Cells and Unbounded Nonreporting Cells
opyright © 2005 by CRC Press



Location Management Techniques for Mobile Computing Environments

AU1971_book.fm  Page 185  Thursday, November 11, 2004  10:08 PM

C

8.7.8 Adaptive Threshold Scheme

This method was proposed in [63, 64] (there is also a similar discussion in
[62]). In this adaptive threshold scheme, location update is performed not
only according to each mobile user’s mobility and call arrival pattern, but
also according to the signaling load currently in the cell. In case of low sig-
naling load, users transmit location updates more frequently.

To implement this scheme, each cell in the network is assigned a regis-
tration threshold level, which would depend, at any time, on the signaling
load within the cell. Each mobile terminal then computes its own threshold
level (according to its own mobility and call arrival pattern). The mobile
terminal then sends an update message when its own threshold or priority
level exceeds that of the cell. It was shown that this method reduces paging
cost in comparison to the time-based method.

8.7.9 Profile-Based

In the method proposed in [69, 93], the system keeps a profile of which
regions each user spends the most time in. Each region can represent an
individual cell, or group of cells, such as a LA. When the user moves out of
its profile’s regions, a location update is performed to inform the system of
its new region. However, while the user is moving around inside its profile’s
regions, no location update is performed.

Due to the profile kept (and maintained) for each user, the location prob-
ability of the user in each of the cells in the profile is also known. As such,
in a search/paging operation (to find the user), the cells in the profile can
be paged sequentially — in order of decreasing location probability — or
in other ways involving the user’s location probabilities (discussed later).

One condition of the scheme is a certain degree of predictability in
users’ movements. In [93], it was shown that introduction of the scheme
results in lower location management costs, when users have medium to
high predictability in their movement.

8.7.10 Compression-Based

In [14], the authors proposed the LeZi-update scheme, which uses the
commonly used Ziv and Lempel compression algorithm [113]. Essentially,
location update is considered as a stream of data to be transferred. The idea
then, is to compress these data, resulting in fewer bits to be transferred.

In the LeZi-update scheme, it is assumed that there is a degree of pre-
dictability in users’ movements. The raw location update scheme consid-
ered is the always-update coupled with periodic (time-based) location
updates. Such combination of updates ensures complete knowledge of
185
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users’ movements, as well as length of time spent on each cell (longer time
spent results in longer character repetition in the stream). Location update
is then performed only when a path is not in the dictionary/profile. When
a call arrives for a user, the system pages the user based on location prob-
abilities information in the profile. For this reason, the mobile station and
the system needs to keep an identical dictionary/profile — the mobile sta-
tion uses it for location updates and the system uses it for location inquiry.

Simulation done in [15] shows that there is performance improvement
when users’ mobility patterns remain stationary for long intervals; the
improvement diminishes otherwise. It was also reported that, using the
location probabilities profile, there are infrequent cases of long exhaustive
searches for a mobile user.

8.7.11 Hybrid Strategies

Some of the individual location update strategies described above can also
be combined to create hybrid strategies. For example, the use of LAs and
time-based strategy is suggested in [44, 94]. Although a location update is
performed when a user crosses a LA boundary, a location update is also
performed periodically within the LAs. This allows the system to recover
users’ locations in case of system failure. Other hybrid strategies are dis-
cussed in [19, 33, 48, 66, 111].

8.8 Location Inquiry Strategies

In the previous section, a number of location updates, and paging/location
inquiry strategies specific to particular location update strategies are dis-
cussed. In this section, general location inquiry strategies are discussed.
These general strategies are applicable to most of the location update
strategies discussed above.

8.8.1 Simultaneous Networkwide Search

In its simplest form, locating a mobile terminal can be done by simulta-
neously paging all the cells within the network. This technique will also take
the least time to locate a mobile terminal. However, this technique will result
in enormous signaling traffic, particularly for moderate to large networks.

It is highly desirable to be able to limit the location inquiry (search oper-
ation) to a set of cells, or region, in the network (e.g., a LA). This is because,
unlike location update, in location inquiry if a cell is paged and no response
is received from the mobile terminal, two possibilities exist:

1. The mobile terminal is not in the paged cell.
2. The mobile terminal is in the paged cell, but the paging signal is not

received by the terminal (e.g., because of interference). That is, the
paging signal is lost.
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In the event that the second reason proved true (remote though it may
be), cells in the network may need to be paged again. If the location possi-
bilities of a mobile terminal can be limited to a region, however, then the
repeat of the search can be confined to the region.

Besides simultaneously paging all the cells in the network (or region/LA
the user is in), sequential paging (i.e., multistep paging) can be used. In
sequential paging, cells (or defined regions) in the network are paged, one
after another, until the required mobile terminal is found. One problem
with multistep paging is the inevitable extra time delay in locating a mobile
terminal, resulting in a lower QoS. Further, in a search operation, the user
may move to a cell already paged previously, necessitating a simultaneous
networkwide (or regionwide) search as a last stage of the search operation
if the user is still not found. This implies that some cells may be paged
twice. However, because such a possibility is remote, the second paging
can be used to cover such a possibility and the possibility that the first pag-
ing signal is lost.

The next few sections discuss and highlight several general, sequential
paging methods. Each of these strategies can be thought of as a variant of
each other as they all belong to the sequential paging methods.

8.8.2 Paging Area

One simple improvement to simultaneously paging all the cells within the
network is to group cells into paging areas (PAs). Cells within each PA are
paged simultaneously. Each PA can then be polled sequentially, until the
required user is found. The size and number of PAs can be adjusted to
accommodate any delay constraint and QoS requirements of the network.
Paging under delay constraints is discussed in [2, 3, 36, 76, 78, 106, 109].

In the PA technique, cells in the network need to be grouped into PAs.
Further, once the cells have been grouped into PAs, the order of PAs’ poll-
ing needs to be determined. Such planning, required on the network oper-
ator, can be time-consuming and expensive. One simple technique would
be to arbitrarily or randomly group cells into several PAs and randomly
assign the PA polling sequence. Beside arbitrary assignment, user’s loca-
tion probabilities can be used. The use of users’ location probabilities is
discussed under the intelligent paging method, discussed later below.

8.8.3 Expanding Ring Paging

In this technique, the last known cell location (or other cells deemed to
have the highest location probability), also called ring 0, of a mobile termi-
nal is paged first. On a miss, all the cells surrounding the last known cell —
ring 1, are paged. This “ring of cell” paging can continue until the required
mobile terminal is found. This ring of cells is illustrated for a hexagonal
configuration network in Figure 8.18.
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From one perspective, this technique can be thought of as an improve-
ment to the PA scheme described above. Using this technique, time-con-
suming page area planning can be avoided. However, the complexity for
this technique can be greater than the PA technique, as the ring must be
computed or predefined for each cell in the network.

To accommodate any delay constraint, a networkwide search may be
used when a user is not found within a specified maximum paging ring.

Besides paging the network ring by ring, a combination of rings can also
be used at each paging step. For example, in the first paging step, ring 0 and
ring 1 can both be paged simultaneously, followed by ring 2, ring 3, and ring
4 in the second paging step, and so on.

8.8.4 Intelligent Paging

Other than the simultaneous networkwide search, the other paging meth-
ods described above sequentially page groups of cells, until the required
user is found. Ideally, we want to page the cells in the order of location
probability (with cells that have the highest probability being paged first).
In a sense, we would need to predict the current location of the user. To do
this, many factors could be taken into account. This includes (but is not
limited to):

• Geographical attraction points for users (e.g., shopping centers,
schools), as well as road conditions (e.g., users on freeway, neigh-
borhood streets) and layout

Figure 8.18. Expanding Ring Paging on Hexagonal Configuration Network
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• User’s mobility pattern
• Time, including time of day (e.g., peak hours), day of week (weekdays

and weekends), as well as seasonal holidays

This extended paging strategy has been studied extensively [2, 6, 10, 11,
13, 37, 41, 45–47, 54, 60, 61, 69, 93, 100, 101, 104]. In the absence of any time
delay constraint (in finding the user), minimum paging cost can be
achieved by sequentially paging each cell in the order of user’s location
probabilities. That is, the cell with the highest probability of finding the
user is paged first, followed by the cell with the second highest location
probability, and so on. In real cellular networks, however, due to time delay
constraints and QoS requirements, only a limited number of paging steps
can be conducted.

A successful find in the first paging operation ensures limited time delay
in finding a mobile terminal, thus maintaining a required QoS. As such, the
probability of success in the first paging step should be sufficiently high
(e.g., 90 percent [54]).

Undoubtedly, the added intelligence leads to a rather complex system
with considerable computing and memory requirement. Besides the added
complexity and requirements on the system, extra storage and processing
is likely to be required on the mobile terminal, which usually has limited
energy reserve and processing power. The ever decreasing costs of storage
and processing power, however, means intelligent paging is becoming a rel-
atively more viable strategy for location management. Very high paging
cost savings have also been reported for the intelligent paging method
[42], as is evident by the high success in the first paging operation.

Note that because an intelligent paging strategy takes into account each
mobile user’s profile (or each class of mobile users), it is clear that such
strategy can be classified as an individualized and dynamic (sequential)
paging strategy. It is also clear, however, that by definition, an individual-
ized strategy requires individual information/profiles of each user, and its
dynamic nature means each profile needs to be maintained and updated
(on a regular basis). The kinds of data kept in the profile, as well as how
such information/profile are obtained, stored, and maintained, directly
affects, and at the same time is influenced by, the paging method imple-
mented. One simple implementation is described below.

In [55], a location accuracy matrix (LAM) is used to take into account
the different factors influencing the mobility of users in real mobile net-
works: attraction points (shopping centers, schools), road conditions, and
layout (freeway, neighborhood streets). Specifically, given the last known cell
location of a mobile user, the location accuracy matrix specifies the average
probability of locating the mobile user in each of the cells in the network. The
LAM is of size n × n, where n is the number of cells in the network. Each row
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in the matrix represents the last known cell location of the user, with each
column entry representing the probability of locating the mobile user in
each cell in the network (given the last known cell location of the user) as
shown in Figure 8.19. To calculate each of these probabilities, paging
responses can be recorded and inputted into the LAM. For example, if a
user’s last known location is cell j, and a response is received from cell k
(that is, the user is in cell k), then the hit counter at (j, k) of the LAM can
be incremented. From these statistics, the location probabilities can be cal-
culated.

8.9 Summary

This chapter provided an overview on location management. The concept
of cost in location management, used for evaluation and comparison pur-
poses, is discussed. Common network topologies, users’ call arrival pat-
terns, and users’ mobility patterns used in network simulation for location
management evaluation purposes, are also discussed.

An overview of basic location update strategies and a number of novel
location update strategies that have been proposed in the literature over
the years are also provided. Performances and drawbacks for several of
the strategies are also discussed.

Finally, general location inquiry/paging strategies, as well as their
advantages and disadvantages are discussed. The simultaneous network-
wide search, PA, and expanding ring paging strategies are general in nature
and should work well with most location update strategies.
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Chapter 9

Locating Mobile 
Objects
Evaggelia Pitoura, George Samaras, and 
Georgia Kastidou 

9.1 Introduction

In distributed computing, the notion of mobility is emerging in many forms
and applications. Increasingly, many users are not tied to a fixed access
point but instead use mobile hardware such as cellular phones or personal
digital assistants. Small devices (e.g., sensors) are mounted on moving
objects such as vehicles or airplanes. Furthermore, mobile software (i.e.,
code or data that move among network locations) offers a new form of
building distributed network-centric applications. In the presence of
mobility, the cost of communicating with a mobile object or invoking it is
augmented by the cost of locating it (i.e., identifying its current location).

Often, mobility is related to wireless mobile computing [9, 14, 32],
because wireless communications allow the free movement of users.
Future personal communication systems (PCSs) will support a huge object
population and offer numerous customer services. In such systems, the
signaling and directory traffic for locating mobile users is expected to
increase dramatically [45]. Thus, deriving efficient strategies for locating
mobile users (i.e., identifying their current location) is an issue central to
wireless mobile computing research.

Besides mobility tied to wireless hardware, data, or code may be relo-
cated among different network sites for reasons of performance or avail-
ability. Mobile software agents [1, 44] are a popular form of mobile soft-
ware. Mobile agents are processes that may be dispatched from a source
computer and be transported to remote servers for execution. Mobile
agents can be launched into an unstructured network and roam around to
accomplish their task [2], thus providing an efficient, asynchronous
method for collecting information or attaining services in rapidly evolving
networks. Other applications of moving software include the relocation of
0-8493-1971-4/05/$0.00+$1.50
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an object’s personal environment to support ubiquitous computing [46] or
the migration of services to support load balancing, for instance the active
transfer of Web pages to replication servers in the proximity of clients [5].

The goal of this chapter is to survey and compare the various location
management mechanisms proposed in the literature for storing, querying,
and updating the location of both hardware and software mobile objects.
The emphasis is on the underlying system architectures.

The remainder of this chapter is structured as follows:

• Section 9.2 introduces the location management problem and a tax-
onomy of the various approaches to its solution. 

• Section 9.3 presents the basic architectures proposed.
• Section 9.4 discusses the main optimization techniques, such as

caching and location forwarding that can be applied to the basic
architectures to improve their efficiency. 

• Section 9.5 introduces a detailed taxonomy of the proposed
approaches.

• Section 9.6 presents concrete examples of location management
protocols used in Mobile IP, Globe, and two mobile agents systems
— Ajanta and Voyager®. 

• Section 9.7 concludes the chapter.

9.2 Location Management

In mobile distributed computing, mobile objects (i.e., mobile software,
data, or users using wireless hardware) may relocate from one location to
another. Although, the emphasis in this chapter is on objects moving
among networks sites, the approaches presented also apply to objects
moving in physical space. Although in the former case, location corre-
sponds to a network address (network point of attachment), in the latter
case, location is most often specified by the spatial coordinates of the
object. We shall use the term location to refer to both cases.

The exact mechanisms for locating a mobile object depend on the
underlying network architecture. In cellular digital architecture as well as
in wireless LAN technologies, the network configuration consists of fixed
backbone networks extended with a number of mobile objects (called
mobile hosts (MHs) in this context) communicating directly with station-
ary transceivers called mobile support stations or base stations. The area
covered by an individual transceiver’s signal is called a cell. Each mobile
host can communicate with other hosts, mobile or fixed, only through the
base station of the cell in which it resides. In this case, to locate a mobile
object, the current cell must be found. In other applications, such as in the
case of mobile agents, locating an agent reduces to specifying the address
of the machine that is currently hosting it. Finally, mobile objects may be
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equipped with location sensing devices. The most widely known location
sensing system today is the global positioning system (GPS) [10, 11]. GPS
enables objects equipped with a relatively cheap transceiver to deduce
their latitude, longitude, and altitude with accuracy of a few meters. These
spatial coordinates are computed based on time-of-flight information
derived from radio signals broadcast by a constellation of satellites in
earth’s orbit. In this case, location refers to such information.

To efficiently locate an object, that is, identify its current position (in
space or in a computer network), related information may be stored at
databases at specific network sites. We call such databases that store the
location of moving objects location directories. In abstract terms, location
management involves two basic operations — lookups and updates. A
lookup is invoked each time there is a need to locate a mobile object, in
order, for example, to communicate with it, interchange data, or computa-
tion. Updates of the location of a mobile object stored in the location direc-
tory are initiated when the object moves.

To balance the cost of lookups against the cost of updates, the quality of
the stored location information for an object varies. In particular, various
approaches compromise the availability, precision, or currency of the loca-
tion information stored for each mobile object (Figure 9.1).

In terms of availability, choices range between saving (replicating) the
location of each mobile object at all network sites to not storing the loca-
tion at all. In between these two approaches, location information may be
maintained selectively at one or more specific network sites. There is a
wide range of selection criteria for the sites that are used for saving location

Figure 9.1. Dimensions of Quality of the Stored Location Information for a 
Mobile Object

Always update

Exact
location

Set of
locations

Whole address
space

Precision

Availability

All sites

No site

Currency

Never update

opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

                       

AU1971_book.fm  Page 200  Thursday, November 11, 2004  10:08 PM

C

200

information for each user. For example, a choice may be to save the loca-
tion of objects at the sites of their frequent callers.

Precision of location information refers to the granularity of the location
information stored for each object. This may vary from maintaining the
exact location to maintaining a wider region or a set of possible locations.
In the case in which either a set of potential locations or a wider region is
stored, there is need to search for the object either in each of the specified
locations or inside the region.

Currency refers to when the stored location information is updated. For
instance, for a highly mobile object, it may make sense to defer updating its
stored location every time the object moves. Potential policies for initiat-
ing updates include a time-based, a movement-based, and a distance-based
policy [7]. In the time-based update policy, the stored location for each
mobile object is updated periodically every T time units. In the move-
ment-based update policy, the stored location is updated after the object
has performed a predefined number of moves. Finally, in the dis-
tance-based (or dead-reckoning [36]) update policy, the stored location is
updated when the distance of the stored location from the actual location
of the object exceeds a predefined threshold value D. Analytical perfor-
mance results show that distance-based update policies outperform the
other policies in most cases. However, distance-based approaches are
more difficult to implement because they require knowing and computing
a distance function.

When precise and current location information is stored at every net-
work site, locating an object reduces to just querying the local location
directory. On the other hand, each time the location of the object changes,
a large number of associated location directories must be updated. At the
other extreme, when no information about the location of the object is
stored at any directory, to locate a mobile object, a global search for the
object must be initiated. However, in this case, when an object moves,
there is no cost associated with updating location directories. In general,
when there is no current or precise information about the location of the
object available locally, locating the object involves a combination of some
search procedure and a number of queries posed to an appropriate set of
location directories.

Besides the efficient support of location lookups and updates, a chal-
lenging issue is the management of more advanced location queries. Exam-
ples of such queries include finding the nearest service when the service or
the user is mobile or queries that refer to future time, such as “find all
objects that will enter a specified region within the next hour”. To this end,
a database management system (DBMS) with extended support for spa-
tiotemporal data may be used as a location directory. This is an issue
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attracting much current research and is beyond the scope of this chapter;
the interested reader is referred to [47] and other chapters of this book.

9.3 Architectures of Location Directories

In this section, we describe the basic architectures of location directories.
The simplest approach is to maintain a centralized location directory in
which to store the location of all mobile objects. Such an approach does
not scale with the number of objects and their degree of distribution. Fur-
thermore, it suffers from a single point of failure. Thus, the two most com-
mon approaches are a two-tier scheme, in which the current location of
each mobile object is maintained at two network sites, and a hierarchically
structured distributed location directory, in which the address space is
hierarchically decomposed into subregions.

9.3.1 Two-Tier Scheme

In the two-tier approach, a home directory, called Home Location Register
(HLR) is associated with each mobile object. The HLR is located at a site
(network location, geographical region, or cell) prespecified for each
object. It maintains the current location of the object. The lookup and
update procedures are simple. To locate an object, its HLR is identified and
queried. When an object x moves to a new location, its HLR is contacted
and updated to maintain the new location.

As an enhancement to the above scheme, Visitor Location Registers
(VLRs) are maintained at each site. The VLR at a site i stores the identifiers
of all objects currently located at site i. When a lookup for an object x is
issued at a site i, the VLR at site i is queried first and only if the object is not
found there, is the HLR of x contacted. When an object x moves from site i
to site j, in addition to updating x’s HLR, the entry for x is deleted from the
VLR at site i and a new entry for x is added to the VLR at site j.

The two prevailing existing standards for cellular technologies, the Elec-
tronics Industry Association/Telecommunications Industry Association’s
(EIA/TIA) Interim Standard 41 (IS-41) commonly used in North America and
the Global System for Mobile Communications (GSM) used in Europe, both
support carrying out location strategies using HLRs and VLRs [26].

One problem with the home location approach is that the assignment of
the home register to a mobile object is permanent. Thus, long-lived objects
cannot be appropriately handled, because their home location remains
fixed even when the objects permanently move to a different region.
Another drawback of the two-tier approach is that it does not scale well
with highly distributed systems where sites are geographically widely dis-
persed. To contact an object, the possibly distant home location must be con-
tacted first. Similarly, even a move to a nearby location must be registered at
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a potentially distant home location. Thus, locality of moves and lookups is
not taken advantage of.

9.3.2 Hierarchical Scheme

Hierarchical location schemes extend two-tier schemes by maintaining a
hierarchy of location directories. In this hierarchy, a location directory at
a higher level contains location information for objects located at levels
below it. Usually, the hierarchy is tree-structured. In this case, the location
directory at a leaf serves a single site (cell) and contains entries for all
objects residing in this site. A directory at an internal node maintains infor-
mation about objects registered in the set of sites in its subtree. For each
mobile object, this information is either a pointer to an entry at a lower
level directory or the object’s actual current location. In cellular architec-
tures, the directories are usually interconnected by the links of the intelli-
gent signaling network, e.g., a Common Channel Signaling (CCS) network.
For instance, in telephony, the directories may be placed at the telephone
switches. It is often the case that the only way that two sites can commu-
nicate with each other is through the hierarchy; no other physical connec-
tion exists among them.

The type of location information maintained in the location directories
affects the relative cost of updates and lookups as well as the load distri-
bution among the links and nodes of the hierarchy. We consider two cases:

1. Internal nodes that keep pointers to the appropriate lower level
directory

2. Internal nodes that maintain the exact location of the objects 

We use the term LCA(i, j) to denote the least common ancestor of node i
and node j.

Let us discuss first the case of keeping at all internal directories pointers
to lower level directories. For example, in Figure 9.2 [left] for an object x
residing at site (cell) 18, there is an entry in the directory at node 0 pointing
to the entry for x in the directory at node 2. The entry for x in the directory
at node 2 points to the entry for x in the directory at node 6, which in turns
points to the entry for x in the directory at node 18. When object x moves
from site i to site j, the entries for x in the directories along the path from j
to LCA(i, j ) and from LCA(i, j ) to i are updated. For instance, when object
x moves from 18 to 20, the entries at node 20, node 7, node 2, node 6, and
node 18 are updated. Specifically, the entry for x is deleted from the direc-
tories at node 18 and node 6, the entry for x at the directory at 2 is updated,
and entries for x are added to the directories at node 7 and node 20. When
a lookup is initiated at site i for an object x located at site j, the lookup pro-
cedure queries directories starting from node i proceeding up the tree until
the first entry for x is encountered. This happens at node LCA(i, j ). Then,
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the lookup procedure proceeds downward following the pointers to node
j. For instance, a lookup placed at site 21 to object x located at node 18 (Fig-
ure 9.2 [left]), queries directories at node 21 and node 7 and finds the first
entry for x at node 2. Then, it follows the pointers to node 6 and node 18.

Let us now consider the case of directory entries that maintain the
actual location of each object. Then, for object x registered at 18 (Figure 9.2
[right]), there are entries in the directories at node 0, node 2, node 6, and
node 18, each containing a pointer to location 18. In this case, a move from
site i to site j causes the update of all entries along the paths from j to the
root and from the root to i. For example, a relocation of object x from site
18 to site 20 involves the entries for x at 20, 7, 0, 2, 6, and 18. After the
update, entries for x exist in the directories located at node 0, node 2, node
7, and node 20, each containing a pointer to 20 and the entries for x in the
directories at node 6 and node 18 are deleted. On the other hand, the cost
of a lookup from node i to an object located at node j is reduced, because
once the LCA(i, j ) is reached, there is no need to query the directories on

Figure 9.2. Hierarchical Location Scheme
Location directories’ entries at the left are pointers at the lower level directories 
and location directories’ entries at the right are actual locations.
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the downward path to j. For example, a lookup from node 21 to object x
(Figure 9.2 [right]) queries directories at node 21, node 7, node 2, and then
node 18 directly (without querying the directory at node 6).

When hierarchical location directories are used, there is no need for
binding an object to a HLR. The object can be located by querying the
directories in the hierarchy. In the worst case, an entry for the object will
be found in the directory at the root.

A hybrid scheme using both hierarchical entries and preassigned HLRs
is also possible. Assume that directory entries are maintained only at
selective nodes of the hierarchy and that a HLR is used. In this case, a
lookup originating from site i for an object x starts searching for the
requested object from site i. It proceeds following the path from i to the
LCA of i and the x’s HLR and then moves downward to x’s HLR, unless an
entry for x is found in any directory on this path. If such an entry is encoun-
tered, it is followed instead [45].

The hierarchical scheme leads to reductions in communication cost
when most calls and moves are geographically localized. In such cases,
instead of contacting the HLR of the object that may be located far away
from the object’s current location, a small number of location directories in
the object’s neighborhood are accessed. However, the number of location
directories that are updated and queried increases relative to the two-tier
scheme.

Another problem with the hierarchical schemes is that the directories
located at higher level of the hierarchy must handle a relatively large num-
ber of messages. Furthermore, they store more entries than nodes at lower
levels. One solution is to partition the directories at the high-level nodes
(e.g., at the root) into smaller directories at subnodes so that the entries of
the original directory are shared appropriately among the directories at
the subnodes [40, 41].

Table 9.1 summarizes some of the pros and cons of the hierarchical
architectures when compared with the two-tier architecture.

Table 9.1. Summary of Pros (+) and Cons (–) of Hierarchical Architectures

(+) No preassigned HLR

(+) Support for locality

(–) Increased number of operations in terms of both network messages and 
location directory accesses (lookup and update operations)

(–) Increased processing load and storage requirements at the higher levels of the 
hierarchy
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9.4 Optimizations of the Architectures

In this section, we describe a number of enhancements of the two basic
architectures of location directories: namely partitions, caching, replica-
tion, and forwarding pointers. These approaches are orthogonal to each
other in the sense that they can be combined to improve performance fur-
ther. In the following, we use the term requestor object to denote the object
that initiates a lookup for a mobile object and the term requested object for
the object whose location is sought. We first introduce an important metric
called call to mobility ratio.

9.4.1 Call to Mobility Ratio

A parameter that affects the performance of most location management
schemes is the relative frequency of move and lookup (or call) operations
of each object. This is captured by the call to mobility ratio (CMR). Let Ci

be the expected number of searches for object Pi over a time period T and
Ui the number of moves made by Pi over T, then:

CMRi = Ci /Ui.

Another important parameter is the local call to mobility ratio, LCMRi,j,
that also involves the site of the requestor object. Let Ci,j be the expected
number of calls made from site j to an object Pi over a time period T, then
the local call to mobility ratio LCMRi,j is defined as:

LCMRi,j = Ci,j /Ui.

For hierarchical location schemes, the local call to mobility ratio
(LCMRi,j) for an internal node j is extended as follows:

LCMRi,j = Σk LCMRi,k

where k is a child of j. That is, the LCMR for an object Pi and an internal
node j is the ratio of the number of lookups for Pi originated from any site
at j’s subtree to the number of moves made by Pi.

9.4.2 Partitions

To avoid maintaining location entries at all levels of the hierarchy, and at
the same time reduce the search cost, partitions are deployed [4]. The par-
titions for each object are obtained by grouping the sites (cells) among
which the object moves frequently and separating the sites between which
it relocates infrequently. Thus, partitions exploit locality of movement. Par-
titions can be used in many ways. We describe next one such parti-
tion-based strategy.

For each partition, the information whether the object is currently in the
partition is maintained at the LCA of all sites in the partition, called the rep-
resentative of the partition. The representative knows that an object is in
its partition but not its exact location [4]. This information is used during
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a flat search (i.e., top-down search starting from the root) to decide which
subtree in the hierarchy to search. Thus, partitions reduce the overall
search cost as compared to flat searches. There is an increase however on
the update cost: when an object crosses a partition, the representatives of
its previous and new partitions must be informed. For example, assume
that object x often moves inside four different sets of sites (i.e., partitions)
and infrequently between these sets. Let the sites of each partition be {10,
12, 14, 15}, {16, 18}, {19, 20, 21} and {22, 23, 25, 26, 27} (Figure 9.3). The rep-
resentative node of each partition is highlighted. When object x is at node
14 in partition 1, the representative of the associated partition, node 1,
maintains the information that the user is inside its partition. When x
moves to node 16, that is, outside the current partition, both node 1, the
representative of the old partition, and node 6, the representative of the
new partition, are updated to reflect the movement.

9.4.3 Caching

In two-tier architectures, every time a lookup for the location of an object
x is initiated, x’s location is cached at the VLR at the requestor’s site, so
that any subsequent lookups of x originated from this site can reuse this
information [18]. To locate an object, the cache at the VLR of the
requestor’s site is queried first. If the location of the requested object is
found at the cache, then a query is launched to the indicated location with-
out contacting the object’s HLR. Otherwise, the HLR is queried.

Figure 9.3. Four Partitions (P1, P2, P3, and P4)
The IN entry at node 1 indicates that object x is in partition P1.
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A problem associated with caching is that, when an object moves, its
cached location becomes obsolete. There are two basic approaches to
cache updates — eager and lazy caching.

In eager caching, every time an object moves to a new location, all cache
entries for this object’s location are updated. Thus, the cost of move oper-
ations increases for those objects whose location is cached. In this type of
caching, the locations of the cache entries for an object’s location must be
known globally for the updates to be initiated. This leads to scalability prob-
lems as well as making the scheme susceptible to fault tolerance problems.

In lazy caching, a move operation signals no cache updates. Then, when
at lookup, a cache entry is found there are two cases: 

1. The object is still in the indicated location and there is a cache hit.
2. The object has moved out, in which case a cache miss is signaled. 

In the case of a cache miss, the usual procedure is followed: the HLR is con-
tacted and after the call is resolved, the cache entry is updated. Thus, in
lazy caching, the cached location for any given object is updated only upon
a miss. The basic overhead involved in lazy caching is in cases of cache
misses, because the cached location must be visited first. So, for lazy cach-
ing to produce savings over the noncaching scheme, the hit ratio p for any
given object at a specific site must exceed a hit ratio threshold:

p = CH/CB

where CH is the cost of a lookup when there is a hit and CB the cost of the
lookup in the noncaching scheme. Among other factors, CH and CB depend
on the relative cost of querying HLRs and VLRs. A performance study for
lazy caching is presented in [12, 18] for a given signaling architecture.

The hit ratio for the cache of the object’s i location at site j can also be
directly related to the LCMRi,j of the object [18]. For instance, when the
incoming calls follow a Poisson distribution with arrival rate λ and the
intermove times are exponentially distributed with mean µ, then p = λ/(λ + µ)
and the minimum LCMR, denoted LCMRT, required for caching to be bene-
ficial is found to be LCMRT = pT /(1 – pT). So, caching can be selectively done
per object i at site j, when the LCMi,j is larger than the LCMRT bound. In gen-
eral, this threshold is lower when objects accept calls more frequently
from objects located nearby.

Another approach to cache invalidation, suggested in [24], is to con-
sider cache entries obsolete after a certain time period. To determine when
a particular cache should be cleared, a threshold T is used. T is dynami-
cally adapted to the current call and mobility patterns such that the overall
network traffic is reduced.
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When the cache size is limited, cache replacement policies, such as
replacing the least recently used (LRU) location, may be used. Another
issue is how to initialize the cache entries. Object profiles and other types
of domain knowledge may be used to initially populate the cache with the
locations of the objects most likely to be requested. Finally, although in the
approach we have described, caching is performed on a per object basis
(i.e., the cache maintains the address of the object last requested), another
approach is to apply a static form of caching. For instance, one may cache
the addresses of a certain group of objects or certain parts of the network
where the objects’ CMRs are known to be high on average.

Caching techniques can also be deployed to exploit locality of calls in
hierarchical architectures. Recall that in hierarchical architectures, when a
lookup is initiated from site i to object x located at site j, the search proce-
dure traverses the tree up from i to LCA(i, j ) and then down to j. We also
consider an acknowledgment message that returns from j to i. To support
caching, during the return path, a pair of bypass pointers, called forward
and reverse, is created [16]. A forward bypass pointer is an entry at an
ancestor of i, say s that points to an ancestor of j say t; the reverse bypass
pointer is from t to s. During the next lookup from site i to object x, the
lookup message traverses the tree up until s is reached. Then, the message
travels to directory t either via LCA(i,j) or via a shorter route if such a route
is available in the underlying network. Similarly, the acknowledgment mes-
sage can bypass all intermediate pointers on the path from t to s. For exam-
ple, let a lookup be placed from site 13 to object x at site 16 (Figure 9.4). A
forward bypass pointer is set at node 1 pointing to node 6; the reverse
bypass pointer is from 6 to 1. During the next lookup from site 13 to object
x, the search message traverses the tree from node 13 up to node 1 and
then at node 6, either through LCA(1,6), that is node 0, or via a shorter
path. In any case, no queries are posed to directories at node 0 and node 2.

The level of node s and node t where the bypass pointers are set varies.
In simple caching, s and t are both leaf nodes, although in level caching, s
and t are nodes belonging to any level and possibly each to a different one
(as in the previous example). Placing a bypass pointer at a high-level node
s makes this entry available to all lookups originated from sites at s’s sub-
tree. However, lookups must traverse a longer path to reach s. Placing the
pointer to point to a high-level node t increases the cost of lookup, because
to locate an object, a longer path from t to the leaf node must be followed.
On the other hand, the cache entry remains valid as long as the object
moves inside t’s subtree. An adaptive scheme can be considered to set the
levels of s and t dynamically.

Caching is orthogonal to partitions. In fact, in [40, 41] caching is used in
conjunction with partitions. In particular, instead of caching the current
location of the requested object, the location of its representative is
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cached. For example, assume that partitions are defined as in Figure 9.3
and object x is at node 14. Let a lookup be placed for object x. Instead of
caching location 14 (or a pointer to it), location 1 (e.g., the representative
of the current partition) is cached. This significantly reduces the cost of
cache updates, because a cache entry becomes obsolete only when an
object moves outside the current partition.

9.4.4 Replication

To reduce the lookup cost, the location of specific objects may be repli-
cated at selected sites. Replication reduces the lookup cost, because it
increases the probability of finding the location of the requested object
locally as opposed to issuing a high latency remote lookup. On the other
hand, the update cost incurred increases considerably, because replicas
must be consistent every time the object moves.

In general, the location of an object i should be replicated at a site j, only
if the replication is judicious, that is the savings due to replication exceed
the update cost incurred. As in the case of caching, the benefits depend on
the LCMR. Intuitively, if many lookups of i originate from site j, then it
makes sense to replicate i at j. However, if i moves frequently, then replica
updates incur excessive costs. Let α be the cost savings when a local
lookup (i.e., a query of the local VLR) succeeds as opposed to a remote

Figure 9.4. Caching in Hierarchical Location Schemes
For simplicity, the acknowledgment message is not shown; it follows the reverse 
route of the lookup procedure.
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query and β the cost of updating a replica, then a replication of the location
of object i at site j is judicious if:

α*Ci,j ≥ β*Ui, (9.1)

where Ci,j is the expected number of calls made from site j to i over a time
period T and Ui the number of moves made by i over T.

In addition to cost, the assignment of replicas to sites must take into
account other parameters, such as the service capacity of each directory
and the maximum memory available for storing replicas. The replication
sites for each object may be kept at its HLR. Besides location information,
other information associated with mobile objects may also be replicated
[38]. Instead of the exact location of an object, more coarse location infor-
mation (e.g., the object’s current partition) may be replicated. The coarse-
ness or granularity of location replicas presents location schemes with a
trade-off between the update and the lookup costs. If the information rep-
licated is coarse, then it needs to be updated less frequently in the expense
of a higher lookup resolution cost.

Choosing the network sites at which to maintain replicas of the current
location of a mobile object resembles the file allocation [8] and the direc-
tory allocation [29] problem. These classical problems are concerned with
the selection of sites at which to maintain replicas of files or directory par-
titions. The selection of sites is based on the read/write pattern of each file
or partition, that is the number of read and write operations issued by each
site. In the case of location management, this corresponds to the
lookup/update pattern of an object’s locations. However, most schemes for
file or directory allocation are static: they are based on the assumption
that the read/write pattern does not change. The Adaptive Data Replica-
tion (ADR) algorithm [48] presents a solution to the general problem of
determining an optimum in terms of the communication cost set of replica-
tion sites for an object in distributed computing when the object’s
read/write pattern changes dynamically.

The objective of the per object profile approach [39] is to minimize the
total cost of moves and lookups, while maintaining constraints on the max-
imum number ri of replicas per object Pi and on the maximum number pj of
replicas stored in the directory at site Zj. Let M be the number of objects
and N be the number of sites. A replication assignment of an object’s profile
Pi to a set of sites R(Pi) is found, such that the system cost expressed as the
sum:

β * * ,
, ( )

U a Ci i j
j Z R P

M

i

N

j i

−( )
= ∈= ∑∑ 11
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is minimized and any given constraints on the maximum number of repli-
cas per directory at each site and on the maximum number of replicas per
object are maintained.

The working set method [34] relies on the observation that each object
communicates frequently with a small number of other objects, called its
working set, thus it makes sense to maintain copies of its location at the
members of this set. The approach is similar to the per object replication
except from the fact that no constraints are placed on the directory stor-
age capacity or the number of replicas per user. Consequently, the decision
to provide the information of the location of a mobile object Pi at a site Zj

can be made independently by each object Pi. Specifically, inequality (9.1)
is evaluated locally at the object each time at least one of the quantities
involved in the inequality changes.

In hierarchical architectures, in addition to leaf nodes, the location of a
mobile object may be selectively replicated at internal nodes of the hierar-
chy. As in the replication schemes for two-tier architectures, the location of
an object should be replicated at a node only if the cost of replication does
not exceed the cost of nonreplication. However, in a hierarchical location
directory scheme, if a high LCMR value is the determining factor for select-
ing replication sites, then the directories at higher levels will tend to be
selected as replication sites over directories at lower levels, because they
possess much higher LCMR values. In particular, if a directory at level j is
selected, all its ancestors are selected as well. Recall that the LCMR for an
internal node is the sum of the LCMRs of its children. Such a selection
would result in excessive update activities at higher level directories. To
compensate, replication algorithms for hierarchical directories must also
set some maximum level of the hierarchy at which to replicate. To this end,
Hiper proposed in [19] is a family of location management techniques with
four parameters — Nmax, Smin, Smax, and L — where Nmax determines the max-
imum number of replicas per object, Smin and Smax together determine when
a node may be selected as a replication site, and L determines the maxi-
mum level of the hierarchy at which replicas can be placed.

9.4.5 Forwarding Pointers

When the number of moves that an object makes is large relative to the
number of lookups for its location, it may be too expensive to update all
directory entries holding its location each time the object moves. Instead,
entries may be selectively updated and lookups directed to the current loca-
tion of an object through the deployment of forwarding pointers (Figure 9.5).

In particular, in the case of two-tier architectures, if the mobility of an
object is high while it is located far way from its HLR, an excessive amount of
messages is transmitted between the serving VLR and the HLR. Thus, to
211
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reduce the communication overhead, as well as the query load at the HLR,
the entry in x’s HLR is not updated each time the mobile object x moves to
a new location [17]. Instead, at the VLR at x’s previous location, a forward-
ing pointer is set up to point to the VLR in the new location. Now, lookups
for a given object will first query the object’s HLR to determine the first
VLR at which the object was registered and then follow a chain of forward-
ing pointers to the object’s current VLR. To bind the time taken by the
lookup procedure, the length of the chain of forwarding pointers is allowed
to grow up to a maximum value of K. An implicit pointer compression also
takes place when loops are formed as objects revisit the same areas.
Because the approach is applied on a per object basis, the increase in the
cost of call operations affects only the specific object.

The pointer forwarding strategy, as opposed to replication, is useful for
those objects that receive calls infrequently relative to the rate at which
they relocate. Clearly, the benefits of forwarding depend also upon the cost
of setting up and traversing pointers relative to the costs of updating and
contacting the HLR.

A method for dynamically determining whether to update the HLR or
not is proposed in the local anchoring scheme [13], where a pointer chain
length of, at most, one is maintained. For each mobile object, a VLR close
to it is selected as its local anchor (LA). In some cases, the LA may be the

Figure 9.5. Example of Forwarding Pointers (Entries Are Pointers to Lower 
Level Directories)
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same as its serving VLR. Otherwise, the LA maintains a forwarding pointer
to the current VLR of the object. For each object, the HLR maintains its
serving LA. To locate a mobile object, the HLR is queried first and then the
associated LA is contacted. If the LA happens to be the serving VLR, no fur-
ther querying is necessary, otherwise the forwarding pointer is used to
locate the object. After a lookup resolution, the HLR knows the current
location of the requested mobile object; therefore, the HLR is always
updated after a lookup to record the current VLR. Depending on whether
the HLR is updated upon a move, two schemes are proposed — static and
dynamic local anchoring. In static local anchoring, the HLR is never
updated at a move. In dynamic local anchoring, the serving VLR becomes
the new LA if this will result in lower expected costs.

To reduce the update cost, forwarding pointer strategies may be also
deployed in the case of hierarchical architectures. In a hierarchical loca-
tion scheme, when a mobile object x moves from site i to site j, entries for
x are created in all directories on the path from j to LCA(j, i) and the entries
for x on the path from LCA(j, i) to i are deleted. Using forwarding pointers,
instead of updating all directories on the path from j through LCA(j, i) to i,
only the directories up to a level m are updated. In addition, a forwarding
pointer is set from node s to node t, where s is the ancestor of i at level m
and t is the ancestor of j at level m (Figure 9.5). As in caching, the level of s
and t can vary. In simple forwarding, s and t are leaf nodes, although in level
forwarding, s and t can be nodes at any level. A subsequent lookup reaches
x through a combination of directory lookups and forwarding pointer tra-
versals.

Take for example, object x located at node 14 that moves to node 17
(Figure 9.5). Let level m = 2. A new entry for x is created in the directories
at node 17, node 6, and node 2, the entries for x in the directories at node
14 and node 5 are deleted, and a pointer is set at x’s entry in the directory
at node 1 pointing to the entry of x in the directory at node 2. The entry for
x at node 0 is not updated. When an object, say at site 23, lookups object
x, the search message traverses the tree from node 23 up to the root node
0 where the first entry for x is found, then goes down to 1, follows the for-
warding pointer to 2, and traverses down the path from 2 to 17. On the
other hand, a lookup initiated by an object at 15 results in a shorter route:
it goes up to 1, then to 2, and follows the path down to 17.

Forwarding techniques can also be deployed for hierarchical architec-
tures in which the entries of the internal nodes are actual addresses, rather
than pointers to the corresponding entries in lower level directories. The
example above is repeated in Figure 9.5 for the case in Figure 9.6. Entries
for x are updated up to level m = 2 and a forwarding pointer at leaf node 14
is set to redirect calls to the new location 17. Such an architecture with
213
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internal nodes storing actual addresses, rather than tree pointers, is con-
sidered in [23], where a performance analysis of forwarding is presented.
Besides forwarding, the scheme in [23] also supports caching: leaf caching
(i.e., caching the address of the requested object only at the site of the
requestor) called jump updates and level caching (i.e., caching the address
of the requested object at all nodes on the search path) called path com-
pression.

Obsolete entries in directories at levels higher than m (e.g., the entry at
node 0 in Figure 9.5 and Figure 9.6) may be updated after a successful
lookup. Another possibility for updates is for each node to send a location
update message to the location servers on its path to the root during
off-peak hours.

To avoid the creation of long chains of forwarding pointers, some form
of pointer reduction is necessary. To reduce the number of forwarding
pointers, a variation of caching is proposed in [31]. After a lookup to object
x, the actual location of the object is cached at the first node of the chain.
Thus, any subsequent calls to x directed to the first node of the chain use
this cache entry to directly access the current location of x, bypassing the
forwarding pointer chain. Besides, this form of caching that reduces the
number of forwarding pointers that need to be traversed to locate an
object, the directory hierarchy must also be updated to avoid excessive
lookup costs. Besides deleting forwarding pointers, this also involves the

Figure 9.6. Example of Forwarding Pointers (Entries Are Actual Locations)
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deletion of all entries in internal directories on the path from the first node,
i, of the chain to the LCA of i and the current location, j, and the addition
of entries in internal directories on the path from the LCA to j. Take for
example, chain 11 → 18 → 26 → 14 that resulted from object x moving from
node 11 to node 18, node 26, and node 14, in that order. The entries for x at
node 11, node 18, and node 26 are deleted. Then, the entries in higher level
directories leading to 11 are also deleted. In particular, the entry for x at 4
is deleted and entries are set at node 1 and node 5 leading to node 14, the
new location (Figure 9.7). Two conditions for initiating updates are pro-
posed and evaluated based on setting a threshold either on the number of
forwarding pointers or on the maximum distance between the first node of
the chain and the current location.

Forwarding pointer techniques find applications in mobile software sys-
tems to maintain references to mobile objects, such as in the Experimental
Machine Example-based Reasoning and Learning Disciple (EMERALD) sys-
tem and in Storage Service Provider (SSP) chains. EMERALD [21] is an
object-based system in which objects can move within the system. SSP
chains [37] are chains of forwarding pointers for transparently migrating
object references between processes in distributed computing. The SSP
chain shortcutting technique is similar to the simple update at calls
method.

9.5 Taxonomy and Location Management Techniques

The techniques proposed in the previous sections are based on exploiting
knowledge about the lookup and moving behavior of mobile objects. Basi-
cally, two characteristics are considered — stability of lookups and moves

Figure 9.7. An Example of Pointer Purging
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and locality of moves and lookups. Stability in the case of lookups means
that most lookups for each object originate from the same set of locations,
for example, a mobile user may receive most calls from a specific set of
friends, family, and business associates. Stability of moves refers to the fact
that objects tend to move inside a specific set of regions. For instance,
mobile users may follow a daily routine: drive from their home to their
office, visit a predetermined number of customers, return to their office,
and then back to their home. This pattern can change, but remains fixed for
short periods of time. Locality refers to the fact that local operations are
common. In particular, in the case of lookups, an object frequently receives
requests from nearby places, but in the case of moves, the object moves to
neighbor locations more often than to remote ones.

Another determinant factor in designing location techniques is the rela-
tive frequency of lookups and moves expressed in the form of an appropri-
ate CMR. In general, techniques tend to decrease the cost of either the
move or lookup operation in the expense of the other. Thus, the CMR deter-
mines the efficacy of the technique. Figure 9.8 summarizes the various
techniques that exploit locality, stability, and CMR. These techniques are
orthogonal; they can be combined with each other.

Besides developing techniques for the efficient storage of location infor-
mation, the advancement of models of movement can be used in guiding
the search for the current location of a mobile object (see for example, [3,
35]), when the stored information about its location is not current or pre-
cise. For instance, potential locations may be searched in descending
order of the probability of the object being there.

An important parameter of any lookup and movement model is time.
The models should capture temporal changes in the movement and lookup
patterns and their relative frequency as they appear during the day, the
week, or even the year. For instance, the traffic volume in weekends is dif-
ferent than that during a workday. Thus, dynamic adaptation to the current
pattern and ratio is a desirable characteristic of location techniques.
Another issue is the basis on which each location technique is employed.
For instance, a specific location technique may be employed on a per
object basis. Alternatively, the technique may be adopted for all objects or
for a group of objects based either on their geographical location (i.e., all
objects in a specific region), on their mobility and lookup characteristics
(i.e., all objects that receive a large number of lookups) or a combination of
both.

Table 9.2 and Table 9.3 summarize, respectively, the variations of the
two-tier and hierarchical location scheme and their properties.

Finally, another parameter that affects the deployment of a location
strategy is the topology of network sites, how they are populated, and their
opyright © 2005 by CRC Press



Locating M
obile O

bjects

217

Figure 9.8. Techniqu Stability, and Call to Mobility Ratio

y

Lookups

Cache (replicate) at frequ

ical
res

Relative Frequency of Moves and Lookups (LCMR)

Small LCMR

Partial updates–forward pointers Cache-Replicate

Large LCMR

A
U

1971_book.fm
  Page 217  T

hursday, N
ovem

ber 11, 2004  10:08 PM

Copyright © 2005 by CRC Pres
es along the Dimensions of Locality, 

Pattern of Moves and Lookups

Stability Localit

Moves

ent requestors Partition the locations

Hierarch
Structu

s



MOBILE COMPUTING HANDBOOK

AU1971_book.fm  Page 218  Thursday, November 11, 2004  10:08 PM

C

218

geographical connectivity. How the strategy scales with the number of
mobile objects, location operation, and geographical distribution is also an
important consideration.

9.6 Case Studies

In this section, we present some example location management mecha-
nisms, namely, the Mobile IP protocol that has been used for locating
mobile hardware computing devices, the location mechanism of the Globe
distributed system, and the location mechanisms of two mobile agent sys-
tems — Ajanta and Voyager.

9.6.1 Mobile IP

Mobile IP [27, 30] is a modification to wireline Internet Protocol (IP) that
allows mobile devices (for simplicity, we shall call them nodes) to contin-
uously receive messages independently of their point of attachment to the
Internet. Mobile IP is designed within the Internet Engineering Task Force
(IETF) and is outlined in a number of requests for comments (RFCs) [15].

Table 9.2. Summary of Enhancements to the Basic Two-Tier Scheme

Method Variations Applicable When

Caching:
When x is looked up 

by y, cache x’s 
location at y’s site

Eager 
caching

Cache update 
overhead occurs at 
moves

Large LCMR 
Lookup Stability

Lazy 
caching

Cache update 
overhead occurs at 
lookups

Replication:
Selectively replicate 

x’s location at the 
sites from which it 
receives the most 
lookups

Per object 
profile 
replication

Additional constraints 
are set on the 
number of replicas 
per site and on the 
number of replicas 
per object

Large LCMR 
Lookup Stability

Working set Adaptive and 
distributed: the 
replication sites are 
computed 
dynamically by each 
mobile object locally

Forwarding Pointers: 
When x moves, add a 

forwarding pointer 
from its old to its 
new location

Restrict the length of the chain of 
forwarding pointers

Small LCMR
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Wireline IP assumes that the network address of a node uniquely identifies
the node’s point of attachment to the Internet. Thus, a node must be
located on the network indicated by its IP address to receive messages des-
tined to it. To remedy this, in Mobile IP, there are two IP addresses associ-
ated with each mobile node — the home address and the care-of address.

The home address is used to identify a node and is treated administra-
tively just like a permanent IP address; the care-of address is associated
with the object’s current location and represents its current point of
attachment. The purpose of the home address is to provide location trans-
parency, in other words, to give the illusion that the mobile node can con-
tinually receive messages on its home network, while it changes its loca-
tion and consequently its point of attachment. The node’s home network is
the network that is associated with the node’s home address. The Mobile

Table 9.3. Summary of Proposed Enhancements to Hierarchical 
Location Schemes

Method Issues/Variations Appropriate When

Caching:
When x at site i is looked up by object 

y at site j, cache at a node on the 
path from j to LCA(i,j), a pointer to a 
node on the path from i to LCA(i,j) 
to be used by any subsequent 
lookups of x from site j.

Up to which tree 
level to maintain 
cache entries

When to update 
cache entries

Large CMR Lookup 
Stability

Replication:
Selectively replicate x’s location at 

internal and/or leaf directory.

Large CMR Lookup 
Stability

Forwarding Pointers:
When x moves from site i to site j, 

instead of updating all directories 
on the path from i to LCA(i,j ) and 
from LCA(i,j ) to j, update all 
directories up to some level m and 
add a forwarding pointer at the level 
m ancestor of i to point to the level 
m ancestor of j.

When and how to 
purge the 
forwarding 
pointers

Setting the level m

Small LCMR

Partitions:
Divide the locations into sets 

(partitions) so that the object 
moves inside a partition frequently 
and crosses the boundary of a 
partition rarely. Keep information 
about the partition in which the 
object resides instead of its exact 
location.

Move Stability
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IP protocol requires the existence of a network node, known as the home
agent that receives all the packages/messages destined to the mobile node
and redirects them to the mobile node’s current location.

Each time a mobile object moves, it notifies its home address by regis-
tering its new point of attachment (care-of address). More specifically, the
procedure begins when the mobile node sends a registration (update)
request, which contains information about its new care-of address. Every
time that the home agent receives a registration request, it updates its
location directory (routing table) with the information included in the
above request and replies with an acknowledgment.

For the case in which the mobile node cannot contact its home node,
either because of a failure or a temporal disconnection, Mobile IP provides
a mechanism that allows a mobile node to register with another unknown
home agent located in its home network. This method is known as auto-
matic home agent discovery and is based on using a broadcast IP address as
a target for the registration request instead of the home agent’s IP address.
Registration request broadcasting aims at collecting the addresses of other
home agents of the object’s home network. As soon as a home agent
receives the above request, it sends a rejection answer, which contains its
address. Then the object selects one of the above addresses and attempts
to register with a new home agent that is associated with the specific
address.

The procedure for routing a packet from a node to another mobile node
is quite simple. The packet is at first destined to the mobile node’s home
network and then the home agent redirects the packet to the node indi-
cated by the care-of address. The redirection procedure includes the con-
struction of a new IP header, which contains the mobile node’s care-of
address as the packet’s destination IP address. When a packet arrives at
the care-of address, the Transmission Control Protocol (TCP) or (a higher
layer protocol) applies the reverse procedure and the destination IP of the
packet is set back to the node’s home address.

Thus, in abstract terms, the Mobile IP protocol implements a variation
of the two-tier schemes, where the HLR and VLR correspond to the home
address and the care-of address, respectively. Furthermore, the router
optimization extensions to IETF Mobile IP protocol include pointer for-
warding in conjunction with lazy caching [20].

9.6.2 Globe

Globe, the Global Object-Based Environment [6, 42], is an experimental
worldwide distributed system. It implements a two-tier location mecha-
nism that is organized in a hierarchical scheme based on the division of the
network into regions.
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The location mechanism in Globe associates with each system object an
identifier, called an object handle, which is a location–independent, univer-
sally unique reference to the object. In addition, the address of the object
is described by one or more addresses called contact addresses, which
maintain information about the location of the object and also the location
of its replicas (one contact address per replica). The directory that stores
the contact addresses is called contact record.

Each region of the system is associated with a directory node, which
stores the contact record of the objects that are located in the specific
region. The directories are organized in a hierarchical structure, which is in
practice a distributed search tree. For each object in the system, its con-
tact address is stored at a leaf node and all nodes in the path from the
object’s leaf node to the root maintain a forwarding pointer to the specific
leaf node. The set of addresses that each leaf stores is determined by the
domain covered by the node. In particular, each leaf node represents the
smallest network in which the contact addresses can reside and an internal
node represents the domain that is the union of all domains covered by its
children.

Caching is used to improve the efficiency of the location management
mechanism. The type of caching used is based on the observation that in
the case of highly mobile objects, it is more efficient to maintain informa-
tion about the node that covers the region in which the mobile object
moves instead of the object’s exact location. Thus, this node is cached
instead of the exact location.

Object relocation (move) is a two phase procedure. In the first phase,
the insertion of the object’s new address takes place, while in the second
phase the object’s old address is deleted. The reason for distinguishing
between the two phases is to allow concurrent accesses to the directory. If
the old contact address about the object was deleted before its new con-
tact address was inserted, the object would be temporarily unreachable.

During the insertion phase, the leaf node that is associated with the
object’s contact address receives an insertion request. A node cannot
store directly the contact address of an object, but instead it must be
granted permission from its parent node. In the case in which the parent
node refuses to grant permission, the node will not store the contact
address of the object and the procedure will be repeated with the parent
node this time acting as the initial node. A parent node can refuse to grant
permission to its child node, if it prefers to store the address itself (instead
of just storing a forwarding pointer). When a node that managed to grant
permission from its parent is reached, it stores the contact address of the
object. Then, forwarding pointers are installed upward to all nodes from
the path of the node where the contact address was stored to the node
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which already maintains another contact address of the object (or in the
worst case to the root).

The deletion phase works as follows. A deletion request is sent to the
leaf that is associated with the region to which the contact address of the
object belongs. Then the request is forwarded until the node that stores
the specific request is reached and the contact address is deleted. The con-
tact record will be deleted too in the case in which the deleted contact
address was the only record in the contact record. Finally, a recursive pro-
cedure will take place in which all the forwarding pointers that were point-
ing to the deleted contact address will be removed.

The lookup procedure first checks if the nearest leaf maintains informa-
tion about the requested object. If not, then the lookup procedure will be
repeated by asking this time the higher level node and so on until a node
that stores either a forwarding pointer to the contact address of the
requested object or the contact address of the object is reached. If a for-
warding pointer is found, the mechanism repeats the procedure by follow-
ing the forwarding pointer to discover the object’s contact address.

9.6.3 Mobile Agents Systems

Mobile agents are processes that may be dispatched from a network site
and be transported to another one for execution. The ability to communi-
cate with agents in real-time as agents move from one network node to
another is essential for retrieving any data or information that they have
collected and for supporting coordination and cooperation among them.
This subsumes the knowledge of the agent’s current location.

9.6.3.1 Ajanta. Ajanta’s location mechanism [22, 43] implements an
HLR/VLR scheme in which a registry maintains information for all the
agents located in its domain. In addition, each registry maintains the pre-
cise current location of all agents that were created in its domain.

In Ajanta, the name of each agent contains information about the registry
at which the agent was created. Particularly, Ajanta implements a Uniform
Resource Name (URN) scheme, which provides persistent location inde-
pendent resource identifiers. An example of a URN in Ajanta is:

urn:ans:domain/UserName/ResourceName

where the domain field indicates the domain where the agent was created,
the field UserName is a naming authority or a subdomain of the creation
domain and ResourceName is a unique string in this subdomain.

The lookup (or name resolution) procedure in Ajanta works as follows.
First a request is sent to the local registry. If the local registry cannot serve
the request, thus the agent is not colocated with its requestor, the procedure
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continues by asking the agent’s creation domain’s registry, which main-
tains information about the exact current location.

9.6.3.2 Voyager. Voyager [28] implements a centralized schema with
forwarding pointers. Every agent, that wishes to be located by other
agents, registers to one or more directories called name services. Each
time an agent moves, it informs all the name services that it has registered
to. To locate an agent, one needs to know either one of the name services
to which the agent has registered or (under some circumstances) a node
that the agent has visited during its trip (these nodes will forward the
request until the agent is reached).

In Voyager, one can send a request to an agent even if the agent has
moved from the node where it was located. The request can be sent to the
last known address of the agent. If the agent has left from the specific loca-
tion, the request will search for a forwarder, which is an object that will
indicate the next location of the agent. If the message locates a forwarder
refering to the agent, the forwarder forwards the message to the agent’s
new location. The above procedure will be repeated until the request
reaches the requested agent.

Table 9.4 summarizes the case studies.

9.7 Summary

Managing the location of moving objects is becoming increasingly impor-
tant as mobility of users, devices, and programs becomes widespread. This
chapter focuses on data management techniques for locating (i.e., identify-
ing the current location of) mobile objects.

The efficiency of techniques for locating mobile objects is critical
because the cost of communicating with a mobile object is augmented by
the cost of finding its location. Location management techniques use infor-
mation concerning the location of moving objects stored in location direc-
tories in combination with search procedures that exploit knowledge

Table 9.4. Summary of Location Management Mechanisms 
of the Presented Systems

Systems
Location Mechanism 
Architectures

Optimization 
Techniques

Mobile IP HLR/VLR Caching

Globe Two-tier hierarchical scheme Caching

Mobile agents — Ajanta HLR/VLR —

Mobile agents — Voyager Centralized scheme Forwarding pointers
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about the objects’ previous moving behavior. The directories for storing
the location of mobile objects are distributed in nature and must support
high update rates because the location of objects changes as they move.
Various enhancements of these techniques include partitions, caching,
replication, and forwarding pointers.
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Chapter 10

Dependable 
Message Delivery 
to Mobile Units 
Amy L. Murphy, Gruia-Catalin Roman, and 
George Varghese

Abstract

Mobile computing is emerging as a novel paradigm with its own character-
istic problems, models, and algorithms. Much effort is being directed to
integrate mobile units with fixed networks, providing bridges to connect
wireless to wired. The result is a fixed core of wire-connected static nodes
and a fluid fringe of wireless mobile units, a computing system similar to
the cellular telephone network. The model we put forward uses the graph
of fixed nodes as a foundation and models the mobile units themselves as
persistent messages moving through this network graph. Such a model
allows algorithms from traditional distributed computing to be directly
implemented in the mobile environment; however, it has been shown that
the unique properties of mobility, such as limited bandwidth and disconnec-
tion, make such direct translation impractical. This chapter presents a funda-
mentally different idea. Instead of recreating the functionality of distributed
algorithms in the mobile domain, we show how distributed algorithms can be
adapted to solve problems unique to the mobile environment. Specifically, we
focus on the problem of dependably delivering a message to a moving unit.
We demonstrate this technique with two new algorithms, the first based on
distributed snapshots and the second on diffusing computations.

10.1 Introduction

Mobile computing reflects a prevailing societal and technological trend
toward ubiquitous access to computational and communication
resources. Wireless technology and the decreasing size of computer com-
ponents allow users to travel within the office building, from office to
0-8493-1971-4/05/$0.00+$1.50
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home, and around the world with the computer at their side. As this new
world of computing is taking form, many fundamental assumptions about
the structure and the behavior of computer networks are being challenged
and redefined. This results in at least two kinds of research questions:

1. What is the precise relationship between mobile computing and
traditional distributed computing?

2. How are particular tasks (e.g., maintaining file consistency, point to
point communication, etc.) solved in a mobile setting?

This chapter attempts to make contributions to both kinds of questions.
On the modeling side, we describe a simple approach to modeling mobile
units that has considerable similarity to the standard distributed comput-
ing model. This model in turn allows us to transfer results from classical
distributed computing to the new mobile setting, leveraging off a large
body of existing research in an emerging research area. On the computing
side, we describe new algorithms for sending messages to mobile units.

10.1.1 Distributed versus Mobile Computing

A common model of a distributed computing system is a graph where the
nodes represent computing components and the edges represent commu-
nication. With the exception of faults that can render parts of the network
temporarily inoperational, the system is generally static. A mobile comput-
ing environment analogous to a cellular telephone system can be similarly
modeled with two components. The first is a graph where the nodes repre-
sent base stations and the edges wired communication. The second part
models the movement of mobile units among base stations as temporary,
wireless connections to base stations. The resulting model is a fixed core
of static components and a fluid fringe of mobile units. The similarities
between the mobile computing model and the distributed computing
model, as well as the ease of integrating this model with wired networks,
have helped it become dominant in mobile computing research [2, 12].

Yet another model of mobility emerges from the study of code and data
moving through a network of hosts [8, 9, 20]. In this case, the mobile com-
ponents, commonly referred to as mobile agents, move entirely within the
network, migrating by explicit message passing between hosts. We suggest
a slight modification of this model to encompass both physical and logical
mobility, thus moving the mobility model closer to the traditional distrib-
uted computing model. The basic idea is to treat mobile units as roving
messages that preserve their identity as they travel across the network.
For a cellular mobile system, this means that while a mobile unit is within
a cell, it is modeled as a message residing at a node. When moving to a new
cell, the handover protocol is modeled as the traversal of a channel
between two nodes.
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10.1.2 Algorithm Development

Our interest in this model rests with its ability to facilitate the development
of algorithms in mobile computing based on established algorithms of tradi-
tional distributed computing. To illustrate this point, this chapter shows
how snapshot algorithms can be adapted for unicast and multicast mes-
sage delivery and how the idea of diffusing computations can be adapted
to track and deliver messages to mobile units.

In the presentation, we bring together the two concerns of the chapter:
applying techniques from distributed algorithms to mobile computing and
the problem of message delivery. The rest of this chapter is organized as
follows: 

• Section 10.2 defines the problem we intend to solve, namely message
delivery in a mobile setting and describes prior work in the area. 

• Section 10.3 explores the use of snapshot algorithms as a search
mechanism for message delivery, presents the motivation, algorithm
properties, and possible extensions. 

• Section 10.4 outlines the diffusing computation approach to tracking
mobile units. 

• Section 10.5 outlines adaptations that make the approach viable in
a model similar to the cellular telephone system. 

• Section 10.6 concludes the chapter.

10.2 Message Delivery

Although disconnected operation or working in isolation is a practical use
of mobile units [13], many applications require units to communicate with
one another while on the move, exchanging voice or data. Thus a funda-
mental problem in mobile computing is the delivery of a message from a
source to a mobile unit. In this section, we discuss previous work on mes-
sage passing in mobile environments, define our model of the mobile envi-
ronment, and formally define the problem of message delivery.

10.2.1 Related Work

Standard solutions to message delivery to mobile units fall into two cate-
gories — tracking and searching. Fundamentally, the tracking solution
involves knowing the current location of the mobile unit in either a central-
ized or distributed manner; the searching solution maintains no such infor-
mation and instead searches for the mobile unit in order to deliver a mes-
sage. Both styles apply depending on the mobility scenario. For example,
tracking mechanisms are most effective in systems with low or slow mobil-
ity and high traffic levels, whereas systems with high or fast mobility and
moderate traffic are more amenable to search solutions. This chapter con-
siders solutions to both.
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Most standard forms of message delivery rely on tracking. For example,
in cellular systems, as a phone involved in an active session moves into an
adjacent cell and detects a stronger signal from the new cellular tower, a
handover is requested [10, 23]. The cellular system constantly keeps track
of the association between phones and towers to forward voice packets to
users. In Mobile IP [19], packet delivery is accomplished by the mobile unit
registering its new location with its home agent and having the home agent
forward any packets for that mobile unit to the registered location. Other
approaches propose changing the routers to adapt to the movement of the
mobile units, for example, intercepting packets en route to the home agent
and directing them toward the mobile unit itself [18]. Such approaches
involve fundamental changes to the routers and are less well accepted
than Mobile IP.

One disadvantage to tracking arises if the mobile unit moves quickly
from one base station to another. Each time the unit changes its point of
attachment to the network, a tracking system must send update messages,
even if the mobile unit is not actively receiving any messages. In fact, the
transmission overhead of tracking information scales poorly with the
speed of movement.

In search solutions, because the location of the mobile unit is not kept
anywhere in the system, in order to deliver a message, the sender must
either broadcast a search request to locate the mobile unit then forward
the message to the resulting location or the sender can simply broadcast a
copy of the message. The first mechanism has been suggested for mobile
ad hoc environments where there is no infrastructure along which to route
packets [4]. This approach takes advantage of the natural broadcasting
nature of wireless radio communication to send a message to all neighbor-
ing mobile units within range. This same style of route discovery is also
useful in base station environments with moderate movement of mobile
units where a route to a mobile unit is viable long enough for both route
discovery and message delivery. Clearly, searching the entire Internet for a
mobile unit appears ludicrous; however, a search strategy can take advan-
tage of the inherent organization of the Internet into domains and subnets
to reduce the scope of the search.

Although the unicast problem of delivering a message to a single recipi-
ent is important, multicast has also received attention. For example, multi-
cast support through the multicast backbone (MBONE) has become a stan-
dard part of the Internet [7] and is finding use for audio and video
conferencing [11, 14] and video distribution. Additionally, the Mobile IP
specification addresses the issues of enabling a mobile unit to function as
either a sender or a receiver for multicast messages [19]. In this chapter,
we show how our algorithms can be adapted from unicast to multicast
delivery with minimal effort.
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10.2.2 Mobile Environment

We address the delivery of announcements within a network of fixed
mobile support centers (MSCs) and radio base stations (RBSs). For sim-
plicity, we assume each MSC controls only one RBS and all neighboring
MSCs have a fixed communication channel between them. This channel is
used by both messages and mobile units.

In Figure 10.1 each cell represents an (MSC, RBS) pair, and the MSCs of
all neighboring cells are connected by a fixed network link. A mobile unit
can send and receive messages from only one RBS at a time and only when
it is in the cell associated with that RBS. The simplifying assumption that
all neighboring base stations be physically connected can be easily
removed by adding virtual channels between the physically adjacent cells.
For simplicity, we also ignore the MSC/RBS distinction. We return to both of
these in Section 10.5, providing details of implementing virtual channels
and allowing multiple RBSs per MSC. 

10.2.3 Model and Problem Definitions

As described in the introduction, the model we consider is one where the
infrastructure of the mobile environment is viewed as a graph of nodes and
channels; both the mobile units and the data messages are represented as
messages that travel through the network. More specifically, mobile units
are viewed as persistent messages, but data messages disappear from the
system after delivery. For all temporary messages, to avoid confusion in
terminology between control and data traffic, from this point forward, we
use the term announcement to refer specifically to data messages, but a
message can be either data or control. A mobile unit can send and receive
messages and announcements only when it is present at some node in the
fixed network, a situation that models the existence of an established con-
nection between a mobile unit and a support center. When a mobile unit is
on a channel, it is viewed as being temporarily disconnected from the net-
work and unable to communicate.

Figure 10.1. Cell-Based Broadcast Using a Spanning Tree 
Each cell is a base station and adjacent cells can communicate on a wired channel.
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Because we no longer differentiate between communication lines and
physical movement, it is reasonable to question what happens when mes-
sages (both announcements and control messages) and mobile units are
found on the same channel. We make the assumption that all channels pre-
serve message ordering (i.e., they are first in, first out [FIFO]). This appears
to require that mobile units travel through space and reconnect to the next
support center as fast as messages can be transmitted across a network
channel. The FIFO behavior, however, can be realized by integrating the
handover protocol with message passing. Essentially, in the cellular model,
a mobile unit moves directly between cells; however, in the graph repre-
sentation, the mobile must move onto a channel before arriving at the new
cell. This is a natural assumption when the details of the handover are con-
sidered, the details of which are expanded in Section 10.5. Two other
assumptions we make are that a node can deliver any announcements
before the mobile unit moves to a new base station and that the network is
connected (i.e., there is always some path to deliver the announcement to
its destination mobile unit no matter which node it is located at). Finally,
we assume bidirectional channels.

The announcement delivery problem can now be formulated as follows:

Given a connected network with FIFO channels and guaranteed message
delivery, an announcement located at one node, and a mobile unit to
which the announcement is destined, develop a distributed algorithm that
guarantees single delivery of the announcement and leaves no trace of the
announcement, at either a node or a mobile unit, within a bounded time
after delivery. Minimizing storage requirements across the network should
also be considered.

Because mobile units do not communicate directly with one another, the
network must provide the mechanism to transmit the announcement. The
original announcement is assumed to be in the local memory of some pro-
cessing node, presumably left there by the mobile unit that is the source of
the announcement. Because a mobile unit is not required to visit all nodes
to gather its announcements, the announcement cannot remain isolated at
the node on which it is dropped off, but instead must be distributed
through the network. The specifics of this distribution mechanism are left
to the algorithm and are the focus of the remainder of this chapter.

10.3 Broadcast Search

Our first approach to announcement delivery takes a broadcast search
approach, meaning that a message is broadcast throughout the network in
search of the mobile unit. Although this seems like a simple method, apply-
ing it directly is not trivial due to the movement of the mobile unit during
the broadcast. For example, it is possible for the mobile unit to move one
step ahead of the broadcast and eventually pass the announcement in the
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opposite direction. This problem can be solved by storing the announce-
ment at all nodes for an indefinite period; however, Internet routers have
neither the storage capability nor the intention to store application
announcements. Therefore, announcements must be garbage collected
quickly if the scheme is to have any chance of being practical. Our solution
has the attractive property of guaranteeing delivery exactly once while
allowing rapid garbage collection in time proportional to one round trip
delay on a single link.

10.3.1 Motivation

A straightforward broadcasting scheme designed for our model of mobility
is to construct a spanning tree over the MSCs and send the announcement
along this tree. In Figure 10.1, such a spanning tree is indicated by the solid
lines. A disadvantage of this scheme is that a mobile unit may move and not
receive the announcement. For example, consider a mobile unit located at
cell 1, near the border of cell 2. Suppose the broadcast of an announcement
begins at the centermost cell. Following the proposed spanning tree broad-
cast scheme, the MSC in the initiating cell broadcasts the announcement
locally; next the announcement is forwarded on the outgoing links of the
spanning tree. After successfully sending the announcement, the initiator
deletes its copy of the announcement, minimizing the storage time. The
MSCs downstream behave in a similar manner, broadcasting locally, for-
warding the announcement to their children, and finally deleting their copy
of the announcement.

If the mobile unit does not move away from cell 1, it will receive a copy
of the announcement when it is broadcast by MSC1. However, when the
mobile unit is on the border between cell 1 and cell 2, it is possible for a
handover to be initiated and for the mobile unit to lose contact with MSC1

and pick up communication with MSC2. If this handover occurs after MSC2

deletes its copy of the announcement and before MSC1 broadcasts its copy
of the announcement, the mobile unit will not receive the announcement
even though it was connected to the network during the entire broadcast
lifetime of the announcement. Although in reality, messages travel through
the network much faster than a mobile unit can travel through space,
because a handover requires very little time to complete, and the length of
the path along the spanning tree could take longer to traverse than for the
handover to complete, it is reasonable for a simple broadcast mechanism
such as this to fail.

10.3.2 From Distributed Snapshot Algorithms to 
Announcement Delivery

To guarantee delivery in any circumstance, we propose an alternative
broadcast algorithm that is based on the classical notion of distributed
233
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snapshots. Before addressing announcement delivery, we first note the
general properties of snapshot algorithms especially those important in
announcement delivery.

The goal of a snapshot algorithm is to provide a consistent view of the
state of a network of nodes and channels. The state consists of the process
variables and any messages in transit among the nodes. A simple snapshot
algorithm would freeze the computation until all messages are out of the
channels, record the state of the processors (including outgoing message
queues), and then restart the computation. Although this is an impractical
solution in most distributed settings, it provides the intuition behind a
snapshot algorithm, in particular that the consistent global state is con-
structed by combining the local snapshots from the various processors. In
general, a snapshot is started by a single processor and control messages
are passed to neighboring nodes informing them that a snapshot is in
progress, thereby initiating local snapshots. The main property of snap-
shots that we exploit is that every message appears exactly once in the
recorded snapshot state.

Although snapshot algorithms were developed to detect stable proper-
ties, such as termination or deadlock, by creating and analyzing a consis-
tent view of the distributed state, minor adjustments described here adapt
them to perform announcement delivery in the dynamic, mobile environ-
ment. To move from the network of nodes and channels into the mobile
computing environment, we return to the mobility model for the cellular
structure of mobile support centers and radio base stations. As described
earlier, these components and the wires connecting them map directly to
the network graph of standard distributed computing. The mobile units are
simply represented as persistent messages in the distributed environment,
meaning they are always somewhere in the system, either at a node (when
in communication with a base station) or on a channel (during a han-
dover).

At this point, we have a structure on which to run the snapshot. We note
that because the mobile unit is a message and the snapshot records the
location of messages, the global snapshot of the mobile system will show
the location of the mobile unit. Therefore, one option is to simply deliver
the announcement directly to this location; however, it is possible (and
likely in systems with rapid movement) that the mobile unit will move
between the time its position is recorded and when the announcement
arrives at the recorded position. Therefore, we alter the snapshot record-
ing to deliver the announcement by augmenting the control messages with
a copy of the announcement itself and changing the recording of messages
into the delivering of announcements. We further note that the global state
of the system is no longer important for delivery, so no system state infor-
mation is collected.
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10.3.3 Snapshot Delivery Algorithm

Throughout this section, we use the Chandy–Lamport snapshot algorithm
[5] and show its adaptation to announcement delivery. In making the tran-
sition to the mobile environment, we carry the restrictions of the original
distributed algorithm and clarify certain characteristics of the mobile
model moving from the cell structure to the graph setting. 

In the Chandy–Lamport algorithm, it is possible for the snapshot to be
initiated at more than one location in the graph, however, we assume that
the announcement will be located initially at one point in the network;
therefore the snapshot will originate from a single MSC. The Chandy–Lam-
port algorithm consists of two main localized actions to collect the local
snapshot — the processing of the control messages (markers) and the
arrival of the messages to be recorded: 

1. The marker arrival rule states that when a marker arrives at a node
not involved in a snapshot, the node begins its local snapshot by
recording the processor state, then sends the marker on all outgoing
channels (Figure 10.2a). In the mobile environment, this is analogous
to the announcement arriving at a node. If the mobile unit is present,
it will receive the announcement; otherwise the node will remain in
the local snapshot state and will store the copy of the announcement
until the local snapshot is complete. The local snapshot is complete
when the marker (announcement) has arrived from all incoming
channels.

2. The message arrival rule states that if the message arrives at a node
from channel C before the marker arrives on channel C, and the
node is in the middle of the local snapshot, the message is to be
recorded as on the channel during the snapshot (Figure 10.2b). In
the mobile setting, this condition is the arrival of the mobile unit at
an MSC that is storing a copy of the announcement. Therefore, the

Figure 10.2. Translation of Concepts from Global Snapshots into Mobile Delivery 
The curved arrow shows the processing of an element from a channel and the text 
describes the action triggered by such movement. 

Global Snapshot Mobile Delivery

(a) processor state to be (c) mobile unit to be
recorded delivered to while stationary

(b) message to be recorded (d) mobile to be delivered to
on channel upon arrival

has no announcement
not involved in snapshot/

next action

marker/announcement

message

mobile unit

received announcement
started snapshot/
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arrival of the mobile unit triggers the transmission of the announce-
ment to the mobile.

We capture these actions in I/O Automata-like pseudo-code shown in Fig-
ure 10.3. In addition to the announcement arrival and mobile arrival, we also
include statements to terminate the local snapshot (cleaning up the state)
and to allow the mobile unit to move within the network. Channels are
assumed to be FIFO and hold both mobile units and all messages. 

We assume the system is initialized with the location of the mobile unit
(MobileAt) and a single announcement copy at some node (AnnAt).
Channels are assumed to be empty. We introduce one state variable quan-
tified over the channels (flushed) that is used in identifying when the
local snapshot is complete. Basically, a flushed channel has received a
marker and when all incoming channels have received a marker, the local
snapshot is complete.

The actions of Figure 10.3 describe the local node state transitions that
are sufficient for message delivery. No global information is maintained. A
node will be in one of three states:

1. Unnotified — not yet aware of the snapshot
2. Notified — taking a local snapshot 
3. Finished — finished with the local snapshot 

Figure 10.3. Snapshot Delivery Code

State
boolean, true if announcement traversed the link from A to B; initially

false everywhere
AnnAt boolean, true if announcement stored at A; initially true only where

announcement starts
MobileAt boolean, true if mobile unit at A; initially true only where mobile located

Actions
AN N AR R I V E S (B) ;arrival at A from B

Effect:
flushed :=T R U E

if AnnAt
send ann. on all outgoing channels
AnnAt :=T R U E ;save ann.
if MobileAt

deliver announcement
endif

endif

MO B I L E LE A V E S (B) ;leaves from A to B
Preconditions:

MobileAt and channel (A,B) exists
Effect:

MobileAt :=FA L SE

mobile unit moves onto (A,B)

MO B I L E AR R I V E S (B) ;arrival at A from B
Effect:

MobileAt :=T R U E

if flushed and AnnAt
deliver announcement

endif

CL E A N UP ;A finishes local snapshot
Preconditions:

Forall neighbors flushed =T R U E

Effect:
AnnAt :=FA L SE ;delete ann.
Forall neighbors flushed FA L SE

flushed
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In Figure 10.4, these states are represented by white, grey, and black
respectively. All nodes (except the node where the announcement origi-
nates) are initially unnotified. An unnotified node such as E will eventually
receive an announcement (ANNARRIVES) along one of its incoming channels
(such as (B, E)). This action causes it to transition to the notified state,
delivering the announcement if possible, storing a copy of the announce-
ment, marking the channel the announcement arrived on as flushed, and
sending announcement copies on all outgoing channels.

Once a channel is flushed, if the mobile unit arrives on that channel, it is
guaranteed to have seen the announcement at some other node (to have
been recorded in some other local snapshot). Therefore, to avoid multiple
delivery, if the mobile arrives on a flushed channel, delivery is not repeated
(MOBILEARRIVES). If the announcement arrives at a notified node such as A
(ANNARRIVES), the channel it arrives on will be marked as flushed, but
because the announcement is already stored, no additional copy is made.
When all incoming channels have been flushed (as in B), the node’s local
snapshot is complete and the local state (including the flushed status of
the channels and the stored announcement) is deleted (CLEANUP).

Figure 10.4. Phases of the Nodes and Channels during the Snapshot Delivery 
Algorithm
Each triangle represents a base station. The mobile unit could be anywhere in the 
network.
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The final action, MOBILELEAVES, models the movement of a mobile away
from a node. The mobile is simply placed on the channel and the state vari-
ables updated to reflect this change. This models random mobile unit
movement. If a particular movement pattern is desired, it can be added to
this action.

10.3.4 Properties

Because our announcement delivery algorithm is based on a well-under-
stood algorithm from distributed computing, we can adapt the proven
properties from the distributed computing environment into the mobile
environment. The three primary properties proven for the Chandy–
Lamport distributed snapshot are: 

1. There is no residual storage in the system at some point after the
algorithm begins execution.

2. Every message is recorded once.
3. No message is recorded more than once. 

We translate these three properties directly into the mobile environment
stating that:

1. Eventually there is no residual storage in the system at some point
after the delivery process begins.

2. The announcement is delivered to the intended recipient.
3. The announcement is delivered only once. 

To more explicitly show the relationship between the snapshot algo-
rithm and announcement delivery, we provide the outline of a reduction
proof from the Chandy–Lamport distributed algorithm to the adapted
snapshot delivery algorithm, showing the mapping between the actions
(such as marker arrival and announcement arrival) and the system vari-
ables (such as the marker and announcement).

In the Chandy–Lamport algorithm, a processor begins its local snapshot
when it receives the first marker. When this occurs, the marker is sent on
all outgoing channels and the state of the processor is recorded. If there are
any messages at the node, they are recorded as part of the processor state
(Figure 10.2a). If the node has already started its local snapshot when a
message arrives along a channel (that the node has not seen the marker
on), the message is recorded as being on the channel (Figure 10.2b).
Recording continues until a marker is received on all incoming links.

We translate these actions directly to the mobile environment. The
announcement corresponds to the marker and the mobile unit corresponds
to a message in the Chandy–Lamport algorithm. When an MSC receives the
announcement for the first time, it sends copies on all outgoing channels
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and attempts delivery to any mobile unit present. If the mobile unit is at the
MSC, it will receive the announcement (Figure 10.2c).

Just as a node continues recording until it has received the marker on all
links in order to record messages on channels, the delivery algorithm will
keep a copy of the announcement until it receives a copy of the announce-
ment from all neighbors in order to deliver to a mobile unit in transit
between base stations. Intuitively, this prevents the mobile unit from hop-
ping from node to node eluding the announcement. Thus if the mobile unit
arrives prior to the announcement on a channel, the MSC delivers the data
as soon as the handover is complete (Figure 10.2d). This is possible
because the MSC stores a local copy that arrived on another channel.

10.3.5 Extensions

One of the strengths of our approach to algorithm development is that it
rapidly produces an algorithm in the mobile environment that can be eas-
ily extended. In this section, we discuss several possible extensions includ-
ing delivering multiple announcements simultaneously, delivering to rap-
idly moving mobile units, performing route discovery, multicasting an
announcement, and working within the mobile agent environment.

10.3.5.1 Multiple Announcement Deliveries. To deliver multiple announce-
ments simultaneously using snapshots, we can run several copies of the
algorithm in parallel. This is analogous to having each MSC both index and
store the incoming announcements and maintain separate channel status
for each announcement in the system. This information is kept until the
MSC locally determines it can be cleared. In the worst case, every node
must have storage available for every potential announcement in the sys-
tem, as well as maintain channel status with respect to each announce-
ment. Although this appears excessive, we maintain that the nature of the
snapshot algorithm in a real setting will not require maximum capacity. In
other words, because the MSCs are able to locally determine when to
delete the announcements, the nature of the network will determine how
long an announcement is stored at the MSC. 

10.3.5.2 Rapidly Moving Mobile Units. Another advantage of this algo-
rithm is the ability to operate in rapidly changing environments with the
same delivery guarantees. In Mobile IP, mobile units must remain in one
place long enough to send a message with their new location to their home
agent for forwarding purposes and remain at that foreign agent long enough
for the forwarded messages to arrive. With forwarding enhancements added
to the foreign agents in Mobile IP, the issue is minimized because the former
location of a mobile unit becomes a kind of packet forwarder. However, even
with forwarding, if the agent moves too rapidly and the system is unable to
239
opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

                             

AU1971_book.fm  Page 240  Thursday, November 11, 2004  10:08 PM

C

240

stabilize, forwarded packets will chase the mobile unit around the system
without ever being delivered. Because snapshots do not maintain a notion
of home or route, movements are immediately accounted for by the deliv-
ery scheme.

10.3.5.3 Route Discovery. In more moderately changing environments,
the overhead of sending the announcement to every node may be exces-
sive. In these situations, the snapshot delivery algorithm can be modified
to perform route discovery. When a source mobile unit S located at MSCS

wishes to communicate with a destination mobile unit D located at MSCD,
S sends a discovery message using snapshot delivery. When this mes-
sage is received by D, a discoveryReply is sent back to MSCS, identifying
D’s location. Subsequent messages from S to D are sent directly to MSCD.
When a message fails to be delivered, the discovery process is repeated
using snapshot delivery for the query.

10.3.5.4 Multicast. Another area of research in the mobility commu-
nity is multicast, including some work on reliable multicast [1] but only
under the assumption that the set of recipients is known. Our algorithm
can trivially be extended to perform multicast to all mobile units in the sys-
tem during the execution of the snapshot without knowing the list of recip-
ients. Without changing the processing of the snapshot algorithm and by
only changing the destination address from a unicast mobile unit identifier
to a multicast address, it can be shown that every host accepting
announcements on that address will receive the announcement. The rea-
son for this can be found by looking back at the traditional distributed
snapshots. In a snapshot, every message in the system is recorded in
exactly one local snapshot. In our modified algorithm, delivery replaces
recording and mobile units replace messages. Therefore, every mobile unit
will be delivered to exactly one time. Although this description is concise,
the importance of it should not be lost in its simplicity.

10.3.5.5 Mobile Agents. Thus far we have only considered physical
movement of mobile units, but another environment that is characterized
by rapid mobile movement is mobile agents where it is not a physical com-
ponent that moves, but rather program code and data moving through the
fixed network. Rather than connecting to a base station through a wireless
mechanism, these mobile agents actually execute at a foreign host. They
have the ability to move rapidly from one host to another and may not reg-
ister each new location with a home. Therefore, delivering a message to a
mobile code agent becomes an interesting application area in which rapid
movement is not only feasible, but is the common case. The interested
reader can find more details on applying snapshots in logical mobile envi-
ronments in [16].
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10.4 Tracking for Delivery

Now we turn our focus toward an approach to message delivery based on
tracking the location of the mobile unit as it moves through the network.
Unlike Mobile IP tracking, our approach does not require location updates
to be sent to the home node each time. This section describes a tracking
and delivery approach that comes from applying our algorithm develop-
ment technique to the Dijkstra–Scholten diffusing computation/termina-
tion detection algorithm. After outlining this algorithm, we present another
algorithm that is not directly based on diffusing computations, but was
inspired by our previous investigation. The details of this work are avail-
able in [17].

10.4.1 From Diffusing Computations to Mobile Unit Tracking

Diffusing computations have the property that the computation initiates at
a single root node while all other nodes are idle. The computation spreads
to other nodes as messages are sent from active nodes. Dijkstra and Schol-
ten [6] describe an algorithm for detecting termination of such computa-
tions in which the basic idea is to maintain a spanning tree that includes all
active nodes, as shown in Figure 10.5a. A message sent from an active node
to an idle node (message in Figure 10.5a) adds the latter to the tree as a
child of the former. Messages sent among tree nodes have no effect on the
structure, but may activate idle nodes still in the tree. An idle leaf node can
leave the tree at any time by notifying its parent (signal in Figure 10.5a).
Termination is detected when an idle root is all that remains in the tree.

Figure 10.5. Dijkstra–Scholten Trees of Diffusing Computations
Shaded nodes are idle, white nodes are active. (a) Applied to a standard distributed 
environment. (b) Applied to a mobile environment, tracking a single mobile unit. 
Note there is only one active node and it is the node the mobile unit just left. A pos-
sible path of the mobile unit to build this tree would be: root, A, B, A, C, A, root, D, E.

signal

root

message
signal

CB

A

E

D

root

mobile

(a) Distributed environment (b) Mobile environment
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By applying our algorithm development technique, we adapt this tree
maintenance algorithm to track the movement of a mobile unit as it travels
among base stations. We define a node to be active when the mobile unit is
present (or has started the handover process and is modeled on the chan-
nel) and therefore, when the mobile unit arrives at a node, if that node is
not already part of the tree, it is added. In Figure 10.5b, this corresponds to
adding E as an active node when the mobile unit arrives and changing the
status of node D to idle. Because all active nodes are in the tree of the dif-
fusing computation, the Dijkstra–Scholten algorithm guarantees that the
mobile unit will always be at a node in the tree (or on a channel leaving
from a node in the tree). In other words, the tree of the diffusing computa-
tion defines a subregion of the network where the mobile unit has recently
traveled. As the mobile unit doubles back on its path, the node it arrives at
transitions back to active and the node it departed becomes a leaf node
that is cleaned up in the same way idle leaf nodes are removed in the orig-
inal Dijkstra–Scholten algorithm (sending a signal message).

This tracking of a mobile unit by identification of a region containing the
mobile unit is only part of our goal. Reliable message, or announcement,
delivery is the other component that we achieve by designing an
announcement delivery algorithm that works on top of the diffusing com-
putation tree. Our algorithm works by placing the announcement at the
root of the tree and spreading it down the tree until the mobile unit (or a
leaf node) is reached. To guarantee delivery to a mobile unit that is moving
during the announcement propagation, we temporarily store the
announcement at the intermediate nodes and run a cleanup phase after the
message is delivered to remove the extra copies. 

By superimposing the delivery actions on top of the graph maintenance,
the result is an algorithm that guarantees at least once delivery of an
announcement while actively maintaining a graph of nodes recently visited
by the mobile unit.

It is not necessary for the spanning tree to be pruned as soon as a node
becomes an idle leaf. Instead this processing can be delayed until a period
of low bandwidth use. An application may benefit by allowing the construc-
tion of a wide spanning tree within which the mobile units travel, similar to
the graph shown in Figure 10.5b. Trade-offs include shorter paths from the
root to the mobile unit versus an increase in the number of nodes involved
in each announcement delivery.

By constructing the graph based on the movement of the mobile unit,
the path from the root to the mobile unit may not be optimal. Therefore, a
possible extension is to run an optimization protocol to reduce the length
of this path. Such an optimization must take into consideration the contin-
ued movement of the mobile unit as well as any announcement deliveries
in progress. The trade-off with this approach is between the benefit of a
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shorter route from the root to the mobile unit and the additional band-
width and complexity required to run the optimization and simultaneously
guarantee the delivery of announcements en route to the mobile unit.

Although in our algorithm only one mobile unit is tracked, the graph
maintenance algorithm requires no extensions to track a group of mobile
units. The resulting spanning tree can be used for unicast announcement
delivery without any modifications and for multicast announcement deliv-
ery by changing only the announcement cleanup mechanism. 

10.4.2 Extension: Backbone-Based Message Delivery

We now introduce a new tracking and delivery algorithm inspired by the
previous investigation with diffusing computations. Our goal is to reduce
the number of nodes to which the announcement propagates. To accom-
plish this, we note that only the path between the root and mobile unit is
necessary for delivery. In the previous approach, although the parts of the
tree not on the path from the root to the mobile unit can be eliminated,
announcements still propagate unnecessarily down these subtrees before
node deletion occurs.

To avoid this, the algorithm presented in this section maintains a graph
with only one path leading away from the root and terminating at the
mobile unit. This path is referred to as the backbone. Nodes that were once
part of the backbone, but are no longer on this path between the root and
the mobile unit form structures referred to as tails. Tails are actively
removed from the graph, rather than relying on idle leaf nodes to remove
themselves. Maintenance of the backbone requires additional information
to be carried by the mobile unit regarding the nodes currently on the back-
bone, as well as the introduction of a delete message to remove tail nodes.
The announcement delivery mechanism remains essentially the same as
before, but the simpler graph reduces the number of announcement copies
stored during delivery. 

Intuitively, the backbone nodes are the core of the algorithm because
they represent the path between the root and the mobile unit that is nec-
essary for announcement delivery. The tail nodes are leftover pieces that
were formerly part of the backbone, but the doubling back of the mobile
unit to backbone nodes makes these nodes unnecessary for message deliv-
ery. If we were not concerned with leaving unnecessary state lying around
in the network, we could simply ignore these tail nodes; however for com-
pleteness, we include an active mechanism to shrink tails until they disap-
pear. The complexities of the approach lie in properly maintaining the
backbone and in cleaning up only tail nodes. Because nodes only have
local knowledge, all decisions about dealing with arriving messages and
announcements must be based on the information held at the node and
carried by the message.
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To understand how the backbone is kept independent of the tails, we
examine how the graph changes as the mobile unit moves. It is important
to note that by the definition of the backbone, the mobile unit is always
either at the last node of the backbone, or on a channel leading away from
it. Figure 10.6 shows how the backbone is affected as the mobile unit
moves to each of the three distinct types of nodes:

1. A node that is neither a backbone nor a tail node
2. A backbone node
3. A tail node

In Figure 10.6a, the backbone is composed of node A, node B, and node
C and the dashed arrow shows the movement of the mobile unit from node
C to node D, where D is not part of the graph. This is the most straightfor-
ward case in which the backbone is extended to include D by adding both
the child pointer from C to D (not shown) and the parent pointer in the
reverse direction (solid arrow in Figure 10.6b).

In Figure 10.6b, the mobile moves to a node B, a node already in the
backbone and with a non-null parent pointer. It is clear from the figure that
the backbone should be shortened to only include A and B without chang-
ing any parent pointers and that C and D should be deleted. To explicitly
remove the tail composed of C and D, a delete message is sent to the child
of B. When C receives the delete from its parent, it will nullify its parent
pointer, propagate the delete to its child, and nullify its child pointer.

Figure 10.6. Backbone Maintenance
The parent pointers of the backbone change as the mobile moves to (a) a node not 
in the backbone, (b) a node higher in the backbone, and (c) a tail node. (d) Shows 
the state after all channels have been cleared.
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If at this point, the mobile unit moves from B onto D before the arrival of
the delete (Figure 10.6c), D still has a parent pointer (C) and we cannot dis-
tinguish this case from the previous case (where B also had a non-null par-
ent pointer). In the previous case, the parent of the node the mobile unit
arrived at did not change, but in this case, we wish to have D’s parent set
to B (the node the mobile unit is arriving from) so that the backbone is cor-
rect. To distinguish these two cases, we require the mobile unit to carry a
sequence containing the identities of the nodes in the backbone. In the first
case, where the mobile unit arrives at B, B is in the list of backbone nodes
maintained by the mobile unit; therefore, B keeps its parent pointer
unchanged, but prunes the backbone list to remove C and D. However,
when the mobile arrives at D, only A and B are in the backbone list, therefore
the parent pointer of D is changed to point to B. But, what happens to the
delete message moving from C to D? Because C is no longer D’s parent when
the delete arrives, it is simply dropped and the backbone is not affected.

The delivery algorithm is superimposed on top of the generated graph.
In the algorithm of the previous section, the announcement propagated
from the root down all edges of the tree. In the algorithm of this section, the
announcement only propagates down the edges that are part of the back-
bone. It is still necessary to keep a copy of the message at every node until
delivery occurs. Consider a case where the announcement is not stored
and instead simply propagates down the backbone. In Figure 10.6B, if the
announcement were at node C when the mobile unit moved from node D to
node B, delivery would not occur because the mobile unit moved from a
region below propagation to a region above propagation. Therefore, to guar-
antee delivery, as the announcement propagates down the backbone, a copy
is stored at each node until delivery is complete. We refer to the portion of the
backbone with an announcement as the covered backbone, see Figure 10.7b.

Delivery can occur either by the mobile unit moving to a location in the
covered backbone, or the announcement catching up with the mobile unit
at a node. In either case, an acknowledgment is generated and sent via the
parent pointers toward the root to clean up the extra announcement cop-
ies. If the announcement is delivered when the mobile unit moves on to the
covered backbone, a delete is generated toward the child and an acknowl-
edgment is generated toward the parent. While the acknowledgment
removes the copies of the announcement on the backbone, the delete
removes the copies from the tails at the same time the tail nodes are
removed from the graph.

Keeping the backbone sequence is a similar methodology to routing pro-
tocols passing complete paths to the destination as in Border Gateway Proto-
col (BGP) [21] to avoid loops. It has been argued that keeping such informa-
tion in the packet greatly increases its size. However, in our case, the
information is being kept by the mobile unit and we assume there is sufficient
opyright © 2005 by CRC Press
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storage on such a device for this additional information. In a mobile agent
system, the path can be trivially shortened by forcing the agent to return
to its home node periodically. This is not as reasonable for a physically
mobile system, and in the case where the backbone sequence grows
beyond a reasonable limit, a secondary, optimization algorithm can be exe-
cuted to shorten its length. 

A simple extension of this algorithm is to allow for multiple concurrent
announcement deliveries as in sliding window protocols. The announce-
ments and all associated acknowledgments would have to be marked by
sequence numbers so that they do not interfere, but the delivery mecha-
nism uses the same graph. Therefore, the rules governing the expansion
and shrinking of the graph are not affected, but the proofs of garbage col-
lection and acknowledgment delivery are more delicate.

10.5 Reality Check

When moving from the distributed computing environment to the mobile
environment, we made several assumptions about the nature of the net-
work and the behavior of the components in the network. In this section,
we reexamine these assumptions, showing why they are reasonable or how
the algorithm can be adapted to make them more reasonable. Specifically,
we look at the issues of non-FIFO channels, multiple RBSs per MSC, base
station connectivity, reliable delivery on links, the involvement level of
MSCs, and storage requirements.

Figure 10.7. Diffusing Computations to Tracking
By adapting diffusing computations to mobility, we construct a graph reflecting the 
movement of the mobile. To deliver an announcement, the only part of the graph 
we need is the path from the root to the mobile, the backbone. Therefore we adapt 
the Dijkstra–Scholten algorithm to maintain only this graph segment and delete all 
the others.

root

del

tail

del

tail

backbone

home covered backbone

(a) Sample diffusing (b) Modified graph showing 
new structurecomputation
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10.5.1 FIFO Channels

One major issue when using the Chandy–Lamport algorithm is its reliance
on FIFO channels. More specifically, in Section 10.3.2, we modeled both the
mobile units and the messages as traveling on the same channel. This
seems to be an unreasonable assumption given that mobile units move
much more slowly through space than messages move through a fixed net-
work. By looking in more detail at the handover protocol used when a
mobile unit changes cells, we show how the FIFO assumption can be bro-
ken and propose a simple mechanism to restore it.

One of the U.S. standards for analog cellular communication is
Advanced Mobile Phone Service (AMPS) [22], in which cellular telephones
tune to only one frequency at a time. When the signal between the MSC and
a mobile unit begins to degrade, the MSC searches for a neighboring MSC
with a stronger communication signal indicating the mobile unit is moving
into that particular cell. When a frequency is requested, a handover begins.
Figure 10.8a shows the control messages exchanged as a mobile unit, m,
moves from cell A to cell B. First the frequency request is exchanged

Figure 10.8. AMPS Handover Protocol 
(a) For mobile unit m moving from cell A to cell B. If messages are processed (i.e., 
broadcast to the mobile) immediately upon receipt, it is possible (b) for the mobile 
to move faster than the message along the channel, or (c) for the message to move 
faster than the mobile, thus breaking the FIFO channel property.
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between the MSCs. At this point the mobile unit is made aware of the han-
dover by receiving a new frequency from its current MSC, A. After switch-
ing to the new frequency, the mobile sends a hello on the new frequency,
alerting B that the mobile is now listening on the new frequency. Finally, B
sends a handover complete to A, which releases the old frequency.

With the AMPS approach, we know when a mobile unit is moving
between cells and which cells it is moving between. We also note that the
mobile unit is not involved in the handover until the moment it changes the
frequency it is tuned to. 

Our primary concern is making the channels FIFO with respect to mobile
units and messages (both control messages and announcements). Even if
we assume that channels between MSCs are FIFO, reordering is possible
because part of the handover takes place over wireless channels that are
not synchronized with the wired channels. Specifically, we address the two
cases of non-FIFO behavior where the mobile overtakes a message and the
message overtakes the mobile.

It is important to define the point at which the mobile logically moves
onto the channel. We define this to be when communication with A is ter-
minated by the transmission of the switch message. Similarly, the mobile
moves off of the channel when the wireless transmission of the hello mes-
sage is accepted at the destination cell, B in our example. As can be seen
in Figure 10.8b, it is possible for a message sent on the wired channel
before the switch message to arrive at the destination after the arrival of
the mobile unit, breaking the FIFO ordering. Similarly, a message sent after
the switch message can move quickly through the channel and arrive at
the destination before the mobile (Figure 10.8c).

We propose a minor change in the protocol in order to involve both the
wired and wireless channels in the handover. The only change to the
source side (A in this case) is the wire transmission of a special message
atomically with the wireless switch transmission. We call this message
the virtual mobile unit (VMU), because it identifies the point on the
wired channel at which the mobile leaves the source. All messages sent on
the wired channel before the VMU were sent before the mobile unit left, and
all messages after the VMU were sent after the mobile unit left. We corre-
spondingly change the behavior of the destination (B in this case) to
achieve this desired behavior; in other words, to have the VMU and the
physical mobile unit arrive at the destination at the same time. Therefore,
if the hello arrives before the VMU, all incoming messages on the wired
channel are treated as if the mobile is not present even though communi-
cation is possible. Conversely, if the VMU arrives before the hello, all mes-
sages sent on the wired channel are buffered until the hello arrives. When
both messages have arrived and have been processed, B continues pro-
cessing all messages in the order in which they are received. By forcing the
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receiver to wait for both messages, the wired and wireless channels are
synchronized, effectively yielding a single FIFO channel containing both
mobile units and messages.

10.5.2 Multiple RBSs per MSC

Until this point, we have only allowed one RBS for each support center,
however, in current cellular telephone systems, MSCs manage sets of RBSs.
Because the algorithm we presented is intended to be run over the fixed
network formed by the MSCs, the handover mechanisms apply only to the
movement of a mobile unit from a RBS supported by one MSC to another
RBS supported by a different MSC. The question remains about how to
broadcast the announcement within the cells supported by a single MSC
and maintain the constraints of guaranteed, single delivery. Because the
MSC acts as a coordinator of the mobile units present at each of the RBSs,
it is feasible to run the snapshot delivery algorithm among the RBSs, allow-
ing it to terminate before any handovers to other MSCs are permitted. This
simple solution shows how our snapshot algorithm can be used as a sup-
port layer for other algorithms.

10.5.3 Base Station Connectivity

Another possible concern with the model we presented is the necessity for
physical connections between all MSCs whose cells border one another.
Because of the high cost for such connectivity, it is possible that these
physical wires may not exist. To allow our algorithms to function in such a
setting, we propose adding virtual channels between adjacent cells and
treating such channels the same as the real channels. In the implementa-
tion, however, we must be careful to ensure the FIFO nature of this virtual
channel.

The same technique can be applied to support a limited form of discon-
nection. Suppose a mobile unit was likely to disconnect from cell A and at
some time later connect to cell B. By adding a virtual channel between A
and B and managing the disconnection as a long-lived handover, we can
guarantee delivery even if the mobile unit disconnects during the delivery.
Although this requires additional memory support at the base stations to
store the announcements for the duration of this disconnection, such stor-
age is not required at all base stations, making this a reasonable approach
for guarantees in the presence of disconnection.

10.5.4 Reliable Delivery on Links

Our delivery algorithms assume that message delivery across a link is reli-
able. Most of the Internet uses unreliable links such as Ethernets, frame relay,
and Asynchronous Transfer Mode (ATM). The probability of error on such
links may be small, but packets are indeed dropped. A possible solution is to
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add acknowledgments for multicast messages as is done, for example, in
the intelligent flooding algorithm used in Links State Routing in Open Sys-
tems Interconnection (OSI) [24] and Open Shortest Path First (OSPF) pro-
tocols [15]. Another solution is to only provide best-effort service. Because
lost messages can lead to deadlock, we need to delete an announcement
after a time-out even if a token is still expected along a channel.

10.5.5 Involvement Level of MSCs

For the snapshot algorithm to function, every MSC must be involved to
guarantee delivery and termination. In a paper on running distributed com-
putations in a mobile setting [3], the authors warn against requiring
involvement of all mobile units in a computation, especially due to the vol-
untary disconnection often associated with mobile computing. Such dis-
connection is often done to conserve power, or in some cases, to allow dis-
connected operation. In either case, the mobile unit is not available for
participation in the distributed algorithm. These arguments are important
when designing distributed algorithms for execution over mobile units;
however our goal is not to create a global snapshot containing information
about the mobile units, but instead to employ the snapshot technique to a
different end, namely announcement delivery. Additionally, the control
messages of the snapshot are not processed by the mobile units, but rather
by the fixed mobile support centers, and no resources of the mobile unit
are expended, except to receive a message.

It is true that to guarantee delivery, the mobile unit must be present in
the system; however, this is a reasonable assumption, because by defini-
tion there are no means to reach a disconnected mobile unit. It is worth
noting that if the mobile unit is not present in the system during a delivery
attempt, the algorithm will terminate normally, removing all traces of the
announcement from the system, but without delivery.

10.5.6 Storage Requirements

In snapshot delivery, we assume that the MSCs hold a copy of the
announcement for delivery to the mobile units for a bounded period of
time limited to the duration of the local snapshot. This is more efficient
than another proposal [1] in which the announcement is broadcast to all
nodes, each of which stores the announcement until notified that delivery
has occurred. In our approach, the time for storage is bounded by the
speed of network propagation and connectivity of the network. In a system
with bi-directional channels, because the local snapshot terminates when
the announcement arrives on all incoming channels, the duration of a local
snapshot can be as short as one round trip delay between the MSCs. One
can argue that it is not the place of the MSCs to be maintaining copies of
announcements when their primary purpose is routing. However, in this
case, because no routing information is being kept about the mobile units,
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the system will be required to keep additional state to provide delivery
guarantees. Therefore, keeping a copy for a short duration is a reasonable
assumption.

10.6 Conclusions

This chapter makes two important contributions. First, it explores a model
of mobility in which handovers are abstracted as the traversal of links
among the base stations and mobile units, both physical and logical, are
treated as persistent messages. The result is a model that unifies wired and
cellular, wireless networking and facilitates the transfer of algorithmic
knowledge between the two settings. Second, we offer a general methodol-
ogy for reusing results from distributed computing in the area of mobile
computing. Our main contribution is to suggest not a direct usage of the
existing algorithms, a strategy shown to have limited applicability, but a
way to capitalize on the intellectual investments made in the field of dis-
tributed computing. The examples presented adapt a snapshot algorithm
to search for a mobile unit and deliver a message and use diffusing compu-
tations to track the movement of a mobile unit. The ease with which we
built these new algorithms provides strong evidence of the efficacy of the
general strategy advocated in this chapter.
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Chapter 11

Location-Dependent 
Query Processing in 
Mobile Computing 
Ayşe Yasemin Seydim, Margaret H. Dunham  

11.1 Introduction

In a mobile environment, the need for localized data becomes inevitable
with the increase in people’s mobility and change of working habits. Que-
ries asked in the mobile environment may have a slightly different struc-
ture and format from traditional database queries. For example, the query,
“What are the names and addresses of the restaurants within five miles?”
seeks for the restaurants within five miles of the current position of the
query issuer. To provide the answer to the query, first the application has
to know the location of the issuer. The query can later be bound to this
location. Thus, location dependence in queries implies that the informa-
tion asked is related to a location, but the location is not explicitly known
when the query is asked. Therefore, there seems to be a layered approach
in processing these new types of queries. 

Obviously, there will be location-related and nonlocation-related
attributes in any query. To answer any location-based request while the
user is moving, it may become necessary to identify location-related
attributes. Sometimes the statement of the query will not have any loca-
tion-related attributes, but the way it is stated will have an implication that
the query issuer’s current position is involved in the selection criteria. If
the location attribute is implied in the query, which can be called a loca-
tion-dependent query (LDQ), the implied location-related attribute has to
be added to the query and query is processed on location-dependent data
(LDD). Once the user’s location is known, the query becomes loca-
tion-aware, with an explicit indication of this special location attribute.
Therefore, a query including any location-related attribute in its predicates
is called a location-aware query (LAQ). One can then separate the stages
0-8493-1971-4/05/$0.00+$1.50
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that a LDQ goes through prior to its processing at the data server. In this
research, we do not consider implementation details of the location-depen-
dent data, how it is stored, or the partitioning strategy used. Furthermore,
we assume the query location does not change until the results are
returned to the user. 

In this chapter, we develop a formal query model to encompass all types
of queries in a mobile environment. First, in Section 11.2, we investigate
query processing in mobile computing, how the queries are classified and
how they are processed in a location-dependent applications environment.
We provide our formalization in Section 11.3 and we illustrate the differen-
tiation of query types by examples. This section also examines moving
object database queries and includes a summary of the query types that
can be issued in this environment. The processing steps involved in the
translation of the original query to the one routed to the content provider
are described in Section 11.4. An earlier version of this work appeared in
the MobiDE Workshop in 2001 [SDK01]. 

11.2 Related Work

In this section, we provide the related work in location-dependent queries
and their processing. We outline the current research and the relationship
of location-related applications to spatial database management. We also
relate our work to moving object databases research that has been a direct
outcome of the location dependence in mobile environments. These are
investigated and briefly presented in the following subsections. 

11.2.1 Location-Dependent Data and Queries

Querying location-dependent information in the mobile environment has
been an important research area. In mobile computing, [FZ94] and [DH95]
have been the first studies to view LDQs as asking values of data that
change depending on a location. In [DK98], LDD has been viewed as spatial
replicas depending on a data region where they are included. Query pro-
cessing approaches based on physical organization of data and location
binding are discussed in [KD98]. In line with these studies, a formal model
has been presented in [RD00] to describe the mobility of objects. The strat-
egies for caching in location-dependent services (LDS) applications have
also been discussed in their work, where a mobility plan trajectory of the
mobile user has been used. 

Most of the work to date has been about data management issues of
mobile objects and their location information. [IB93], [PB94], and [PS01] are
some of the works that concentrate on querying location information and fre-
quent update and inaccuracy problems that may occur mostly in wireless
operator databases. Pitoura et al. [PS01] thoroughly investigates the location
problem in the management of mobile users. Directory architectures that
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hold the location of moving objects are discussed along with their optimi-
zations and variations. Data management techniques for identifying the
current location of moving objects are investigated in their work, which
includes efficiency of techniques, caching, replication, and partitioning of
datasets. Location management techniques use both the information con-
cerning the location of moving objects stored in location databases and the
search procedures to determine the object’s movement behavior. 

In the classification of location-dependent or location-aware queries,
many different types are defined according to their use in the applications.
In addition to [SWCD97]’s instantaneous, prediction, continuous, and per-
sistent query types, which are discussed in Section 11.3.4, there are vari-
ous query classifications in the literature. 

Xu and Lee [XK00] identify the queries according to their access to loca-
tion information. They assume location is bound in “cell id” granularity and
the data is stored in corresponding cell’s server (i.e., base station com-
puter). If the queries are local, like in the query “List the local hotels,” the
database search starts from the current cell to the root cell in a hierarchy
of cells until the results are found. If they are nonlocal, as in “Find the
weather in cell id = 8,” the query is redirected to the corresponding cell to
find its local replies and the result set is forwarded to the current cell. In
geographically clustered queries, like in the query, “List the hospitals
within five miles,” spatial constraints are given in the query and should be
answered by clusters of cells within a distance. Geographically dispersed
queries, as in “List all hospitals with a heart surgery facility,” have to be
processed in every cell. The nearest query, as “Find the nearest gas sta-
tion,” has to be processed in the current cell and the nearest cells to the
farthest until the condition is satisfied. 

In a recent study, [ZL01] classifies the queries depending on the mobility
of the issuer or the queried object. Here, queried objects are defined as the
candidates of the results set. A mobile or a stationary client issues a query
about mobile or stationary objects. They have studied mobile users query-
ing stationary data and assumed the location of the user is obtained by a
global positioning system (GPS). However, indexing of the data objects
depending on the nearest neighbor relations is the main problem studied.
Their approach requires change in the data management at the fixed site
and does not support traditional applications. 

Lee et al. [LLXZ02] classifies queries into two groups, where the first one
is local versus nonlocal, similar to [XK00]. The second group contains sim-
ple versus general queries, where operators and constraints may be more
complex. A general query has more than one predicate and it may be called
spatial-constrained when there is a spatial constraint in it. 
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Samet and Aref [SA95] give a broad classification for spatial queries as
local, focal, and zonal queries. A focal query seeks neighbors of locations
on the same layer in a spatial database implementation. If this location is a
region, then the query becomes a zonal query, which seeks the groups of
locations with the same attribute on the same layer. If a query involves the
intersection of layers for one location then it is a local query. This is equiv-
alent to a service discovery application, which will find the services
around one location. 

11.2.2 Moving Object Databases Research

Most research to date not only has concentrated on query processing
issues of location databases but also on representation of moving objects
in database systems. Modeling and querying moving objects have been
studied including a model to represent the spatiotemporal properties
[SWCD97]. These works regard LDS applications as moving object database
(MOD) applications. MOD applications usually access spatial objects
whose position as well their extent (covered region) change with time.
Because they include a temporal attribute, queries can refer to both the
past and future histories of moving objects. Moving Object Spatio-Tempo-
ral (MOST) Data Model, indexing, uncertainty, and Databases for Moving
Objects (DOMINO) query processing architecture are studied over time
[GU00, SWCD97, WXCJ98]. 

In addition to the MOST Data Model and DOMINO query processing
architecture, there are other modeling studies for moving objects. Guting
et al. [GBE+00] propose a representation approach for time-dependent
geometries, which provides an abstract data type extension to a database
management system (DBMS) data model and query language. Formaliza-
tion and the foundation for implementation of spatiotemporal DBMS exten-
sion are also given. For identifying spatial operations, [GBE+00] also classifies
operations extensively according to nontemporal and temporal data types. 

11.2.3 Spatial Database Management

The implementation of location services and applications overlap with the
area of geographic information system (GIS). Any GIS-based project or
application can be considered as a location-based service [EG03]. How-
ever, GIS software is more specific to geography and based on complicated
processing. We do not see an efficient use of a complete GIS system for a
much simpler LDQ processing. 

In GIS applications, different views of the same geographical area are
used for different purposes. These different layers of information can be
defined in a hierarchy and the requested view would be detailed in a map.
However, two areas can be defined in different layers and may be com-
pared. In this case, a translation from one attribute to the other should be
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performed. The method used in this translation may utilize GIS functions
or a simpler technique by using hierarchical relationships. Often, these
translations are called generalization and specialization. 

Samet and Aref [SA95] describe spatial data as “a term used to describe
data that pertain[s] to the space occupied by the objects in a database.”
Spatial data is geometric and consists of points, lines, rectangles, poly-
gons, surfaces, volumes, and data of even higher dimension. Definitely,
spatial data is location related. Some attributes of spatial data, such as
name and Social Security number, do not contain any embedding space
[NW97] relationship. The type of queries defined in [SA95] were mentioned
in the previous section. 

The access methods for spatial data are also investigated by many
researchers. A survey of multidimensional access methods to support
search operations in spatial databases is given in [GG98]. Formal defini-
tions of common spatial database operators are also given. We plan to
cover many of these query operations including exact match, point, win-
dow, intersection (overlap), enclosure, containment, adjacency, near-
est-neighbor queries, and spatial join operation in our work. Methods to
process these are also studied in [GG98] as point access methods and spa-
tial access methods. 

There are combination efforts for spatial and conventional data in spa-
tial database systems. Extending a DBMS for geographic applications has
been discussed by [OSDM89]. Aref and Samet [AS91] also describe an
architecture for spatial query processing with the extended operators to
relational DBMS. A spatial query language has been proposed for spatial
databases [Ege94]. Spatial operators are recently discussed and classified
in [CDF00], including the integration issues of new-generation languages.
Taxonomy of requirements to be satisfied by spatial operators and classi-
fication of them as topological, projective, and metric are also presented.
Topological relationships are based on the two objects’ placement in geog-
raphy, however the name or type of the relationship has been defined
extensively. Dunham [Dun02] mentions the types as disjoint, over-
laps/intersects, equals, covered by/inside/contained in, covers/contains.
Egenhofer [Ege94] defines another one, meet; whereas [DTJ01] gives more
detailed set in addition to them such as interpenetrating, boundary-over-
lap, interior-overlap, etc. Therefore it is possible to define many relations
between two spatial objects, however, the basic idea is to find a common
geographic point. We have used contains/covers and its dual contained
by/covered by to define the logical hierarchy. 

In these previous research studies, we do not see any clear differentiation
between location dependence and location awareness in queries and applica-
tions. Our research differs significantly from this earlier work. We think the
main difference between a location-dependent query and a location-aware
opyright © 2005 by CRC Press
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query is the location binding and the fact that this process converts the
former type of query into the latter. A location query requests the location
of the mobile user and we assume its processing is by the help of a location
service provided by a position determining technology vendor. With this
assumption in mind, our work differs in the classification of query types
from the MOD queries. We also take a reasonable subset of spatial opera-
tions to serve in LDQ processing because the complicated operations are
required to be processed in spatial database systems or GIS applications. 

11.3 Location Relatedness and the Query Model

We examine the location and the queries to build a formal query model to
encompass all types of queries in a mobile environment. Suppose a data-
base, D, consists of a set of base relations R1, R2, …, Rn, where D = {R1, R2, …,
Rn} =  Ri and let each attribute set of a relation be denoted as ARi. The
union of attributes of each relation will give the attribute set of the whole
database D, denoted as AD: 

. (11.1)

Corresponding to each attribute aij in relation Ri, there is domainij, which
represents the domain of the jth attribute of Ri. A domain can be an arbi-
trary, nonempty set, finite, or countably infinite [Mai83]. The domain of any
attribute is identified by the semantics or relatedness to the meaning of the
attribute in the database. For example, the domain of City attribute for
Texas State contains city names as {Dallas, Houston, San Antonio,
…} but not the name of any bridge or street. This relatedness for the
domain is normally determined by human experts. 

11.3.1 Query Model

We assume individual attributes of relations can be distinguished to be ele-
ments of location-related (LR) or Nonlocation-related (NLR) domains. For
example, City is a location-related attribute name and its domain is also
LR. On the other hand, LastName is a nonlocation-related attribute name
and its domain has no relation to any location. 

Given a database D and its attribute set AD, if the location relatedness is
distinguishable, the attribute set of the database consists of attributes
from LR-domains and NLR-domains. So we can then write: 

(11.2)

(11.3)
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(11.4)

Definition 11.1

Let the relation Ri contain the attributes aij , , and be shown by Ri =
{ai1, ai2, …, aik}. If an attribute aij of relation Ri is distinguished as LR, we call
aij a LR-Attribute and Ri a LR-Relation. Otherwise, the attribute is NLR and
called a NLR-Attribute. If all attributes of Ri are NLR-Attributes, then rela-
tion Ri is called NLR-Relation. In that case, ARi(LR) = φ. 

Spatial data are inherently location-related and any spatial relation is a
LR-Relation. Some attributes of spatial data, such as name or age, do not
contain a spatial property. Thus a LR-Relation may have NLR-Attributes. 

Operators applied on the attributes are implemented depending on the
properties of their operands. Either unary or binary operators, which
require one or two operands, respectively, can be used in both nonspatial
and spatial domains [CDF00]. However, the meaning can be interpreted
depending on the domain of the attributes used in the operation. For exam-
ple, intersection, union, or equal operators are different operations
depending on their application on nonspatial or spatial attributes. A clas-
sification for nonspatial and spatial operators is given in Table 11.1. This
list is not an exhaustive list of operators. They are the operators defined on
the general geometry class by the Open GIS Consortium [The98]. 

The spatial operators listed in Table 11.1 are defined at a general level
for all basic spatial data types (points, lines, regions) [CDF00]. More com-
plicated spatial operators can be defined based on the elementary types to
perform more complex operations. It is also discussed in [CDF00] that even

Table 11.1. Nonspatial and Spatial Operators

Operator Type Operator Group Operators

Nonspatial Comparison
Set
Boolean

<, ≤, = >, ≥
union, intersection, difference (∪, ∩, –) 

and, or, not ( , ∧,¬)

Spatial Basic
Topological
Spatial Analysis

SpatialReference, Envelope, Export,
IsEmpty, IsSimple, Boundary
Equal, Disjoint, Intersect,
Touch, Cross, Within,
Contains, Overlap, Relate
Distance, Buffer, ConvexHull,
Intersection, Union, Difference,
SymDifference

A A A A AD NLR R NLR R NLR Rn NLR Ri( ) 1( ) 2( ) ( ) (...= =∪ ∪ ∪ NNLR

i

n

)

1=
∪

1 ≤ ≤j k
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more theoretical research is necessary to define the complete set of oper-
ators. We examine only elementary types of operators as they are sufficient
for distinguishing the location relatedness in processing of LDQs. 

Definition 11.2

An LR-Operator is an operator which has LR-Attributes as its operands.
Similarly, if the operands are all NLR-Attributes, then the operator is a
NLR-Operator. 

Spatial operators, such as overlaps and contains are LR-Operators.
However, there are definitely more LR-Operators than spatial operators.
This is because a LR-Operator may be stated based not only on a spatial
concept, but also on the direction of movement of the query issuer. An
example of such a LR-Operator is straight ahead. Spatial operators
compare two static spatial objects, whereas a LR-Operator may compare
attributes for objects that are moving. One or both of the two objects may
be moving. Therefore, not only can the LR-Operator compare attributes for
the spatial properties of the objects, but also the direction of them. 

A LR-Operator may have filtering and movement direction arguments
with it. With filtering, we mean using a restrictive area within which the
desired data is selected. For a closest operator, one can think of a circu-
lar area around the query issuer to access the related data. Direction may
not be important in this case. However, for a straight ahead operator, we
have to define a window to select an area ahead of the direction of the user. 

Different interpretation examples of a filtering window are shown in Fig-
ure 11.1. Depending on the interpretation, data related to an area of a half
circle, a rectangle, or a square can be selected as the result. Figure 11.1A
shows a rectangular area of selection, where Figure 11.1B and Figure 11.1C
show half-circular and circular selection, respectively. In this research, we
do not investigate the creation of special LR-Operators, but we give the
examples for clarification. However, incorporating this window concept is
a necessary step for selecting the location-related data from a traditional
database. 

Definition 11.3

A Simple Predicate (SP) is defined as an expression with one operator and
one or two operands, which is of the form SP = op1 pi or SP = pj op2 pk, where
op1 is a unary operator and compatible with pi and op2 is a binary operator
and compatible with both pj and pk. pj and pk are also compatible with each
other. Either one of pj or pk can be a constant from the same domain as the
other operand. Here, operands are either attributes or constants. 

Operands in a SP have to be compatible (i.e., they have to be from the
same domain). For example, one can use a comparison operator and com-
pare one City with constant Dallas, but not with constant 2001 as they
opyright © 2005 by CRC Press
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have different domains. A Compare Predicate defined in [Ren00] is a type
of SP. 

Definition 11.4

A Simple LR-Predicate is a SP in which the operator is a LR-Operator and
the operands are from LR-domains. A Simple NLR-Predicate is a SP that has
a NLR-Operator and operands are both from NLR-domains. 

Definition 11.5

A Compound Predicate (CP) is disjunction (  predicate) of conjunctions
(  predicates) of SPs, in which each SPij is a SP and is defined as: 

CP = (SP11  SP12  …  SP1n)  …  (SPm1  SPm2  …  SPmr) 

A CP can be a mixture of Simple LR-Predicates and Simple NLR-Predi-
cates and it can be defined in BNF notation as follows: 

SP::= <operator> <attribute>  

<attribute> <operator> <attribute>  

<operator> <constant>  

<attribute> <operator> <constant>  

<constant> <operator> <attribute> 

CP1::= SP SP CP1 

CP::= CP CP CP CP1 

In the standard relational operations of selection, projection, and
join, predicates used for the production of results may be either Simple
LR-Predicates or Simple NLR-Predicates or a mixture of them in a CP form.
We define a query relating to these concepts as follows. 

Definition 11.6

A query is defined as a set of relations, attributes, predicates, and opera-
tions used to produce a result. Therefore, a query Q is a set with elements,
QR, QA, QP, and QO, which correspond to relations, attributes, and predi-
cates in Q and operations to produce the result, respectively. We can then
write: 

Q = {QR, QA, QP, QO} and 

QS = {issue(Q)}  

where QS is the result set after the execution of the query Q against a given
database state. 

Note that, QA designates the attributes used in the query, not all the
attributes of its relation. Operations are data manipulation operations like

∨
∧
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select, project, join. Once we distinguish the location relatedness, we
can then decompose a query to LR-related attributes, predicates, and rela-
tions and write the query as: 

Q = {QR(LR), QR(NLR), QA(LR), QA(NLR), QP(LR), QP(NLR), QO}. 

Therefore, we can define the query types accordingly. If there are no
LR-Attributes in the query predicates (i.e., QA(LR) = φ and QP(LR) = φ), we refer
to these types of queries as Non-Location-Related Queries and denote
Q(NLR) as: 

Q(NLR) = {QR(NLR), QA(NLR), QP(NLR), QO}. 

Definition 11.7

If all the predicates used in a query are Simple NLR-Predicates (i.e., QA(LR) = φ
and QP(LR) = φ), then the query is called a Non-Location-Related Query
(NLR-Query). The relation may be a LR-Relation, but if only NLR-Attributes
are selected, the query is still a NLR-Query. 

In the selection operation, if all attributes are selected, and if the relation
itself is a LR-Relation, then the result set, QS, will include location-related
data values. Whether the relation is a LR-Relation or not, the specified and
selected attributes in the query are sufficient to call the query a
NLR-Query. Note that in LDD, there may be both kinds of relations. By def-
inition, the projection operation eliminates the undesired attribute col-
umns from the result set. If the attributes are not in the selection criteria,
but they are in the desired attributes for the projection operation, then
these must also be included in the whole attribute set of the query, which
is represented as QA. Example 11.1 illustrates a NLR-Query. 

Example 11.1

Suppose we have the query, “Find the lead actor’s name in the movie ‘Cas-
ablanca’” where the relational algebra expression is as follows: 

πActorName σ(MovieName-”Casablanca”) (MOVIES) 

In this query, no location attribute is involved. We thus have: 

QR = {MOVIES} ⇒ QR(NLR) = {MOVIES} 

QA = { MovieName, ActorName } 

               ⇒ QA(NLR) = { MovieName, ActorName } 

QP = { MovieName = “Casablanca”} 

               ⇒ QP(NLR) = { MovieName = “Casablanca” } 

QO = {select, project} 
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As can be seen, because there is no LR-Attribute or LR-Predicate, the query
is a NLR-Query. 

11.3.2 Location-Aware Queries

If a query includes at least one LR-Predicate or LR-Attribute, it can be
referred to as location-aware. We define LAQs as follows. 

Definition 11.8

If a query, Q, includes at least one Simple LR-Predicate in its predicate set,
QP, or at least one LR-Attribute in its attribute set, QA, then it is called a
Location-Aware Query. A LAQ produces the same result set independent of
the place it is issued. 

Example 11.2 illustrates a LAQ. 

Example 11.2

Suppose we are given the query, “Find movie theaters in Richardson,” and
the Address attribute only includes the county names. The query can be
stated as follows: 

πTheaterName,Addressσ(Address=”Richardson”) (THEATERS)

QR = {THEATERS} 

               ⇒ QR(LR) = {THEATERS} 

QA = {TheaterName, Address} 

               ⇒ QA(LR) = {Address}, QA(NLR) = {TheaterName} 

QP = {Address = “Richardson”} 

               ⇒ QP(LR) = {Address = “Richardson”} 

QO = {select, project} 

If a query is issued to find out a location value, it is obvious that this
query has a LR-Attribute in its attribute set. We differentiate these as spe-
cial types of LAQs (sometimes called “Location Dips” [Les00]) and call
them location queries (LQs). 

Definition 11.9

If the projected attribute is the location of the selected tuple, or the result
set includes only the location attribute, then we refer to these kinds of que-
ries as a special kind of LAQ and call it a Location Query. 

A query “Where is Person A?” is a LAQ and it does not depend on the
query issuer’s location. However, the question Where carries a meaning
that we should include the location attribute from the relation USERS and
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find the corresponding value from the data store. Example 11.3 illustrates
the set of query arguments of a LQ. 

Example 11.3

“Where is Person A?” can be denoted as:

πActiveLocation σ(PersonId=“A”) (USERS)

QR = {USERS} 

               ⇒ QR(LR) = {USERS} 

QA = {ActiveLocation, PersonId} 

               ⇒ QA(LR) = {ActiveLocation}, QA(NLR) = {PersonId} 

QP = {PersonId = “A”} 

               ⇒ QP(NLR) = {PersonId = “A”} 

QO = {select, project} 

We assume ActiveLocation is a location attribute of relation USERS.
If the location attribute of relation USERS were City, then ActiveLocation
is to be returned as a city name for this relation. 

The following examples further illustrate different LAQs: 

• How is the weather in San Antonio? — all the attributes and predi-
cates are known and there is at least one LR-Attribute. The result
does not change wherever it is asked but may change by the time. 

• Find hotels within five miles of (x, y) — all the attributes and pred-
icates are known and there is at least one LR-Attribute. 

• Find automatic teller machines (ATMs) within five miles of Hotel X
— this is also a LAQ because it is asking for the ATMs within five
miles of a known location, however, it requires a LQ for finding the
location of Hotel X. We also call these kinds of queries Relative
queries, which involve a LQ first. 

• Find the ATMs within five miles of location X — the previous example
translates into this form after the location of the hotel is found. This
query is a form of Spatial Focal Query described in [SA95], which is
looking at neighbors of locations on the same layer in a spatial
database implementation. 

• Find the services at location X — this query is a service (application)
discovery query. It is defined as LQ in spatial applications [SA95].
Because the location of X is known, this becomes a LAQ and its
processing involves the intersection of different context layers
defined for services in spatial database or a series of queries sent
to specific applications. 
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Note that, even though these queries may look alike, each requires a dif-
ferent type of processing to service. 

11.3.3 Location-Dependent Queries

In LDQ processing, we see a specific type of predicate in which the location
attribute is fixed, but the value to which it is compared changes depending
on the query issue location. As mentioned, the predicate is actually hidden
in the query statement. For example, the query, “Find hotels within five
miles” has the implied meaning of “Find hotels within five miles of my cur-
rent location.” This current location (i.e., “Here”) must be learned and
bound to the query. We assume that some location service is used to pro-
vide this location. This process of binding the current location to the query
is referred to as Location Binding. 

Definition 11.10

Location Binding can be defined as assigning a location value to a LR-Pred-
icate variable, which will act as a window over a set of attributes in a rela-
tion Ri. 

We also define an Active Location Predicate to represent the Simple
Predicate involved in Location Binding. 

Definition 11.11

An Active Location Predicate is a Simple Predicate with a specific
attribute name, which is of the form, ActiveLocation = Here, where
ActiveLocation is the specific attribute name and Here is a variable
that is assigned a location value after Location Binding. 

An Active Location Predicate is a Simple LR-Predicate because it
involves a LR-Attribute and a location value. 

Definition 11.12

A query Q is called a Location-Dependent Query, if the result set of the
query, QS, changes depending on the location of the query issuer. 

A LDQ has only one Active Location Predicate, because the query issuer
can not be in more than one place at a time. In a LDQ, Active Location Pred-
icate is hidden when the query is stated and the current location of the
issuer is implied. A LDQ becomes location-aware, a LAQ, when the hidden
Active Location Predicate is bound to a location. 

Example 11.4

Suppose the the query, “Find the closest theaters” is issued when the client
is in Richardson. When this query is stated, there is no specification of
Active Location Predicate. When the closest operator is processed, how-
ever, a second operand implied will be produced by using an Active Loca-
tion Predicate, we will add this to the query and state as:
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πTheaterName,Address σ(closest(Address,Here) (THEATERS)

The query has the additional implicit predicate of ActiveLocation =
Here. When location binding is done, Here is replaced with Richardson.
We thus have: 

QR = {THEATERS} 

               ⇒ QR(LR) = {THEATERS} 

QA = {TheaterName, Address} 

               ⇒ QA(LR) = {Address, ActiveLocation, Here}, 
     QA(NLR) = {TheaterName} 

QP = {closest(Address, Here), Address = ActiveLocation, 
     ActiveLocation = Here} 

               ⇒ QP(LR) = QP 

QO = {select, project, closest} 

After location binding, this LDQ becomes a LAQ, which will include
{Here = “Richardson”} in its predicate set. 

Notice that preprocessing is needed in these queries to add the active
location predicate, which is performing the location binding. Following are
other examples of LDQs: 

• Where is Person A with respect to here? or How far is Person A? —
the answers to these questions change depending on the value of
Here, the location of the issuer. These queries need location binding
and calculation for the distance. These are treated as LAQs in
[Maa98], as opposed to our classification. 

• Where is the nearest doctor? — this LDQ example given in [IB93]
requires finding the location of the mobile doctor. The process is to
query first the location with a LQ and then give the result accord-
ingly. 

• Where am I? — this LDQ depends on issue location, it needs location
binding in which a LQ answer will be added. We treat this query as
a special case. It is both LDQ and LAQ. This query resembles the
Relative query example given in Section 11.3.2, but the issue location
should be determined for binding. In the other example, the hotel’s
location is known. That is why we see this as a special case. 

• Find closest restaurants and hotels — this is a Compound LDQ
involving two relations, it may need fragmentation if the hotel and
restaurant data are stored in different content providers. The exam-
ple is from [DH95] and its process is similar to the Example 11.4.
The result might be merged according to the user’s needs. 
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• Find all cars ahead of my car in five miles — this is another Com-
pound LDQ that needs a series of location bindings for all cars ahead
and the query issuer’s place. 

• Find the shortest route to the hospital — this LDQ and Spatial Query
mixture need location binding, which will give the initial position
with a LQ. A navigation software component might be needed for
directions [IB93]. 

11.3.4 Moving Object Database Queries

A widely studied type of queries in mobile computing is for moving objects.
We have also examined the moving objects query processing from our pre-
processing perspective. MOD Queries are queries that are processed on
the so-called location databases that would contain frequently changing
mobile objects’ data. These are the queries whose answer depends not
only on the database contents (location), but also on the time at which the
query is asked [SWCD97]. Direction of movement and speed are consid-
ered for modeling the MODs, which may be treated as a special kind of spa-
tiotemporal database. After a series of queries on location databases, some
processing may be required to respond to the application. Some MOD
query examples are as follows: 

• Find the hotels that I will reach within five minutes [SWCD97] — this
query also needs a location binding for a five minute period. This
query is called an Instantaneous query. A projection from time to
space has to be done to find the hotels within five minutes proximity. 

• Find ATMs within five miles of where I will be in five minutes
[SWCD97] — this query is a Prediction Query that is instantaneous
with a five mile distance. It needs location binding for the present
and future location. 

• Find Chinese restaurants within five minutes on my path [SWCD97]
— this query is a Continuous MOD query, which needs continuous
location binding depending on time, direction, and speed, and the
result is continuously updated. Ren and Dunham [RD00] also used
the continuous query idea for querying more static data. 

• Retrieve the objects whose speed in the direction of the X-axis
doubles within ten minutes [SWCD97] — this Persistent query needs
binding for every t seconds, and needs to keep the history in the
given time period. 

All the above MOD queries can be viewed as special types of LDQs or as
multiple instances of LDQs. We thus view our LDQ as a building block from
which the higher level MOD queries can be created. 

11.3.5 Query Classification

We classify and summarize the relationships of all the query types we have
discussed so far in Table 11.2. In the table, S/M denotes whether the object

opyright © 2005 by CRC Press



Location-Dependent Query Processing in Mobile Computing

AU1971_book.fm  Page 271  Thursday, November 11, 2004  10:08 PM

C

271

asked is Stationary or Mobile. Temporal properties are also included.
LR-Operator set includes all Spatial Operators and perhaps more complex
ones that would contain time and movement direction.1 

11.4 Query Translation Steps in LDQ Processing

We envision the processing of a LDQ by translating it into an appropriate
format that is suitable for processing at the content provider site. The pre-
cise translation to be performed depends on the type of query submitted
at the mobile unit. Here, we assume that the content provider site stores
data in a traditional relational database format. 

Thus, a LDQ goes through several stages prior to being processed, such
as: 

Find the closest hotels → 

Find the hotels within five miles → 

Find the hotels within five mile radius of CellID = 3. → 

Find the hotels with Zipcode = 75205 or Zipcode = 75206. 

These stages may be different depending on the granularity of the
bound location and the location granularity of the database. Moreover, this
view of location dependency implicitly indicates a translation process and
an implementation approach. The major functionality of the pre/post pro-
cessing framework should include the following: 

Table 11.2. Summary of Relationships of Query Types

Query 
Type

Operators 
Used

Time 
Involved

Object 
Asked

Issue 
Location

Location 
Attribute

Query 
Result

NLR-Q Nonspatial No S/M N/A No Nonspatial
data

LAQ LR-Operator Maybe S/M N/A Yes Location or LDD

LDQ LR-Operator Maybe S/M Yes
(here)

No 
(hidden)

Location or LDD

LQ Equal Maybe S/M N/A Yes Location

MODQ LR-Operator Yes M N/A Yes Location

Spatial Spatial 
Operator

Maybe S/M N/A Yes Spatial or 
nonspatial 
data

Spatio-
temporal

LR-Operator Yes S/M N/A Yes Spatial or 
nonspatial 
data
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• Determine the validity (and type) of the query and request the
location service to provide a location to which the LDQ is to be
bound. 

• Find the appropriate level of the location granularity, which will be
used by the target content provider, and convert the query into the
correct format. 

• If needed, decompose the query for different servers and send each
to the target server for processing. 

• Receive the query results and perform any needed filtering to reduce
the result set size. 

• Combine results from multiple servers and put into a format desired
by user.

Hence, a middleware can be used to perform the translation — to pre-
process the location-dependent queries. We then investigate the previous
architectures and propose a middleware to realize this LDQ processing
model next. 
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Chapter 12

Simulation Models 
and Tool for Mobile 
Location-Dependent 
Information Access
Uwe Kubach, Christian Becker, Illya Stepanov, 
and Jing Tian

Abstract

Simulating the information accesses of mobile users in location-based ser-
vices or information systems is more complex than simulating those of
nonmobile users in standard information systems. Additional factors,
which affect the users’ behavior, have to be taken into account. The two
most important factors are the users’ mobility and the location-depen-
dency of the information access.

In this chapter, we will consider these two factors in detail and introduce
the most common techniques to model them. We also show how these
techniques can be integrated into a more generic and flexible mobility
meta-model. A description of a simulation tool that we developed on the
basis of this meta-model concludes the chapter.

12.1 Introduction

Location-based information systems are considered to have a huge market
potential. Hence, it will become more and more important to develop new
algorithms and solutions, which are especially designed for location-based
systems. As with any other system, simulation is an important tool to eval-
uate new algorithms and solutions.

Simulating the information accesses of mobile users in location-based
services or information systems is more complex than simulating those of
0-8493-1971-4/05/$0.00+$1.50
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nonmobile users in standard information systems. The reason is that addi-
tional factors, which affect the users’ behavior, have to be taken into
account. The two most important factors are the users’ mobility and the
location-dependency of the information access.

To model the users’ mobility, we first have to agree on what a location is
and what spatial relationships are possible between these locations; in
other words, we first have to determine the spatial model that we want to
build upon. Such spatial models will be discussed in Section 12.2. Based on
a thorough understanding of spatial modeling, we can start looking into the
mobility models. We will give an overview of existing models and show
how the various aspects of these models can be integrated into a generic
and flexible mobility meta-model.

Additionally, the location-dependency of the users’ information access
is an important aspect when modeling the access to location-based infor-
mation systems. A certain information item might be of a high interest at a
certain location, but be useless at another location, for example, a Web
page with a specific part of a city map. Such a Web page will be preferably
accessed in the area that is shown on the map, but it will be of less interest
in all other areas. In Section 12.4, we show how this location-dependency
can be modeled in a feasible way.

In Section 12.5, we describe a simulation tool that we developed based on
our generic mobility meta-model. We conclude this chapter in Section 12.6.

12.2 Spatial Model

Location models are crucial for mobile applications. First, they provide a
model of the reality where mobile objects exist. The mobility of mobile
objects is constrained by the spatial structure reflected in the location
model (e.g., streets or floor plans of a building). This is important for the
practical application as well as for the evaluation of such systems in simu-
lation environments. Second, the information is often assumed to have a
spatial structure. This affect is typically influenced by the spatial scope of
an information entity. Mobile users are typically interested in information
about their current spatial vicinity. To support this locality of information,
a notion for locations and their vicinity is required. Location models pro-
vide a foundation for these requirements.

We will first discuss different location models based on the underlying
properties of the coordinate system before we present the extension of
location models to spatial models allowing for location-dependent queries
(i.e., object positions, objects in ranges, and nearest neighbors). Spatial
models structure information not only with respect to an identity (e.g., pri-
mary key), but also along the spatial relation of objects. Thus, location
models are an integral part of spatial models.
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12.2.1 Location Models

Following the definitions in [1, 2], we define a location model to be a struc-
ture defining spatial relations on locations given by a set of one or more
coordinates. Coordinates typically are related with a given positioning sys-
tem, which provides information about the current position of a mobile
object. Although coordinates, which do not relate to a given positioning
technology, are conceivable, we will further rely on coordinates related
with a positioning system.

In general, two kinds of coordinates can be distinguished. Geographic
coordinates refer to a point in a metric space, which determines valid com-
binations, such as two-dimensional coordinates in the Universal Trans-
verse Mercator (UTM) grid or coordinate triples in World Geodetic System
1984 (WGS 84) used by a global positioning system (GPS). The reference
system of a geographic coordinate system can be local (e.g., when a room
is equipped with a high precision indoor positioning system and coordi-
nates are relative to a corner of the room) or global in the case of WGS 84.
Mapping from local to global coordinate systems is possible and eases the
reasoning about spatial relations [3]. Canonically, geographic coordinates
allow for spatial reasoning because a distance function is present. Thus,
nearest neighbors to mobile objects can be easily determined. Queries for
objects within a distinct range can also be processed by including a coor-
dinate in a given geometric object. Although geometric coordinates are
quite common in the outdoor domain, due to the widespread use of GPS,
the indoor domain, and distinct technologies, such as cell phone IDs, do
not provide geographic coordinates, but only symbolic coordinates.

Symbolic coordinates only refer to a location without any predefined
relation to other locations. A variety of positioning systems exist that can
only provide support for symbolic coordinates. For an overview, see [4].
Examples are cell IDs in cellular phone networks, infrared beacons, or
WLAN access point IDs in the indoor domain. To support range queries and
nearest neighbor queries, an explicit location model is required. Although
the distance function of geometric coordinates implicitly defines a location
model, this requires some effort for symbolic coordinates. Supporting
range queries leads to spatial inclusions. A location model must support a
function, which determines two given locations — l1 and l2, whether l1 is
contained in l2 or not. Approaches to support these spatial inclusions are
typically based on hierarchical structures, such as location trees [2, 3] or
lattices [1]. Location trees only support the direct inclusion of locations. For
any location l1 there is at most one direct successor l2 with l1 contained in l2.
For many spatial relations, as we experience them in our daily life, a location
tree can be too restrictive. Consider a building, which is modeled in floors
and wings where floors cross-cut wings. Clearly, any room on a floor is
contained in the floor as well as in a wing of the building. A lattice is a more
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general concept than a tree allowing more than one inclusion of a location
(e.g., a room being part of a floor as well as part of a wing).

Based on such an explicit model of the spatial inclusions, range queries
can be efficiently processed. However, there is no support for the notion of
“near” required for nearest neighbor queries provided by such models. A
straightforward solution to this requirement is to provide a graphical
structure that connects locations with weighted edges representing the
distance. The distance between two locations can then be evaluated to the
sum of the edge weights. Neglecting the weights, a simple heuristic could
only take the number of edges into account leading to a less appropriate
model of the reality. An example of such an approach can be found in [2].
In summary, both symbolic and geographic coordinates are present and
have to be considered in mobile computing settings. The modeling effort of
location models for symbolic coordinates is mainly determined by the
required accuracy with respect to the modeled reality. Hybrid location
models additionally annotate the geographic extension of locations to the
location nodes in the location model. This can be used to embed a location
model into a global reference system [3] or to evaluate the distance func-
tion on symbolic coordinates.

12.2.2 Spatial Information Models

Information shared between applications in mobile computing settings is
typically related to a location. Users are interested in information, which is
related to their physical environment. The location of users is modeled
with respect to a given location model. To allow the access of information
with spatial relations (i.e., information that is concerned with a location
“near” to a user) requires the information to be tagged with a location
where it is valid or to which it is related. The location model thus defines
the structure of a spatial information model — or spatial model for short —
in which mobile objects and information objects as well are stored.

Figure 12.1 provides an example for a spatial model, which contains
information about objects. Queries to such spatial models can either con-
cern information objects via their unique identifier and thus act like a com-
mon database or refer to the location of an object. Queries that relate to
information retrieval and depend on a distinct location are range or near-
est neighbor queries. To process queries related to the position of objects,
information of a spatial model is needed. Geometric models, such as the
GPS, commonly provide an implicit model via a distance function on the
coordinates. Symbolic coordinates, as described above, lack such an
implicit model and require a location model. Figure 12.1 sketches a location
tree where the object Plant-5 is referring to Room 2.326 as its location.

To process such queries, an additional index structure for spatial mod-
els concerning the location is required. This index structure can be
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obtained by using location models. Moving objects databases [5] or some
context-aware platforms (e.g., Nexus [6]) or applications (e.g., GUIDE [7])
are examples of spatial models and their application.

The increasing importance of location-based services and their evaluation
will lead to a variety of spatial models in use. To evaluate such services, the
entire spectrum of performance related parameters has been addressed.
Examples are user mobility, access patterns to information objects, and rela-
tionships between information objects. These parameters also depend on
the location where the users are or the location information objects are
related to and thus require a location model for the evaluation in simulation.

12.3 Mobility

Like location and spatial models, the user mobility also plays an important
role for the simulation of mobile systems. A large number of approaches of
mobility modeling have been proposed in the last years. In this chapter, we
review commonly used mobility models and explain the drawbacks.
Finally, we introduce a generic mobility meta-model that overcomes these
drawbacks.

12.3.1 Existing Mobility Models

A variety of mobility models have been proposed for simulations of mobile
systems. There are two types of mobility models — traces and synthetic

Figure 12.1. Spatial versus Location Models
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models. Traces are generated by observing real-life systems. Thus, they
provide real information about the movement of mobile users [8]. This
kind of information is often stored in origin-destination matrices [9]. How-
ever, traces are difficult to get due to the high cost for data collection, as
well as user privacy issues. Thus, synthetic mobility models are widely
used in mobile system simulations [10–12]. In this chapter, we focus on
synthetic models. Within synthetic mobility models, we further distinguish
between random models and advanced models. In contrast to random
mobility models, where the movement of nodes is random, advanced
mobility models restrict nodes movement taking into account real-world
restrictions like the infrastructure (e.g., roads, railways) the nodes can
move on.

12.3.1.1 Random Mobility Models. Because of their simplicity, random
mobility models are quite popular for mobility simulation. Some of the
most commonly used models are:

• Random Walk Model [11] — each node initially selects a random direc-
tion θ between [θmin, θmax] and a random speed V between [Vmin, Vmax]
and then moves at the speed V in the direction θ for a random period
of time. At the end of this period, the node repeats this process. The
Random Walk Model is simple, but does not present realistic move-
ment behaviors due to sharp turns and sudden stops. Figure 12.2
represents a movement pattern of a mobile node using a Random
Walk Model.

Figure 12.2. Random Walk Movement Pattern
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• Random Waypoint Model [13] — one of the most widely used models
for mobile ad hoc networks. In this model, each node selects a
random point D within the simulation area as its destination point
and a random speed V between [Vmin, Vmax]. The node then moves
to the destination D at the speed V. When the node reaches the
destination, it makes a pause for time T between [Tmin, Tmax]. After
the pause, it selects a new destination and a new speed to continue
its movement. However, it has been shown that the nodes tend to
concentrate in the center of the simulation area, resulting in a non-
uniform spatial distribution of nodes in the network. Figure 12.3
represents a movement pattern of a mobile node using the Random
Waypoint Model.

• Random Direction Model [14] — similar to the Random Walk Model.
The difference is that after the selection of movement direction and
speed, each node continues moving until it reaches the boundary
of the simulation area. It then selects a new direction in which to
move. In contrast to the Random Waypoint Model, the Random
Direction Model generates a constant density of nodes throughout
the simulation. Figure 12.4 represents a movement pattern of a
mobile node moving according to the Random Direction Model.

Random mobility models are simple and easy to implement. However,
they are not always suitable to model real-world mobile application scenar-
ios. In the real-world, people do not move randomly, but tend to select a
specific destination (e.g., a room, a park, or a restaurant) and follow a

Figure 12.3. Random Waypoint Movement Pattern
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well-defined path (like the corridor or the walking street) to reach that des-
tination. Thus, more realistic mobility models are often needed to simulate
real-world scenarios.

12.3.1.2 Advanced Models. In  th is  sect ion ,  we  descr ibe  some
advanced models that provide more realistic movement patterns:

• Graph-Based Mobility Model [15] — relies on a spatial model graph
that describes the underlying spatial infrastructure. The vertices of
the graph represent places (e.g., points of interest such as restau-
rants, museums, etc.) that users might visit and the edges model
interconnections between the places (streets or rail connections).
The users move between randomly chosen vertices of the graph on
edges, thus respecting spatial constraints of the simulation area.
The visit of vertices can also be determined based on a probability
value that is assigned to each vertex in the graph. The Graph-Based
Mobility Model can also be extended by taking into account a trip
model, which describes a whole trip of a mobile node based on a
sequence of vertices that are to be visited.

• Obstacle Mobility Model [16] — takes obstacles into account that
might be located in the simulation area. Such obstacles can be
described by polygons. The obstacles not only prevent movement of
nodes, but also block wireless transmissions. The Voronoi diagram of
the obstacle corners are used to generate a movement path, which is
a planar graph whose edges are line segments that are equidistant
from two obstacle corners. A Voronoi diagram partitions a plane with

Figure 12.4. Random Direction Movement Pattern
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n sites into n regions such that each region contains exactly one site
and every point in the region around that site is closer to that site
than any other sites. The node then moves between randomly
selected obstacles following the shortest path in the Voronoi dia-
gram. Figure 12.5 gives an example of the Obstacle Mobility Model
with two polygons presenting buildings and a road path between
them based on the Voronoi diagram.

12.3.2 Generic Mobility Model

As shown above, there exists a variety of approaches to model the mobility
of users. Each of the approaches satisfies only a specific set of scenarios.
For example, the Random Waypoint Mobility Model may be sufficient to
simulate movement of pedestrians in an open area (e.g., rescue missions or
military operations). To model movement of users in a city, it is necessary
to reflect spatial area constraints (e.g., streets) using the graph-based
model. To simulate movement of cars, it is necessary to include car-spe-
cific speed and direction changing dynamics to the model. The state of the
art in the area of mobility modeling is the use of specific models for specific
scenarios. To evaluate new scenarios, particular mobility models must be
created. To minimize the model creation overhead, there is a demand to
have a single meta-model, which is generic, to satisfy different scenarios
and to express the existing mobility models.

A review of the existing mobility modeling approaches shows the follow-
ing three major factors affecting the user movement:

Figure 12.5. Example for Obstacle Mobility Model
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1. Spatial Model — user movement takes place in a given simulation
area. The area can be an open rectangular-bounded area used in
random mobility models or contain spatial objects (e.g., roads,
streets, buildings). If present, the spatial objects constrain the move-
ment of users. For example, cars do not normally leave roads and
mobile users do not walk through walls. To reflect this, the mobility
model must rely on a model of the spatial area. The spatial area can
be described using one of the standards for environment description
in digital form, such as Geographic Data Files (GDF) [17] or Geometry
Markup Language (GML) [18].

2. User Trip Model — users move because they want to execute a
particular action in a specified location (e.g., shopping, work, sight-
seeing). By moving between various points of the spatial environ-
ment during the observation, users execute trip sequences. Such
trip sequences form the User Trip Model. Activity-based Travel
Demand Approach [9, 19, 20] is used in the model to express travel
decisions. The approach defines travel as the demand to participate
in activities. An activity denotes an action to be executed (e.g.,
shopping). The activity has an associated set of locations (e.g.,
shopping can be performed in supermarkets; sightseeing can be
performed in museums). Each location has a relative probability that
the location will be chosen as the activity execution point (attrac-
tiveness) and duration of activity execution (e.g., 30 minutes for
shopping). The Trip Model interacts with the Spatial Model and
matches the activities with the locations using geographic coordi-
nates or semantic of topological elements (e.g., element class code
identifier). The activities are sequences and combined into trip
chains (Figure 12.6). After finishing the current activity, the next one
is chosen with a certain probability and the movement continues.
The movement path reflects the spatial environment constraints
provided by the Spatial Model.

3. Movement Dynamics Model — different classes of mobile objects
expose different movement dynamics. For example, pedestrians
tend to move with low speed and frequent interruptions, but cars
move with higher speeds and influence movement dynamics of
neighboring vehicles. The Movement Dynamics Model defines the
physics of user movement (e.g., speed and direction changes). Many
approaches exist to describe movement dynamics for different
classes of mobile users (e.g., [21–24]).

These three models are fundamental and are not interchangeable,
because they define different aspects of user movement and have different
parameters. A parameter for the Spatial Model is a description of the move-
ment area containing topological elements (e.g., roads and buildings). A
parameter for the Trip Model is a trip chain with supplementary data (e.g.,
opyright © 2005 by CRC Press
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locations, their relative probabilities, and durations of activity executions).
Parameters for the Movement Dynamics Model are implied by the physical
model chosen to describe the user movement dynamics. The combination
of the three models forms the meta-model for mobility modeling (Figure
12.7). The model is generic, because it reflects the main factors affecting
user movement and can express the reviewed mobility models as its
instances. For example, the Random Waypoint Mobility Model can be con-
structed using a rectangular-bound area in the Spatial Model, the con-
stant-speed motion in the Movement Dynamics Model, and performing trip
sequences between randomly chosen points of the area in the User Trip
Model. The Graph-Based Mobility Model is similar to the Random Way-
point Mobility Model, but uses a spatial environment graph in the Spatial
Model. More sophisticated mobility models (e.g., Integrated Mobility
Model) rely on digital maps in the Spatial Model and appropriate trip
sequences and user movement dynamics.

The described mobility meta-model is used in our simulation tool to
evaluate performance of location-dependent information access (see Sec-
tion 12.5).

12.4 Information Access Model

One of the major differences between a location-based information system,
usually accessed by mobile users, and a standard information system is that
within a location-based system the user’s interest in information items might

Figure 12.6. A Trip Chain
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change when he moves from one location to another. The aforementioned
example of accessing a city map from a mobile device makes this obvious.
In general, a user has a much higher interest in parts of the map which
show his proximity, than in parts which reflect more distant areas.

After explaining some fundamentals about the so-called Zipf distribu-
tion in Section 12.4.1, we will show in Section 12.4.2 how such a loca-
tion-dependent information access can be modeled.

12.4.1 Zipf Distribution

Thus far, a lot of work has been done on modeling information access in the
World Wide Web. In many articles it is assumed [25–27] that access to a cer-
tain information space, for example the information stored on a Web server
is Zipf distributed. In such a distribution, the relative probability of a

Figure 12.7. Structure of Mobility Meta-Model
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request for the ith most popular Web page or more generally speaking the
ith most popular information item is proportional to 1/i.

Exhaustive analyses of various Web server logs [28] have shown that
the distribution of the requests over single Web pages follows a Zipf-like
distribution. A Zipf-like distribution differs from the original Zipf distribu-
tion in a small correction factor α. Here, the relative probability of a
request of the ith most popular page is proportional to 1/iα. The observed
value of α varies between the different considered logs, ranging from 0.64
to 0.83.

Using data collected in the GUIDE project [7], we were able to verify that
this Zipf-like distribution is also valid in a mobile guide scenario. The
access frequencies that have been observed at each single location have
been Zipf-like distributed.

12.4.2 Location-Dependent Access

As described above, the Zipf-like distribution can be used to model the
information access at a certain location. However, the Zipf-like distribution
only applies to the information items that are accessed at the considered
location. The Zipf-like distribution will not reflect if certain parts of the
overall information space are not accessed at a specific location. However,
as our analysis of the GUIDE data has shown, this is the case in real-world
applications.

For example, only 10 percent of all information items within a certain
information space might be accessed at a certain location. To model the
access frequencies to these 10 percent of all available items, the Zipf-like
distribution is the best choice. However, we additionally require a method
to describe which items are accessed at least once at each location.

One simple model that meets the reality surprisingly well, at least as far
as we could verify it with data available from the Guide project, is the fol-
lowing: For each location, for example, represented by a symbolic name or
a geometric area, we assign a set of information items that are exclusively
accessed there. In addition to these local information pools, we also have
a global information pool, which contains information items that might be
accessed from any location. A parameter controls which part of a user’s
information requests refers to the global information pool and which part
refers to the local information pool of the location where he is currently
located. This makes it possible to simulate the behavior of a widespread
spectrum of location-dependent information systems beginning with loca-
tion-dependent applications like map applications and ending with almost
location-independent applications like wireless Web browsing. Of course
more advanced models are possible, such as where the access probability of
a certain information object itself is Gaussian distributed over the locations.
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For more details on the characteristics of information spaces see [29].
There, we formally defined the most important characteristics of informa-
tion spaces and measures in order to quantify them. In [30] we used the
above sketched access model to evaluate a location-aware hoarding mecha-
nism. This hoarding mechanism intelligently prefetches information that the
user will probably access in the near future and can thereby significantly
reduce the response time of a location-based information system.

12.5 A Tool for User Mobility Modeling

The generic approach to user mobility modeling that we described in Sec-
tion 12.3 is implemented for the practical usage in a simulation tool. This
chapter describes the tool design and implementation issues.

12.5.1 Objectives

The main objective of the tool is to simulate user mobility in different sce-
narios. The tool must be flexible enough to support a variety of scenarios
from random movement in an open area to predetermined travel in a city
center. The tool must provide means to easily define the scenarios and
include the necessary implementations. To simplify handling of the spatial
data, the tool must be capable of reading the contents of geographic data
files. The tool must support existing simulation environments for mobile
networks and produce mobility traces in corresponding formats.

12.5.2 Software Architecture

To handle a variety of scenarios, the tool implements the described mobil-
ity meta-model, thus integrating the spatial environment (Spatial Model),
user trip sequences (User Trip Model), and user movement dynamics
(Movement Dynamics Model) (Figure 12.8).

Figure 12.8. Tool Architecture
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The Spatial Model provides a map of the simulation area with its topo-
logical elements (e.g., roads, museums, restaurants, cinemas). The model
uses GDF as its primary specification, because the standard explicitly
denotes rules to define a variety of spatial area elements, their geometry
and properties, thus easing the model interface description. To read the
spatial data from a file source and to initialize the model, the tool includes
a GDF parser. Converters from other geographic data formats (e.g., GML)
to GDF are available [31].

The User Trip Model is an implementation of the Activity-Based Travel
Demand Modeling Approach. To express trip sequences in the model, we
use a nondeterministic automaton of activity sequences (Figure 12.9) [32].
In the automaton, the states denote activities to be executed. Each state
contains a set of locations for activity execution, their attractiveness, and
a duration of the activity execution (like pause time in the Random Way-
point Mobility Model). The automaton switches nondeterministically
between the states, thus reflecting the variability factor upon selecting the
next activity. The user’s initial activity (associated with the user initial

Figure 12.9. A Nondeterministic Automaton
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location) corresponds to the automaton’s initial state. The final activities
correspond to the automaton’s final states.

The Movement Dynamics Model simulates the movement of a user (its
speed and direction changes) from its current location to the target point
of activity execution. The movement path between the points is calculated
using the Dijkstra shortest-path algorithm taking obstructions of simula-
tion area into account.

Using the tool, movements of every user are modeled independently
with a separate instance of the meta-model. This allows mobile users with
similar and dissimilar Trip or Movement Dynamics Models to coexist in a
simulation. To model movements of users of the same class (e.g., belonging
to the same group), it is possible to share a concrete instance of Trip or
Dynamics Model by a number of instances of the meta-model, thus achiev-
ing the desired movement similarity.

To model various scenarios, the tool includes ready implementations of
several User Trip Models (which differ in a degree of randomization of trip
chain) and Movement Dynamics Models (for cars and pedestrians). The
tool can produce mobility traces for commonly used mobile network sim-
ulation environments (e.g., Network Simulator 2 [NS-2] [33] and GloMoSim
[Global Mobile Information Systems Simulation Library] [34]).

The tool is implemented on top of a discrete Java™-based simulation
environment. The implementation is based on the concept of pluggable
modules and thus, can be easily extended with implementations of new
User Trip or Movement Dynamics Models, parsers for geographic data in
other formats or simulation environments support.

12.5.3 Usage

The tool simulates user mobility and produces traces in accordance with
a simulation scenario. The simulation scenario is defined in Extensible
Markup Language (XML) format.

A skeleton of a simulation scenario definition for the tool is depicted in
Table 12.1. The scenario description is enclosed by the universe element.
The description includes modules used in the simulation (extension ele-
ments) and definitions of the meta-model components for mobile users
(node element for a single user, nodegroup element for a group of users).

For example, the scenario in Table 12.2 is used to model movements of
users in a rescue mission in an opened area similar to the Random Way-
point Mobility Model. The dimensions of simulation area are 1000 meters
(m) by 1000 m. The mobility traces are produced in text format. Simulation
time is 3600 seconds (s). The users are randomly placed in the simulation
area and move between randomly chosen points of the simulation area.
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The users make a pause between 120 s and 600 s, between two successive
trips. Movements of 50 mobile users are simulated. Users move with con-
stant speed movement dynamics. The speed value is chosen randomly
between 0.56 m/s and 1.39 m/s.

Table 12.1. Format of Simulation Scenario Description

<?xml version="1.0?”>
<universe>
  <extension>extension_parameters</extension>
  <extension>extension_parameters</extension>
  <extension>extension_parameters</extension>
  …
  <node>node_parameters</node>
  <nodegroup>nodegroup_parameters</nodegroup>
  …
</universe>

Table 12.2. Simulation Scenario 1

<?xml version="1.0"?>
<!-- Users in a Rescue Mission -->
<universe>
  <dimx>1000.0</dimx>
  <dimy>1000.0</dimy>
  <extension class="sim.extensions.TextOutput"/>
  <extension class="sim.simulations.TimeSimulation" 

param="3600.0"/>
  <extension class="spatialmodel.core.SpatialModel"/>
  <extension name="PosGen" class="tripmodel.generators.

RandomInitialPositionGenerator"/>
  <extension name="TripGen" class="tripmodel.generators.

RandomTripGenerator">
    <minstay>120.0</minstay> <maxstay>600.0</maxstay>
  </extension>
  <nodegroup n="50">
    <extension class="uomm.ConstantSpeedMotion"

initposgenerator="PosGen" tripgenerator=
"TripGen">

      <minspeed>0.56</minspeed> <maxspeed>1.39</maxspeed>
    </extension>
  </nodegroup>
</universe>
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The scenario in Table 12.3 is used to model movements of tourists in a
city center. The mobility traces are produced for NS-2 simulation environ-
ment. Simulation time is 14,400 s. The spatial environment is initialized
from a GDF data source. An activity sequence automaton (Figure 12.6)
determines trip sequences made by mobile users. Movements of 100 tour-
ists are modeled. Users expose the constant speed movement dynamics
with the speed between 0.33 m/s and 0.83 m/s.

Table 12.3. Simulation Scenario 2

<?xml version="1.0"?>
<!-- Tourists in a City Center -->
<universe>
  <extension class="canumobisim.extensions.NSOutput"/>
  <extension class="canumobisim.simulations.

TimeSimulation" param="14400.0"/>
  <extension class="spatialmodel.core.SpatialModel"/>
  <extension class="gdfreader.GDFReader" source="Boston.

gdf"/>
  <extension name="Gen" class="tripmodel.generators.

ActivityBasedTripGenerator">
    <activity id="initial">
      <points>initial.txt</points>
      <minstay>0.0</minstay> <maxstay>0.0</maxstay>
    </activity>
    <activity id="shopping">
      <points>shopping.txt</points>
      <minstay>900.0</minstay> <maxstay>1800.0</maxstay>
    </activity>
    <!-More activities …  -->    
    <transition>
      <src>initial</src> <dest>shopping</dest> 

<p>0.65</p>
    </transition>
    <transition>
      <src>initial</src> <dest>museum</dest> <p>0.35</p>
    </transition>
    <!-More transitions …  -->
  </extension>
 <nodegroup n="100">
    <extension class="uomm.ConstantSpeedMotion" 

initposgenerator="Gen" tripgenerator="Gen">
      <minspeed>0.33</minspeed> <maxspeed>0.83</maxspeed>
    </extension>
  </nodegroup>
</universe>
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The full tool documentation and code can be downloaded free of charge
for academic use from http://canu.informatik.uni-stuttgart.
de/mobisim.

12.6 Conclusion

In this chapter, we gave an overview of the aspects that need to be consid-
ered when simulating the information accesses of mobile users in loca-
tion-based systems. We described the possibilities of modeling locations
and spatial relationships. We also gave an overview of existing mobility
models and described a more generic and flexible mobility meta-model.

We depicted an impression of how important it is to reflect the location
dependency of the users’ information accesses when simulating the access
to a location-based information system. In addition, we described a simple
method to model this location dependency.

We completed the chapter with a description of our simulation tool,
which is available free of charge for academic, noncommercial use.
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Chapter 13

Context-Aware 
Mobile Computing
Rittwik Jana and Yih-Farn Chen

Abstract

This chapter provides a recent survey of context-aware mobile computing.
Computers are now ubiquitously present in our everyday lives through
mobile and embedded devices. In an effort to merge computing seamlessly
with our surrounding environment to enrich the user experience, con-
text-aware computing was born. We discuss the definition of context and
how the inclusion of contextual information affects the computing and
communication structures and broadens the appeal of an application. We
continue on by describing how context can be acquired by capturing
real-world situations and consequently formulating a representation of the
collected information. Context can be acquired with various types of sen-
sor systems (e.g., location, load), computer vision (i.e., gestures, cues, and
activity detection), modeling of users’ behaviors (i.e., thoughts, actions,
and words), inferences from databases or calendars, or explicit
user/device input. Once acquired, we look at how context information can
be used for various applications to provide a particular service or informa-
tion. Applications can use context passively to customize the application
delivery or to proactively retrieve and use available context information
constantly in a decision process. We then investigate the infrastructure
needed to develop context-aware applications hereby named contextware
[1] and discuss how it complements standard middleware. We highlight
some of the recent initiatives and research projects that are con-
text-related and provide a comprehensive overview of the various facets of
context-aware applications. We conclude by predicting the future chal-
lenges of this topic and issues that warrant further investigation.

13.1 Introduction and Motivation

Humans interact with each other in an extremely efficient manner, the
overriding intent being always to communicate ideas fluently and suc-
cinctly. We include information from the current situation or extrapolate
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from events in time (also known as context or side information) into our
conversations to enrich the overall experience. Humans interacting with
computers on the other hand, have difficulty including this side informa-
tion particularly because of the typical modes of inputs that are currently
used (keyboard and mouse). There has been a lot of emphasis on research
lately to enrich the user experience with more natural inputs like voice,
gestures, emotions, and facial expressions via video and situation aware-
ness of the environment captured via a myriad of sensor enabling technol-
ogies [23]. Unfortunately, obtaining contextual knowledge is a nontrivial
task. Natural voice input requires sophisticated computing engines to
interpret speech using automatic speech recognition (ASR) engines and
output synthesized speech using state-of-the-art text to speech (TTS) tech-
nologies [6]. Regardless of the advent of such novel technologies to
enhance human computer interaction, there is still a formidable amount of
work that lies ahead for computers to understand humans as accurately
and efficiently as humans understand humans. Sensors can be distributed
and communicate their data using a variety of protocols and formats. Raw
sensor data may need to undergo complex postprocessing before being
useful in any applications [7]. The overarching goal in the researchers’
minds are to first facilitate computers to understand these complex input
processes and second to enhance human computer interaction.

Context can be defined in a number of different ways. In [4], context is
defined as any information that can be used in an entity’s situation. An
entity can include a person, place, or object relevant to the conversation
between the end user and the application. Many researchers have also
tried to define context by enumerating examples of context namely com-
puting context, physical context, and user contexts [5]. We take a further
look at the various definitions of context in Section 13.2.

So why is context so important with regard to mobile computing?
Mobile computing poses difficult challenges, such as client resource con-
straints imposed by width and size and impoverished or fluctuating band-
width connections. The typical process used on a desktop to specify
required input parameters to request a service can be a tedious and frus-
trating experience for a mobile user. For example, when a cell phone user
requests the current weather, the service should figure out where the
mobile user is and what device limitation it has and then deliver the infor-
mation appropriately (in this case, a text message less than 140 characters
would be ideal).

By taking into account the relevant context (i.e., the different exposed
situations that are relevant to a requested service), application delivery
can be streamlined and customized to provide a more satisfying overall user
experience. It is however, the responsibility of the application designer to
present and use context intelligently to provide such an experience.
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Acquiring context is not a trivial task. This is one of the main reasons
why it is difficult to use context. Quite often this means dealing with sen-
sor-based technologies that detect various phenomena about the environ-
ment. Acquiring context can be either explicit (i.e., provided by an end
user by means of textual, voice, or video input) or automatic inference.
Apart from the lack of proliferation of this kind of nonstandard technology
(e.g., sensors, global positioning receivers), there is also the hesitation of
ubiquitous deployment of such technologies due to privacy and other con-
siderations. There needs to be a consensus among public utilities to stan-
dardize the rollout of such infrastructure. The recent mandatory E911 ini-
tiative by the Federal Communications Commission aims at deploying
location sensing technologies in coordination with the cellular carriers to
report the telephone number of a wireless 911 carrier and the precise loca-
tion of the antenna to within 50 to 100 meters resolution [9].

Next we take a look at a particular methodology of modeling context
information with reference to a prototype implementation of a service plat-
form that uses this context information to provide value-added services.
The notion of sharing contextual information among devices that do not
have easy access to this information is interesting enough to warrant an
example. This is discussed in Section 13.5.1.

Applications that use context are called context-aware. A system is con-
text-aware if it uses contexts to provide relevant information or services to
the user, where relevancy depends on the user’s task [4]. Context-aware-
ness has been defined by a number of researchers each trying to catego-
rize its different features. For example, context-aware computing was first
discussed by Schilit in [5] and [8] to be a piece of software that adapts
according to its location of use, the collection of nearby people and
objects, as well as changes to those objects over time. Context-awareness
will be elaborated further in Section 13.4.

Section 13.5 and Section 13.6 discuss the service platforms and the more
recent context-related projects, respectively, followed by highlights of the
future of context-aware mobile computing.

13.2 What Is Context?

Context has been defined by a number of researchers. Mark Weiser’s now
legendary article defined ubiquitous computing for the first time [10]. Con-
text is a general term and can be categorized into three categories in the
realms of mobile computing — computing context, user context, and phys-
ical context.

According to [5], the three categories can be described as:
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1. Computing context (what resources you have) — such as network
connectivity, communication costs, and communication bandwidth
and nearby resources such as printers, displays, and workstations

2. User context (whom you are with) — such as the user’s profile,
location, people nearby, even the current social situation

3. Physical context (where you are) — such as lighting, noise levels,
traffic conditions, and temperature

Pascoe et al. [11] defines context as the user’s location, environment
identity, and time. Dey [12] provided examples of the user’s emotional
state, location and orientation, date and time, objects and people in the
user’s environment. Ward et al. [13] regard context as the state of applica-
tions’ immediate surroundings. Ferscha [1] describes some additional
interesting and useful categories and subcategories of context:

• Geographical contexts (e.g., buildings, floors, offices)
• Organizational contexts (e.g., departments, projects)
• Action contexts (e.g., tasks)
• Technological contexts (e.g., Java™ programmers)
• Time context (e.g., time of a day, week, month, season of the year)

Regardless of what contextual information a system collects, the infor-
mation must be represented in a form that can be digested by the applica-
tions that depend on the context. We describe how context is acquired and
represented next.

13.3 Context Acquisition

In this section, we take a brief look at how context information can be
obtained using a variety of sensors and other mechanisms. The aim is to
facilitate collecting this information and provide it in a reliable and secure
way to middleware platforms that use it to make decisions. We also exam-
ine current standards and technologies that facilitate the use of context
information during application delivery.

13.3.1 Acquisition of Sensor Data

There is a wide selection of sensors and sensing technologies that can be
applied to collect contextual information. Some of the sensing technolo-
gies can be further categorized into:

• Thermal and humidity
• Vision and light
• Location, orientation, and presence
• Magnetic and electric fields
• Touch, pressure, and shock
• Audio
• Weight
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• Smell: gas sensors
• Acceleration: motion detection

Often it is not enough to collect all the contextual information from a sin-
gle sensor. In mobile computing, sensors can be in one place or distributed
spatially. In an array of sensors, communication protocols need to be engi-
neered to facilitate the fusion of such data. This can involve rather com-
plex postprocessing. For example, in wearable computing, sensors are
placed all over the body [22]. Placements of these sensors are crucial to
the contextual observations. In any application, the designer has to ulti-
mately choose the correct sensor type and its relevant positioning.

A large number of research papers, however, concentrate on loca-
tion-based services using location information as context [14–16]. Loca-
tion-aware computing systems respond to a user’s location, either sponta-
neously or when activated by a user request. The next few sections
summarize the state of these sensing capabilities and provide some guid-
ance on their possible future evolution.

13.3.2 Location Sensing Techniques

The global positioning system (GPS) is the most commonly known location
sensing system today, whereby a technique called triangulation is used to
compute object locations. Measuring distance from an object to a particu-
lar point using time-of-flight, means measuring the time it takes to travel
between the object and the point. In a system like GPS, the receiver is not
synchronized with the satellite transmitters and cannot precisely measure
the time it takes for the signal to reach the ground from space. Therefore,
GPS satellites are perfectly synchronized with each other via accurate
atomic clocks to allow for a baseline of reference that is used to calculate
the difference in flight time. On the ground, all GPS receivers have an alma-
nac programmed into their computers that tells them where in the sky
each satellite is, moment by moment. Four satellites are normally required
to estimate an accurate three-dimensional (3D) position. A good summary
of the current state-of-the-art in location sensing techniques is provided by
Hightower and Borriello in [2, 19]. There are many examples of such
time-of-flight location sensing systems:

• Active Bat location systems (distance measurement from indoor
mobile electronic tags, called Bats to a grid of ceiling mounted
sensors) [17]

• Cricket location support system [15]
• PulsON™ Time Modulated Ultra Wideband technology [18]

13.4 What Is Context-Awareness?

Context-awareness can be classified into two groups: ones that use context
passively and others that adapt themselves to context proactively. The
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seminal work of Schilit and Theimer explained how applications can react
to context and reconfigure themselves to better solve the problem at hand
[23]. The authors describe an active map service that keeps clients
informed of changes in their environment. The software discovers and
reacts to changes in the environment that the users are situated in. Note
that this kind of active reconfiguration is similar to that advertised in soft-
ware agent-based technologies, whereby agents are continually adapting
to the new contextual information. Sometimes these agents are also known
as context-sensitive. Context modulates behavior by affecting the actions
used to achieve goals as well as the timing and manner in which those
actions are carried out. By paying attention to its context, an intelligent
agent can more quickly select appropriate behavior to achieve its goals,
and it can more effectively focus its attention and respond to unanticipated
events. Context-awareness can also be categorized into a set of features
[12]:

• Proximate selection — proximate selection is an interaction tech-
nique where a list of objects (printers) or places (offices) is presented
and where items relevant to the user’s context are emphasized or
made easier to choose.

• Automatic contextual reconfiguration — a system-level technique
that creates an automatic binding to an available resource based on
the current context.

• Contextual command applications — executable services made
available due to the user’s context or whose execution is modified
based on the user’s context.

• Context-triggered actions — applications that automatically under-
stand the context they are in and execute services automatically
when the right combination of context exists.

13.4.1 Technology Independent Framework and Application 
Programming Interfaces

The context information is best used by a middleware service platform
that acts as an intermediary in orchestrating the delivery of services from
the origin servers to the end clients. We describe two standardization
efforts going on in this space: one closely related to the telecom industry
and one from the Internet/Web community. We then describe a mobile ser-
vice platform that enables the delivery of context-aware services and is
agnostic to wireless carriers and devices.

13.4.1.1 Parlay: Integration of Telecom and Internet Services. In an effort
to promote technology independence and link applications with the capa-
bilities of the telecommunications world, the Parlay Group was formed in
1998 by a community of operators, information technology (IT) vendors,
network equipment providers, and application developers [20]. Parlay’s
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open Application Programming Interface (API) releases developers from
having to write code for specific networks and environments. It eliminates
the need for programmers to master different telecommunication proto-
cols, at the same time supporting the evolution of second generation (2G),
2.5G, and third generation (3G) networks with the same set of APIs. For
example, the WASP (Web Architecture for Service Platforms) platform sup-
ports context-aware applications based on Web services [37]. It uses Par-
lay-X as a Web service interface to 3G network functions. An application
(such as a tourist application that depends on location-sensitive informa-
tion) uses context information available from the WASP platform to pro-
vide its services to mobile users; however, contextual information is
shielded from service providers by the privacy control layer, which is
responsible for checking context-dependent privacy preferences based on
World Wide Web Consortium’s Platform for Privacy Preferences (W3C’s
P3P) [28] (see Section 13.5.4).

13.4.1.2 IETF OPES Group. The Internet is facilitating multiple forms of
distributed applications, some of which employ application-level interme-
diaries. The Open Pluggable Edge Services (OPES) [21] group’s primary
task is to define application-level protocols enabling such intermediaries
to incorporate services that operate on messages transported by Hyper-
text Transfer Protocol (HTTP) and Real-Time Transport Proto-
col/Real-Time Streaming Protocol (RTP/RTSP). At the Internet Protocol (IP)
level, the participating intermediaries are endpoints that are addressed
explicitly. The emergence of ideas like middleware service providers sup-
ported by a group like OPES shows an industry trend to create value-added
services on the network edge. One potential use of OPES is to adapt a ser-
vice based on the context of the application clients. The security model for
such services involves defining the administrator roles and privileges for
the application client, application server, intermediary, and auxiliary
server. The data integrity model defines what operations are permitted by
the content owners and what guarantees of content correctness can be
made to the owners and viewers when content-related services are per-
formed.

13.4.1.3 iMobile: a Mobile Service Platform. In this section, we briefly
review the iMobile architecture, a mobile service platform. Its overall
architecture (standard edition, known as iMobile) is as depicted below in
Figure 13.1 [26].

iMobile implements three key abstractions — devlet, infolet, and applet.
A devlet is a driver attached to the proxy that receives and sends messages
through a particular protocol (America Online Instant Messenger [AIM],
Short Message Service [SMS], Wireless Access Protocol [WAP], HTTP, etc.).
An infolet hosted on the proxy is responsible for creating an abstract view
opyright © 2005 by CRC Press
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of a particular information space using appropriate protocols (e.g., HTTP
for the Internet, X10 for home networks, Common Object Request Broker
Architecture [CORBA] for distributed network resources). An applet imple-
ments the application logic by postprocessing information obtained by the
various infolets. iMobile is a proxy-based platform designed to provide per-
sonalized mobile services. Information retrieved from infolets and applets
are transcoded according to the user and device profiles.

As an example of information flow in iMobile, consider the following.
The AIM devlet on iMobile starts an AIM client and listens to service
requests from other AIM clients sent as instant messages. The devlet
senses an incoming request via a character stream and, if validated as a
correct iMobile command, forwards it to a command Dispatcher hosted on
the proxy. The latter employs business logic provided by the correspond-
ing applet to invoke specific infolets. These infolets are responsible for
obtaining information from various data sources/content providers. The
Dispatcher renders this information suitable for the target device by per-
forming transcoding services. The AIM devlet then receives results from
the Dispatcher formulated in a Multipurpose Internet Mail Extension
[MIME] appropriate for that device, which is determined by the corre-
sponding device profile stored at the mobile service platform.

In summary, iMobile acts as a mobile personal agent to deliver both text
and application messaging to handheld devices ubiquitously regardless of
the underlying communication network technologies and operating proto-
cols. It admits personalization and has an open architecture so new
devices, information sources, and protocols can be integrated. Thus, iMo-
bile has a unique advantage to perform intelligent messaging. In Section
13.5.1, we show how to integrate location awareness into this messaging
platform.

iMobile Enterprise Edition (iMobile EE)* [38] (Figure 13.2) is a redesign
of the original iMobile architecture to address the security, scalability, and
availability requirements of a large enterprise, such as AT&T. iMobile EE
incorporates gateways that interact with corporate authentication ser-
vices, replicated iMobile servers with backend connections to corporate
services, a reliable message queue that connects iMobile gateways and
servers, and a comprehensive service profile database that stores the user
profile and device context, which governs operations of the mobile service
platform. The iMobile EE architecture was also extended to provide per-
sonalized multimedia services, allowing mobile users to remotely control,
record, and request video contents. iMobile EE aims to provide a scalable,
secure, and modular software platform that makes enterprise services eas-
ily accessible to a growing list of mobile devices roaming among various
wireless networks.

*iMobile EE has been renamed Enterprise Messaging Network (EMN).
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13.5 Gluing Contextware and Middleware

The use of context information by applications in a mobile environment
poses a number of challenges arising from the distributed and dynamic
nature of sensors, the accuracy and resolution of sensors, and the fusion of
output of multiple sensors to determine context. In addition, the mobile
environment poses further challenges with regard to the dependability,
predictability, and timeliness of communication. Middleware is required
that provides abstractions for the fusion of sensor information to deter-
mine context, representation of context, and intelligent inference. Essential
services that provide support for operation in a mobile environment, such
as supporting the reliability of communication, are also required. In this
section, we will review a particular middleware service platform (see iMo-
bile in Section 13.3.3.3) developed by the authors that has been used to
provide location-based services.

13.5.1 Integrating Location Determination with the Service Platform

Figure 13.3 shows one way to integrate the iMobile services platform with
the location server. Another way is to integrate the service platform with
the interactive voice response (IVR) in a voice application. In what follows,
we will describe the concepts with the arrangement above and omit the
details of the other configuration.

Figure 13.2. iMobile Enterprise Edition
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13.5.2 Managing Location Information in iMobile

Each mobile device has to be mapped to a registered iMobile user. There
are two reasons for this requirement: 

1. To limit access to legitimate iMobile users only
2. To personalize a service based on the user profile 

A typical device-to-user map stored under iMobile maps a protocol
account to a user. For example, the following map shows the iMobile plat-
form that a service request initiated from the cell phone +19087376842
through the SMS channel or an instant message sent from the AIM screen
name webciao should be considered a request from the user chen.

sms:+19087376842=chen

mail:dchang@research.att.com=difa

aim:webciao=chen

phone:9084321529=chen

ip:135.22.102.22=chen

Note that the protocol and associated context information (such as loca-
tion information or HTTP header that gives device information) dictates
how iMobile should transcode content to be delivered to the mobile device
that initiates the request. The way iMobile authenticates a mobile user

Figure 13.3. Location-Based Value-Added Services via a Middleware Service 
Platform
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depends on the device or protocol used and is determined by its internal
policy. iMobile trusts wireless networks such as Global System for Mobile
(GSM) or time division multiple access (TDMA) networks to provide the
correct cell phone ID when a short message is received. This is generally
acceptable unless a cell phone is stolen and the user did not lock the phone
with a security password. iMobile also trusts the AOL network’s authenti-
cation for noncritical services. User authentication through iMobile itself
is required if the user accesses iMobile through WAP or HTTP.

A typical iMobile user profile stores the username, password, and a list
of the devices that the user registers with iMobile. It also stores the loca-
tion information, which is updated automatically when the user invokes
the appropriate location determining technology (see Section 13.3.2),
probably through an explicit request from the user’s GPS-equipped per-
sonal digital assistant (PDA) or via voice to update the user’s crossroad or
zip code. When a user later accesses iMobile through AIM using the screen-
name webciao (say from a Pocket PC device equipped with a wireless
local  area network [LAN] card),  iMobile determines from the
device-to-user map (see above) that the user is chen and will correctly use
his user profile for subsequent location-aware service requests from this
device. Note that there are other ways to keep the location information
up-to-date, such as with periodic polling at the location server.

13.5.3 Location-Based Services with iMobile

The infolet abstraction in iMobile extends beyond the HTTP protocol and
universal resource locator (URL) name space to provide an abstract view
of various information spaces. An infolet retrieves the original content and
returns it to an applet for further processing. Some of the location-aware
services that have been implemented as infolets are:

• Location — reports where the user’s last registered location is. It
also allows one to change the location information explicitly using
a zip code.

• Weather — reports the current local weather.
• Find — finds business addresses near the user. The accuracy of this

result is naturally dependent on the location information. In this
case we were able to deliver accuracy in metropolitan areas suitable
to cell site/sector coverage. 

Figure 13.4 shows the snapshot of a typical location-aware service deliv-
ered by iMobile using instant messaging.

13.5.4 Preserving Privacy in Environments with Location-Based 
Services

Protecting personal location information is becoming a real challenge as
more value-added services emerge in the market every day. Automatic
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control of their location information in a safe and controlled manner is a
prerequisite to ensure that information does not get misused. An impor-
tant first step in protecting users’ location privacy is notifying them of
requests for this information. For example, a system may ask the users for
approval before releasing their location information to third parties. Third
parties themselves have to be verified and guaranteed by a certificate
authority that they will not tamper and misuse this information. To auto-
mate the privacy-management and decision making process, the W3C’s P3P
specifications should be followed closely [27, 28]. P3P is designed to support
Web interactions typically involving e-commerce and business applications.
It is important to note that its mechanisms for obtaining reference files and

Figure 13.4. Yellow Pages Lookup from AIM via AT&T iMobile Stored Context 
Profile
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policy documents are tightly coupled with Web usage models, protocols,
and deployment architectures. The policy language contains constructs
for expressing information-collection and management policies appropri-
ate for protecting information disclosed during Web browsing and user-ini-
tiated online transactions. The idea of having a user-centric privacy proxy
(policy execution point) is essential to checking the various policies and
constraints before disseminating such information to third-party provid-
ers. The details of one such project can be found in [29].

13.6 Context-Related Research Initiatives and Projects

This section will highlight some of the more recent projects that are related
to context-aware computing. This is by no means an exhaustive list and
does not show relative importance of one project over another. We found
these projects interesting in their own rights and found it necessary to
include them to provide the different flavors of context-aware computing:

• Massachusetts Institute of Technology (MIT)’s Oxygen project [15] —
the researchers at MIT believe that computation and communication
will become as pervasive and free as air. Computation will become
human-centered. Anonymous devices will collect context informa-
tion in the surrounding environment and systems using such infor-
mation will become aware of our needs and adapt accordingly.
Several key technologies in the Oxygen project are quite relevant to
context-aware mobile computing:
– Cricket — the Cricket location support system provides an in-

door analog of GPS to provide information about location, orien-
tation, and geographic spaces [15]. Cricket beacons, mounted on
walls or ceilings, transmit ultrasound and radio frequency (RF)
signals; compact listeners, attached to mobile or static devices,
use the difference in signal arrival times to determine where they
are.

– INS — in the Intentional Naming System (INS) [30], names are
intentional; they describe application intent in the form of prop-
erties and attributes of resources and data, rather than simply
network addresses (such as URLs) of objects. Potentially, the use
of an INS would allow us to address resources easily based on
the attributes collected by the contextware.

• AT&T Labs — Cambridge:1

– The Bat Ultrasonic Location System — their first experiments
with context-aware systems used room-scale information gener-
ated by infrared Active Badges [31], but many applications re-
quire fine-grained 3D location and orientation information that
Active Badges cannot supply. They have since developed a 3D
ultrasonic location system (known as the Bat System [13]), which
is low-power, wireless, and relatively inexpensive.
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– Sentient Computing — the Sentient Computing [32] project uses
sensors and resource status data to maintain a model of the
world that is shared between users and applications. Based on
the Bat location system, sentient computing can help store and
retrieve context sensitive data about mobile users. Whenever
information is created, the system knows who created it, where
they were, and who they were with. This contextual metadata
can support the retrieval of multimedia information.

• University of California — Berkeley:
– Smart Dust — the Smart Dust [33] project is probing microfabri-

cation technology’s limitations to determine whether an autono-
mous sensing, computing, and communication system can be
packed into a tiny device called a mote to form the basis of
integrated, massively distributed sensor networks. Only a few
cubic centimeters in size, the motes collect light, temperature,
humidity, and other data about their physical environment. The
data is then relayed from mote to neighboring mote until it reach-
es its desired destination for processing.

– TinyOS — the networked sensor regime is an exciting new design
space that is emerging as a result of innovations in RF commu-
nication technology and Micro Electrical Mechanical Systems
(MEMS) technology. TinyOS [34] explores the software support
that is required in that design space. TinyOS is a compo-
nent-based runtime environment designed to provide support for
deeply embedded systems that require concurrency-intensive
operations while constrained by minimal hardware resources.
For example, originally designed for the Smart Dust hardware
platform, the scheduler of TinyOS fits in fewer than 200 bytes of
program memory.

13.7 The Future of Context

Mobile computing devices like palmtop computers, mobile phones, and
PDAs have gained widespread popularity. Even though devices and net-
working capabilities are becoming increasingly powerful, the design of
mobile applications will continue to be constrained by the physical limita-
tions. Mobile devices will likely continue to be battery-driven and
wide-area wireless networks will have fluctuations in bandwidth depending
on the physical location. Traditional middleware for fixed distributed sys-
tems cannot be used in the mobile environment particularly for the rea-
sons outlined above. Many researchers have investigated systems that col-
lect context information and help applications adapt to changes. Research
has to continue to develop middleware that delivers better quality of ser-
vices to mobile applications. Capra et al. [35] studied reflective middle-
ware that maintains an updated representation of the context. Acquisition
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of context is also important and has largely focused to date in obtaining
location information. There have been developments in the acquisition of
other forms of context, like gesture, voice, ambience, etc. Researchers
have recognized the need to create context toolkits [39, 40] or contextware
that provides important abstractions and support for context-aware com-
puting. We expect the seamless integration of contextware and middleware
service platforms to emerge in the next decade to greatly enrich the mobile
users’ experience.

The representation of context information in a universal way is impor-
tant for systems to interoperate. The W3C community is also actively
involved in defining standards like Composite Capabilities/Preferences
Profile (CC/PP),2 which has the role of representing delivery context in
assisting device independent presentation for the Web [36].

13.8 Conclusions

In this chapter, we conducted a survey of context-aware mobile computing.
We started off by describing why context is so important and how it can
help enhance human–computer interactions. Next we defined the meaning
of context and how it can be acquired for use in applications that are con-
text-aware. Tying such information to a middleware platform is an essential
step in understanding how context can be modeled succinctly and how
systems can take advantage of context information to customize service
delivery. We motivate and describe a software architecture that provides
this desired integration and extensibility of services in a context-aware
application infrastructure.

To date, researchers have primarily focused on location information as
context information. Context acquisition is often acquired from nontradi-
tional devices. It is our hope that as the infrastructures of contextware and
multimodal applications emerge, the integration of context with middleware
service platforms will make the overall user experience more satisfying.

Notes

1. The lab ceased operation on April 24, 2002. More information can be found at http://
www.xorl.org/lab/.

2. The CC/PP Work Group is now closed and the work on CC/PP will continue in the
Device Independence Work Group. See http://www.w3.org/2001/di/.
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Chapter 14

Mobile Agent 
Middlewares for 
Context-Aware 
Applications
Paolo Bellavista, Dario Bottazzi, Antonio 
Corradi, Rebecca Montanari, and Silvia Vecchi

Abstract

Wireless communications and the Internet are converging toward an inte-
grated scenario where both traditional and novel services should be ubiq-
uitously accessible, independently of the mobility of users, terminals,
resources, and service components. Mobility-enabled service provisioning
introduces several challenging issues to address: from client–server loca-
tion change at provision time, to wide heterogeneity of access terminals,
and to unpredictable modifications in accessible resources. In this com-
plex scenario, two main guidelines are recently emerging. The first is the
need for novel middleware solutions to support service development and
deployment. The second is the necessity of full visibility of the context,
intended as the logical set of accessible resources depending on client
location, access terminal capabilities, and system/service management
policies, to adapt service provisioning to specific runtime conditions. The
chapter discusses and motivates the suitability of the Mobile Agent (MA)
technology to implement novel context-aware middlewares for mobile
computing, mainly because of the MA properties of mobility, asynchronic-
ity, decentralization, and location awareness. In addition, the chapter gives
an extensive overview of the state-of-the-art research activities about
MA-based supports for mobile computing. Especially about context-aware
ones to point out, through system/prototype exemplifications, the main
lessons learned and the primary directions of the on-going research work.
0-8493-1971-4/05/$0.00+$1.50
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14.1 Mobile Computing and Context Awareness

The wide spreading of mobile computing is changing the way to develop,
deploy, and expect to access Internet services. Nomadic users who discon-
nect from the network to reconnect to a new point of attachment after a
time interval and mobile terminals that continuously roam in the network
without suspending the on-going service sessions introduce new challeng-
ing issues in service design. Recent advances in wireless networking and
the enlarging market of wireless-enabled portable devices further stimu-
late the provisioning of services to a wide set of client terminals with het-
erogeneous and limited resources. These services should be aware of the
client location not only to yield back results to the current user/device
position, but also as the basis for service customization. Service tailoring
should depend on user position, on device characteristics, and also on the
current state of involved resources, either within the client locality or in a
wider global scope.

In other words, service providers and wired/wireless network operators
have to face new challenging and state-of-the-art technical issues, toward
both the deployment of novel services for mobile ad hoc networks and the
full seamless integration of mobile clients with the traditional fixed Inter-
net. The first scenario is just moving its first steps by investigating solu-
tions mostly at the network level, e.g., for multi-hop cooperative routing
[1]. However, it is attracting more and more research interest for its poten-
tial of leveraging peer-to-peer interactions between mobile clients. At the
opposite, the second scenario already starts to exhibit research and com-
mercial network-level solutions for mobile connectivity [2, 3], even if the
most challenging service-level issues, such as supporting service continu-
ity while roaming and requalifying resource bindings depending on local
resource availability, still have to be addressed. We claim that, in both sce-
narios, mobile computing motivates rethinking traditional support solu-
tions for distributed systems to achieve the necessary level of visibility of
mobility-related properties; these properties are required to drive the runt-
ime decisions about service adaptation to the provisioning environment.

Since the beginning of the research in mobile computing, location has
been recognized as a crucial property to be aware of in order to organize
effective and efficient mobile applications. Location awareness calls for
mechanisms and tools to obtain the information about the physical posi-
tion of all potentially mobile entities (i.e., users, access devices, resources,
and service components) involved in mobile computing applications. Let
us observe that support solutions in traditional distributed systems tend
to hide the location information from service developers to simplify appli-
cation design and implementation. On the contrary, the mobile computing
scenario requires performing service management operations at provision
time, such as rebinding to local resources and transcoding data depending
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on locally available bandwidth, which are sensibly influenced by the cur-
rent client location and typically application-specific [4]. For these rea-
sons, it is necessary that location awareness is propagated up to applica-
tion-level components or, at least, to the middleware facilities that can
handle the complexity of location processing/management and can provide a
simplified and more usable location abstraction to mobile applications.

Location visibility is not the only crucial property that applications
should be aware of in mobile computing environments. We claim that
mobile computing emphasizes the need for novel methodologies to sup-
port and simplify the development of innovative classes of applications
where service results and characteristics depend on the provisioning con-
text. Context is the logical set of resources that a client can access due to
runtime properties of the provisioning environment, such as client loca-
tion, security permissions, access device capabilities, user preferences
and trust level, resource state, and mutual relationships with currently
local users, terminals, resources, and service components [5]. A notable
example of context is the set of resources/services that a user can access
depending on her personal preference profile and independently of her
current point of attachment (Virtual Home Environment [6]). Let us note
that, given the above definition of context, location is only a specific case
(maybe the most important one in mobile computing) of the different kinds
of information that affect the context determination.

To exemplify the relevance of having mobile applications with full con-
text awareness, consider the case of a ubiquitously accessible stock trad-
ing service that is willing to enable its mobile users to operate on the mar-
ket via laptops connected to wireless fidelity (Wi-Fi) hotspots, via personal
digital assistants (PDAs) connected to Bluetooth® Local Infotainment
Points [7], via Wireless Application Protocol (WAP) phones [8], and via
Global System for Mobile (GSM) phones receiving simple Short Message
Service (SMS)-based communication in case of abrupt changes of quota-
tions of interest. The interface and the information content of the trading
service should be adapted to the access terminal and the connectivity
technology, as well as to the resource availability in the wireless access
locality. In case of a local network overload, to avoid aggravating the con-
gestion situation, the service should give priority to gold-user transactions
and exclude access to bronze users. A flexible way of designing such a ser-
vice is to determine the up-to-date contexts of any user currently involved
in an active service session and to adapt the service behavior accordingly.
For instance, if the access terminal is a GSM phone, the context should only
consist of a gateway component running on a host of the fixed network
infrastructure that is capable of downscaling Hypertext Markup Language
(HTML) pages to text-only summaries and of delivering them as SMS mes-
sages. In the case of such a context, stock trading servers should be automat-
ically and dynamically bounded to that gateway, with no need to hardcode
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this binding behavior within the service logic. As another example, in the
case of congestion, the context of a stock trading bronze user should be
voided to prevent any access.

In other words, high heterogeneity, dynamicity, and resource short-
age/discontinuities typical of mobile computing environments stress the
relevance of context-dependent services. However, the design, implemen-
tation and deployment of context-dependent mobile applications is signif-
icantly more complex than the development of traditional distributed ser-
vices, thus risking to slow down this emergent service market. Therefore,
we claim the need for highly flexible and innovative middleware solutions,
with full context awareness, to facilitate the development and runtime sup-
port of context-dependent mobile services [5]. Several recent research
efforts are paving the way to the realization of such novel middlewares. Their
presentation, analysis, and comparison are the main scope of this chapter.

In the following, we analyze the research work done in the last years in
the area of mobile computing middlewares with the aim of putting side by
side the different solutions that have emerged and of extracting the pri-
mary lessons learned. In this overview, we focus on the innovative middle-
ware solutions that choose the MA programming paradigm for their design
and implementation:

• Section 14.2 discusses and motivates why the MA technology is to
be considered particularly suitable and effective for mobile comput-
ing middlewares. 

• Section 14.3 provides an overview of the existing MA-based supports
for mobile computing.

• Section 14.4 specifically concentrates on the MA-based middlewares
supporting differentiated forms of context awareness. 

• Section 14.5 summarizes the lessons learned and sketches a possible
road map for the medium-term research in the field.

14.2 Mobile Agents and Mobile Computing

It is increasingly recognized that the design and implementation of a mobil-
ity middleware can significantly take advantage of the adoption of innova-
tive programming paradigms based on code mobility and, in particular, of
the MA technology [9–11].

The appearance of the MA concept can be found in the TeleScript tech-
nology developed by General Magic in 1994 [12]. Scripting languages, such
as the Tool Command Language (TCL) and its derivative SafeTCL, were
gaining much interest because they enabled rapid prototyping and the gen-
eration of portable code [13]. The concept of smart messaging, based on
the encapsulation of SafeTCL scripts within e-mails, made possible new
kinds of distributed applications with some degrees of dynamic programma-
bility [14]. At the same time, mobile computing, intended as the possibility of
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supporting user/terminal mobility without suspending service provision-
ing, was spreading and further stimulated the research on mobile code
technologies [15]. Last but not least, the same years witnessed the begin-
ning of the Java™ programming age: portable Java bytecode is the basis
for the largest part of current MA systems.

MAs are considered the most expressive among the programming para-
digms based on code mobility [16]. In the traditional client–server para-
digm, clients invoke functions made available by usually remote computa-
tional entities called servers. Servers execute locally the invoked services
and deliver the results back to the requesting clients. Servers provide both
the knowledge of how to handle client requests and the required execution
resources. Code mobility can improve the traditional client–server para-
digm along two different and orthogonal lines, by allowing the dynamic
decision of where the service know-how is located and of which host pro-
vides the needed computational resources.

Three different paradigms based on the possibility of dynamic code
migration have been identified [16] — Remote Evaluation (REV), Code on
Demand (CoD), and MAs. The paradigms differ in the distribution of
know-how, processor, and resources among nodes NA and NB (Table 14.1).
In the REV paradigm [17], a component A on node NA sends instructions
specifying how a component B on node NB should perform a service. The
component B then executes the received code on its local resources. Elastic
servers are a notable example of REV [18]. In the CoD paradigm, instead, com-
ponent A has resources located in its execution environment, but does not
know how to access and process these resources: it should obtain the needed
code from component B. Java applets follow this paradigm.

Table 14.1. The Taxonomy of Programming Paradigms Based on Code 
Mobility [16]

Paradigm

Before After

NA NB NA NB

Client–Server A Know-how 
Resource 

B

A Know-how 
Resource 

B

Remote 
Evaluation

Know-how 
A

Resource 
B

A Know-how 
Resource 

B

Code on Demand Resource 
A

Know-how 
B

Resource 
Know-how 

A

B

Mobile Agent Know-how 
A

Resource — Know-how 
Resource 

A
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The MA paradigm is an extension of REV. Whereas the latter primarily
focuses on the transfer of code, the MA paradigm involves the mobility of
an entire computational entity that carries its code and its reached execu-
tion state. In other words, the MA-based component A has the know-how
capabilities and the processor, but it lacks the resources to operate with.
It can migrate autonomously to a different computing node NB that can
offer the required resources. In addition, A is capable of resuming its exe-
cution seamlessly, because it preserves its execution state after migration.
About the execution state, when a MA is capable of migrating together with
its whole state (not only application-level data, but also kernel-level asso-
ciated information such as program counter and register values), its mobi-
lity is called strong mobility. More often, MA platforms support only the
migration of application-level execution state and simply allow MA devel-
opers to decide from which points of their code MAs have to resume their
execution after migration (weak mobility). For instance, Java-based MA
systems generally enable MAs to migrate together with all the serializable
Java objects in their state, but do not support strong mobility, impossible to
achieve without modifying the standard Java Virtual Machine (JVM™) [19].

The MA paradigm is important for network-centric systems, because it
represents an alternate, or at least complementary, solution to the usual
client–server model of interaction. In the last few years, several research
activities have investigated the MA technology for distributed system man-
agement and encouraged its use, by showing some significant deriving bene-
fits. The most explored and recognized advantages span the following [20]:

• Overall reduction of network traffic by exploiting resource colocality
• Flexibility of distributing software components at runtime
• Full decentralization of the monitoring, control, and management of

networks, systems, and services
• Increased robustness stemming from decoupling tasks into distribu-

ted autonomous activities that can overcome temporary net-
work/resource unavailability

By focusing specifically on mobile computing, MAs are considered a pri-
mary enabling technology to implement novel and effective middlewares.
Recent research projects have proposed MA-based solutions that concen-
trate on different aspects related to different forms of nomadic/roaming
mobility, by involving users, access terminals, and even needed resources
and service components, as detailed in the following two sections. All
these research projects recommend the MA technology as a crucial design
and implementation choice in the field, because many MA requirements
coincide with mobile computing ones [9–11].

First of all, mobility stresses the requirement of dynamicity, intended as
the possibility of modifying and extending the support infrastructure,
where and when needed, with new components and protocols depending
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on client mobility patterns and on evolving service/user requirements.
Dynamic distribution/modification of code and dynamic resource binding
are similar in both MAs and mobile users/terminals. Unlike other mobile code
technologies, MAs benefit from the additional flexibility of moving code
together with the state modified during the already performed computation.

In addition, mobile computing can greatly benefit from the possibility of
asynchronicity between user/terminal requests of operations and their
execution. For instance, wireless connections impose strict constraints on
available bandwidth and on communication reliability and minimize the
connection time of the wireless client device. The MA paradigm does not
need continuous network connectivity, because connections are required
only for the time needed to inject MAs from mobile terminals to the fixed
network infrastructure, for instance through the current wireless point of
attachment. MAs are autonomous and can carry on services even when
launching users/terminals are disconnected, by delivering service results
back at their reconnection.

Moreover, middleware solutions for mobile computing should give
application designers full location visibility to perform application-specific
optimizations and to adapt to local resource availability. For instance, a
mobile service should both accommodate mobile users changing location
during service provisioning and dynamically tailor its results depending on
the properties of the current network location. The property of location
awareness, typical of the MA programming paradigm, significantly helps in
propagating allocation visibility up to the application level [10, 11]. In addi-
tion, the MA autonomy from clients simplifies dynamic personalization.
For instance, MAs can act as mobile proxies working over the fixed net-
work on the behalf of the wireless client and can follow user movements to
stay colocated in the same network locality and to tailor service results
depending on personal preferences and access device profiles [21].

The MA technology also has some drawbacks, often identified in the
associated security and interoperability issues. However, from the begin-
ning, these potential weaknesses have challenged MA researchers to inve-
stigate and provide rich mechanisms, tools, and strategies for security and
interoperability, directly embedded in several state-of-the-art MA plat-
forms. These MA platform-embedded solutions become building blocks to
employ when dealing with the security and interoperability issues associa-
ted with mobile computing supports. For instance, as detailed in Chapter
39, many MA systems integrate with Public Key Infrastructures for secur-
ing MA communications and resource access. This security infrastructure
significantly simplifies the authentication of mobile users/terminals. Anal-
ogously, the MA research has promoted interoperable and standard inter-
faces to interact with resources and service components available in stat-
ically unknown hosting environments (in compliance with Common Object
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Request Broker Architecture [CORBA] and MA-specific standards, such as
Object Management Group’s [OMG] Mobile Agent System Interoperability
Facility [MASIF] and Foundation for Intelligent Physical Agents [FIPA] [22,
23]); these interoperability features can help in supporting the interwork-
ing of mobile users/terminals with previously unknown local resources.

14.3 An Overview of MA-Based Supports for Mobile Computing

As already stated, MA-based middlewares are particularly suitable for sup-
porting development deployment of mobile applications. Here, we provide
an overview of the most relevant research work in the field, with the aim of
exemplifying, through actual experiences of middleware design and imple-
mentation, which are the primary approaches emerging to address the dif-
ferent forms of mobility — user mobility, terminal mobility, and mobile
access to resources.

User mobility refers to the ability of a user to seamlessly switch between
different access terminals by maintaining her personal preferences and her
session state independently of terminal characteristics [4]. This requires a
support infrastructure capable of keeping user session information and of
organizing the user working environment accordingly. MAs represent a
valuable technology in implementing such a middleware support, because
they can maintain user profiles and active service session data within their
states, preserving that information even after migration. For instance, a
personal MA can be associated to a user to manage that user’s terminal
switching; in particular, whenever the user changes the used access termi-
nal, the middleware transparently reconnects that user with the associated
MA (just migrated to the new access device) that is in charge of carrying on
that user’s service session.

The Secure and Open Mobile Agents (SOMA) middleware is specifically
targeted to the support of adaptive service provisioning in pervasive envi-
ronments [4, 24]. The SOMA support for user mobility provides each
mobile user with a MA acting as that user’s care-of entity, which encapsu-
lates the user profile expressed according to the Extensible Markup Lan-
guage (XML)-based Composite Capabilities/Preference Profiles (CC/PP)
standard representation format [25]. The SOMA agent retrieves the user
profile at the beginning of the user’s service session and makes it available
in the visited network access localities. Profile data rules service provision-
ing adaptation: for instance, in a museum guide service, the SOMA agent
tailors the artwork description on the basis of the user’s age, interests, and
language. Analogous profiles, and the same CC/PP format, also express the
characteristics of the currently used access device. The Adaptation Agents
for Nomadic Users (Monads) project focuses on how to extend existing MA
platforms with flexible and portable features to support user mobility [26,
27]. In Monads, mobile users exploit smart cards to store MAs and user
opyright © 2005 by CRC Press
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profiles. When a user connects at a new access device, that user’s MA jumps
from the smart card to the terminal by carrying the associated user profile.
Then, the Monads MA negotiates service provisioning parameters with local
service agents based on the user preferences included in the profile.

MAs are also proving their effectiveness in supporting terminal mobility.
A crucial advantage of MAs for this kind of mobility is that they can operate
on the terminal behalf even when it is offline, by preserving its session
state. Two different types of terminal mobility — nomadic mobility and
roaming mobility — are identified in the literature.

Nomadic mobility assumes a scenario where typically nonlimited
access terminals, such as fully equipped laptops, can disconnect from or
reconnect to different network localities. The earliest MA platforms were
targeted to support nomadic mobility and for this reason, most of them
provide facilities for MA execution suspension and persistency. The ulti-
mate goal of D’Agents (Dartmouth Agents) is the support of applications
for distributed information retrieval in heterogeneous networks [10, 28].
The D’Agents middleware implements nomadic mobility by means of its
docking system: online docking hosts, paired with mobile terminals, are
permanently available in the different network localities. When a MA is
unable to migrate toward a mobile terminal, it is transparently forced to
wait at the associated docking node. When the nomadic terminal recon-
nects, the docking host is notified of the new network address of the asso-
ciated terminal and forwards all waiting agents to it. Similarly, each SOMA
network locality transparently freezes MAs attempting to migrate to a tem-
porarily disconnected mobile terminal. The SOMA discovery service
detects the entering and connection of a new mobile terminal to a network
locality and triggers a corresponding event notification that produces the
execution restart of the interested frozen MAs. The Advanced Mobile
Application Support Environment (AMASE) concentrates on supporting
mobile applications over a wide range of heterogeneous access terminals
[9, 29]. AMASE implements a kindergarten service that hosts suspended
MAs in a locally available database and registers them in a globally visible
Lightweight Directory Access Protocol (LDAP) server. Suspended agents
can be retrieved and awaken by exploiting this directory naming solution.

Roaming mobility identifies a service scenario where wireless access
points to the fixed Internet infrastructure offer continuous connectivity to
mobile terminals that roam between different wired–wireless network
localities. As depicted in Figure 14.1, we can distinguish two main
MA-based middleware approaches to roaming mobility, differing in posi-
tions that support MA execution: on the wireless device (on-board) or
close to it over a wired node in the same network locality (on-the-dock).

Examples of systems adopting the on-board solution are JADE/LEAP and
AMASE. The Java Agent Development framework (JADE) is a widely
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adopted support for multi-agent systems and has recently been integrated
with the results of the Lightweight Extensible Agent Platform (LEAP)
project to obtain a FIPA-compliant agent platform with reduced footprint
[30, 31]. JADE/LEAP and AMASE provide lightweight instances of their MA
middleware, respectively for the Java 2 Micro Edition and PersonalJava™
software, to be installed on resource-limited access devices. These sys-
tems support the development of MA-based mobile applications, by allow-
ing the MA execution directly on the roaming terminals.

Other MA-based middlewares, e.g., Grasshopper/Enago and SOMA, opt
for the on-the-dock approach and provide a decentralized infrastructure of
proxies working over the fixed network on the behalf of wireless access
devices. Each proxy is implemented by one MA that follows device move-
ments during service provisioning by maintaining the session state. The

Figure 14.1. Mobile Agents at Work On-Board and On-the-Dock
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proxy can also smooth the problems due to intermittent device connec-
tions and resource limits and can exploit user/terminal profiles with per-
sonal preferences and device characteristics to customize the service pro-
vis ioning session.  Grasshopper is  an MA plat form providing
interoperability with the most popular standards in the field (CORBA,
MASIF, and FIPA), and is mainly targeted to network management applica-
tions, especially for third generation (3G) mobile communication systems.
The Enago project supports roaming mobility by extending Grasshopper
with a flexible support for a large spectrum of heterogeneous wireless
devices [32, 33]. Grasshopper/Enago provides proxy components in
charge of mediating between legacy distributed systems and portable
devices by exploiting a multi-protocol communication service. These prox-
ies also implement transcoding functionality to tailor service results to the
specific characteristics of the client device. Analogously, adaptation is a
primary feature of the SOMA shadow proxies, which provide both filtering
and transcoding operations [21, 24]. Filtering permits the MA to recognize
and discard parts of service responses whenever the client device cannot
support their visualization and transcoding performs even complex trans-
formations on service data flows, such as HTML-to-WML (Wireless Markup
Language) conversion and multimedia format transcoding.

The support of mobile applications also calls for addressing the relevant
issue of mobile access to resources: how to discover resources and service
components and how to obtain, maintain, or requalify resource bindings
while moving [4]. MA platforms are particularly suitable to this scope: they
have traditionally treated similar problems because agent mobility forces
them to provide support solutions to connect/reconnect to the needed
resources after the MA migration to unknown execution environments.

A first challenging aspect of mobile access to resources rises from the
impossibility to assume any a priori knowledge about the set of available
resources and service components. This requires the adoption of articulated
mobility-enabled naming solutions to maintain the information about
resource availability and allocation. Several MA systems exploit either
standard discovery solutions, such as Jini™ network technology, Service
Location Protocol (SLP), and Salutation, or directory solutions, such as
LDAP. For instance, in AMASE, local LDAP replicas provide MAs with infor-
mation about locally/globally available services and about the MA location.

A second issue relates to the dynamic creation and reconfiguration of
bindings between MAs and their resources during a service session. In
AMASE, the MA migration is conditional to the availability of the needed
resources in the destination locality. To this purpose, AMASE supports
resource negotiation and reservation between MAs and the nodes where
they intend to move to. In addition, once migrated, the MA is prevented
from using more resources than reserved. Other recent approaches start
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to investigate how to support different resource binding strategies, dynam-
ically decided depending on the runtime evaluation of the provisioning
environment conditions [5]. Resource binding rearrangement after MA
migration may involve voiding bindings, reestablishing new ones, or even
migrating (replicas of) resources to the new network locality along with the
migrating MAs. For instance, SOMA supports the dynamic reconfiguration
of resource bindings according to four different strategies — resource
movement, copy movement, remote reference, and rebinding. The choice
of the binding strategy to apply is cleanly separated from the service appli-
cation logic to increase flexibility and to favor reusability and rapid devel-
opment. In particular, SOMA provides a Binder Manager middleware com-
ponent that mediates between MAs and their referred resources and is also
in charge of rearranging bindings after the MA migration without imposing
any modification in the service logic implementation [5, 24].

14.4 MA-Based Middlewares with Context Awareness: State-of-the-Art 
and Emerging Research Directions

A promising and hot direction of research is the extension of MA-based
mobile computing middlewares to provide full context awareness. The
common idea behind all different approaches — overviewed in this section
— is that developing and deploying adaptive mobile applications requires
middleware solutions capable of providing mechanisms, tools, and strate-
gies to manage dynamically the service provisioning context. These novel
middlewares should be in charge of sensing, processing, controlling, and
managing context-related information and of providing mobile applications
with an up-to-date context view, thus significantly simplifying the design and
implementation of context-dependent mobile services. In other words, the
support of such middlewares is required to allow service developers to con-
centrate only on the application logic, on how to tailor service behavior
depending on the context value at negotiation time, and on how to adapt ser-
vice provisioning in response to context modifications at runtime [5].

Even if still in its infancy, the composite research area of context-aware
MA-based middlewares for mobile computing tends to exhibit some com-
mon guidelines for the integration of MAs and context-specific functions.
Figure 14.2 depicts the emerging middleware architecture. State-of-the-art
MA platforms assume a default standard JVM (or a limited K-version of it
[34]) to achieve maximum portability. However, middleware context facili-
ties sometimes need to bypass the platform-dependence transparency of
the JVM to obtain full visibility of context-related information, such as net-
work monitoring data and operating system-dependent resource state.
This requires providing several context-oriented implementation mecha-
nisms to choose dynamically among when deploying the middleware over
open and heterogeneous systems, as discussed in the following.
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We identify four main aspects that context-aware MA-based middle-
wares have to face:

1. How to achieve visibility and extract context-related information
from heterogeneous execution environments

2. How to process and aggregate the above information to determine
the context of mobile clients during their service sessions

3. How to exploit context awareness flexibly to drive decisions about
service adaptation

4. How to use full context visibility to manage Quality of Service (QoS)
aspects

Context-related information is intrinsically heterogeneous, spanning from
data associated with the execution environment (network connectivity, com-
munication bandwidth, current workload, and locally available resources), to
user-specific information (user preference profile, location, and presence of
nearby users), and to physical environment conditions (noise level and tem-
perature). MA systems tend to achieve visibility of the above information by
exploiting the portable Java environment when possible and by integrating
it with different platform-specific versions of heterogeneous sensing tech-
niques (multichannel sensing). In this way, middlewares can dynamically
choose the most suitable monitoring mechanisms to exploit depending on
the underlying operating system installed over the nodes of deployment
[35].

For instance, by focusing on location, which is the most relevant con-
text-related information in mobile environments, AMASE and Monads
obtain terminal locations by integrating with an external global positioning
system (GPS) [27, 29]. However, GPS is not well-suited to metropolitan area
deployment scenarios because of shadowing problems and is often not
usable with portable devices because of their strict power limitations. In

Figure 14.2. The Emerging Architecture of MA-Based Mobile Computing Middle-
wares with Context Awareness

Context-dependent Mobile Applications

Mobile Agent 
Middlewares

Context- 
oriented 
Facilities Java Virtual Machine

Heterogeneous Distributed Systems
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addition, the GPS location precision is excessive for several application
domains where a coarse-grained position estimation is enough to enable
context-dependent service provisioning (e.g., location-based tourist guide
assistants). For the above reasons, some middlewares dealing with
wired–wireless integrated networks decide to exploit the device associa-
tion with a wireless cell as the location information. For instance, the
SOMA location service provides the online visibility of cell-based position-
ing by exploiting roaming-specific Simple Network Management Protocol
(SNMP) traps generated by SNMP agents activated on any Wi-Fi/Bluetooth
access point. SOMA also provides an articulated monitoring support, capa-
ble of collecting both kernel-level data (e.g., CPU usage, memory alloca-
tion, and network traffic) and application-level data (e.g., Java object
instantiations and method invocations). SOMA monitoring adopts multi-
channel implementation of sensing mechanisms by exploiting both the
Java Native Interface and the JVM Profiler Interface [35]. Another interest-
ing approach to achieve position visibility is the Hewlett-Packard Cooltown
project [36, 37], where CoolAgents adopt location sensing mechanisms
based on Radio Frequency Identification (RFID) Badge Readers [38]. The
Cooltown RFID Reader is a Java-based wrapper that handles the sensing
heterogeneity, by encapsulating the RFID hardware device and redirecting
the location information to a Web presence manager.

Due to the heterogeneity of the context-related information and to the
multiplicity of needed sensing mechanisms, context-aware middlewares
are also required to provide processing and aggregation functions to sim-
plify the extraction of the interesting context data and to facilitate the
determination of the service session context. These middleware functions
aim at decoupling low-level monitoring mechanisms from high-level con-
text-aware MAs, thus facilitating the MA development and potentially
increasing component reusability. For instance, CoolAgents adopt the
Georgia Tech Context Toolkit to simplify the handling and usage of context
information [36, 39]. The Context Toolkit provides widget components to
acquire heterogeneous context information from the execution environ-
ment and to make it uniformly available, independently of the specific
sensing mechanism exploited. In addition, Context Toolkit aggregators can
process/distill data from widgets and can provide their outputs to inter-
preters, responsible for performing management operations in response to
context variations. A similar goal is addressed by the Solar middleware,
which provides support for context data aggregation and distribution on
top of the D’Agents framework [40, 41]. Solar permits context aggregation
via a set of modular and reusable middleware operators: any operator pro-
cesses and subscribes to one or more input event streams and produces
one output event stream. Solar-based mobile applications can use a tree of
possibly recursive connected operators (represented by an operator
graph) to specify how to produce the needed aggregated context.
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About the third aspect, which is how to decide and perform service
management operations depending on the current context, recent
research efforts are pointing out two main solution guidelines — pol-
icy-based and reflection-based service management.

Policy-based MA middlewares support the flexible and dynamic specifi-
cation of (some aspects of) MA behavior in terms of policies: declarative
rules determining the actions that subjects can or must operate upon
resources when specified conditions apply. Policies are maintained com-
pletely separated from system implementation details and are generally
expressed at a high-level of abstraction to simplify their specification by
system administrators, service managers, and even final users. In particu-
lar, it is possible to define MA security, mobility, and binding behavior in
terms of access control and obligation policies, completely separated from
the MA code, thus improving the reutilization and the rapid prototyping of
MA-based components. For instance, SOMA integrates with a distributed
infrastructure for the enforcement of policies expressed in the Ponder lan-
guage [24, 42]. SOMA policies specify which resources are accessible and
belong to a service provisioning context depending on dynamically evalu-
ated conditions (access control policies) and the actions MAs must per-
form when certain context-triggered events occur (obligation policies).
Conditions and events, in their turn, may depend on the values/changes of
context-related information. Another emerging research direction is the
exploitation of policies to control the coordination and the interaction
among MAs. For instance, context-related information in CoolAgents is
expressed by XML-based Resource Description Framework (RDF) specifi-
cations, and is automatically translated in Prolog rules that are dynami-
cally interpreted to customize the behavior of MA-based applications [35].

Reflection-based MA middlewares exploit reflection mechanisms for
context visibility/processing and meta-objects for context-dependent ser-
vice adaptation. Middlewares that follow this approach suggest a service
design methodology decomposing the context-dependent service logic in
two different levels: 

1. A base-level including the primary MA logic
2. A meta-level in charge of transparently readjusting the MA behavior

depending on the current context 

For instance, Tanter and Piquer’s middleware defines customizable
resource binding strategies that are implemented as basic reusable
meta-objects attached to any mobile application component [43]. In gen-
eral, reflection represents an interesting design guideline to achieve con-
text awareness in middleware solutions, but it is difficult to integrate with
legacy systems typically implemented by nonreflective programming lan-
guages. On the contrary, policy-based approaches require the availability
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of monitoring and event middleware facilities to trigger the policy enforce-
ment anytime relevant context changes occur, but can apply also to legacy
services, independently of their implementation language.

Finally, context awareness is also essential to enable service manage-
ment operations to monitor, control, tailor, and adapt the QoS levels pro-
vided during service sessions. This is particularly crucial when operating
either over best-effort networks or with frequent client mobility (and fre-
quent resulting modifications of the client points of attachment to the net-
work), where it is hard to guarantee the provided QoS via resource reser-
vation at negotiation time. In these scenarios, managing QoS means
operating promptly to try to maintain the agreed upon QoS levels, indepen-
dently of the changes in available resources occurring in the provisioning
environment. In other words, context-aware middlewares with QoS man-
agement goals should provide the online monitoring of the context infor-
mation of interest for the supported QoS-sensitive applications and should
react promptly to context modifications with proper service management
operations: for instance, by transcoding on-the-fly, a high-resolution
MJPEG (Motion JPEG) video stream to a low-resolution MPEG-2 (Motion
Picture Experts Group) version of it when the locally available bandwidth
falls. For instance, the SOMA QoS support is centered on the dynamic
adaptation of provided QoS over best-effort networks. SOMA includes a
rich monitoring infrastructure to achieve full context visibility [35]. Con-
text variations related to changes in network-, system-, and applica-
tion-level resource states trigger corrective QoS management operations.
These operations are performed by SOMA agents that compose a dynami-
cally deploying application-specific overlay network. SOMA focuses on
QoS monitoring and control, whereas Monads exemplifies an alternate,
interesting approach based on context prediction [27]. Monads provides a
QoS prediction facility that, on the basis of the previous context values and
of its evolution history, models QoS as a function of location and time and
supplies estimates about future QoS levels based on this model. Context
estimates are exploited in Monads for scheduling, data prefetching, and
connection management decisions.

14.5 Lessons Learned and Open Issues

As discussed above, in the last five years, several research activities have
addressed different aspects of MA-based supports for mobility and have
shown the suitability and the effectiveness of adopting the MA program-
ming paradigm in this scenario. Even if these research projects are still
looking for a single agreed upon MA-based killer application, they have
already shown that, at least for mobile computing middlewares, where
MAs work as proxies of possibly disconnected users/devices, “while none
of the individual advantages of MAs is overwhelmingly strong, we believe
that the aggregate advantages of MAs are overwhelmingly strong” [44].
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The enlarging market of wireless portable devices is further motivating
this claim, because limited wireless terminals stress both the need to man-
age discontinuities in resource availability during service provisioning and
the relevance of mobile middleware intermediaries dynamically deploying
over the wired infrastructure, when and where needed.

The research work done has pointed out several lessons learned, which
have become common guidelines or solutions for MA platforms in general
and for MA-based middlewares in the specific case of mobile computing
support. On the one hand, it is reasonable that MA platforms work on the
standard JVM to achieve portability over open distributed systems. There-
fore, service developers should expect weak mobility to be the typical type
of MA mobility supported: it is not accidental that all Java-based MA
approaches sketched in Section 14.3 and Section 14.4 provide weak mobil-
ity. On the other hand, it is crucial that MA platforms give the full visibility
of location information to MA programmers, because it is fundamental, in
mobile computing especially, to have location information modeled as a
first class programming concept. Moreover, MA-based frameworks for
mobile computing should provide a modular mobility support to accom-
modate differentiated forms of mobility (both nomadic and roaming), from
user/terminal mobility to dynamic resource binding rearrangement, also in
case of the dynamic reallocation of resources and service components.

The other two main guidelines emerged in the state-of-the-art research
in the field are the adoption of proxy-based architectures and the necessity
of full context awareness. On the one hand, MA-based mobile proxies can
assist locally mobile clients during their whole service sessions: for
instance, by tailoring and adapting service contents to the specific user
preferences and access device characteristics. On the other hand, in the
mobile computing scenario, the design and implementation of applications
should achieve high service adaptability to fit the differentiated and hetero-
geneous provisioning conditions. This calls for middleware mechanisms and
tools to properly manage context and its frequent runtime modifications.

The promising results obtained in MA-based middlewares for mobile com-
puting are encouraging further activities and are likely to attract several
research efforts in the next months. A relevant open issue is how to
express resource binding/mobility strategies at the proper level of abstrac-
tion, by maintaining a clear separation between the currently enforced
strategy and the service logic implementation to achieve the requested
level of dynamicity, flexibility, and reusability of both middleware and ser-
vice components. Policy-based and reflective-based approaches presented
in Section 14.4 exemplify this trend. Novel middleware solutions should
integrate with different types of high-level metadata to provide the needed
management configurability while hiding low-level mechanisms and imple-
mentation details from service developers and system administrators [5].
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Another central open issue is the support of dynamic and open service
composition, crucial to fast prototype and tailor service provisioning in
heterogeneous mobile environments. Dynamic service composition
requires accepted models and representation formats to describe the
interface, the invocation syntax, and the semantics associated with avail-
able service components. The recent standardization efforts accom-
plished in Web services — with their XML-based formats for registra-
tion/discovery, service description, and service access, respectively
Universal Description, Discovery, and Integration (UDDI), Web Services
Description Language (WSDL), and Simple Object Access Protocol (SOAP)
— certainly represent an interesting first step toward open service compo-
sition, which MA supports for mobile computing are expected to integrate
within their frameworks soon [45]. As a side effect, this will also extend the
possibility for MA-based supports to integrate with existing systems and
services, thus leveraging the diffusion of MA technologies in commercial
and industrial applications.
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Chapter 15

Cache Management 
in Wireless and 
Mobile Computing 
Environments
Yu Du and Sandeep K.S. Gupta 

15.1 Introduction

Caching is an important technique in the computing world. Most of us are
familiar with cache used for a single processor computer, as illustrated in
Figure 15.1. In a typical single processor system, a cache is a small fast
memory for holding frequently used data. In fact, all the different types of
memories in a computer system, such as disk, main memory, and cache,
can be viewed as a part of a memory hierarchy in which the closer a mem-
ory unit is to the processor the smaller is its capacity and access time. The
main problem in such a single processor computing environment with a
memory hierarchy is to determine how to reduce memory read/write
latency in the presence of memory hierarchy? To achieve this, the focus is to
decide what data to cache (to copy from a farther memory unit to a closer
memory unit) so that the cache (memory unit closer to the processor) can
satisfy as many memory requests as possible, effectively achieving aver-
age access time close to that of the fast memory unit at the effective price
of the large memory unit. Therefore, the problem for cache management is
to predict what data items will most probably be used in the future and
either copy them to a memory unit closer to the processor when they are
accessed for the first time (i.e., on a cache miss) or to prefetch them well
in advance so that they are available in the cache memory when they are
needed. Many cache replacement algorithms such Least Recently Used
(LRU) and prefetching algorithms have been developed to solve this prob-
lem [Silberschatz].
0-8493-1971-4/05/$0.00+$1.50
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In distributed systems and network computing environments, cache
management schemes need to handle two different scenarios. In the first
scenario, the data in the shared memory or the server can be read/written
by different processors or clients concurrently, as shown in Figure 15.2. In
the second scenario the data is read-only for the clients, as shown in Figure
15.3. Further, many times the data may be replicated onto multiple servers
for improving fault-tolerance and availability. An example of the former
scenario is a distributed file system and the latter scenario is often seen in
the World Wide Web (WWW) system. In these environments, when a client
accesses a cached data item, the server or another client could have just
modified that data item. Hence, in distributed and network computing envi-
ronments, the most crucial problem for caching is how to maintain data
consistency among the clients and the servers? This problem is more difficult
to solve than the problem of ensuring that the copy of the data in the
higher level memory is updated (through write-through or write-back
schemes) when the cached copy of the data in the lower level memory has
been updated. The complexity arises from the various failures that may
occur — server failure, network failure, and client failure.

Figure 15.1. Cache Scheme for a Single-Processor Computer Showing Just Two 
Levels in the Memory Hierarchy

Figure 15.2. Cache Scheme in Distributed System and Network Environments

Figure 15.3. Cache Scheme in Distributed System and Network Environments
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To maintain cache consistency in distributed or network computing
environment, different approaches have been developed. These approaches
include polling-every-time, adaptive time-to-live (TTL) [Gwertz], server-
invalidation [Cao], and leases-based invalidation [Cao, Yin].

With the increase in the popularity of wireless network and mobile com-
puting environments, new problems have arisen for cache management in
these environments. Broadly speaking, there are two types of mobile wire-
less networks — architecture-based and architectureless wireless net-
works. Figure 15.4 illustrates an architecture-based wireless network. In
this network model, mobile switching stations (MSSs) and base stations
(BSs) form a wireless cellular network through which a mobile host (MH)
can communicate with remote data servers. The data servers, MSSs, and
BSs are connected by static network, which has high speed and reliability
compared to wireless link (last hop) of the network. Compared to wired
links, the wireless links of the cellular network are of low-bandwidth and
subject to frequent disconnections for various reasons, leading to weakly
connected mobile clients. This feature creates a new problem for cache
management: how to ensure high data availability in mobile computing envi-
ronments where frequent disconnections may occur because the clients and
server may be weakly connected?

The mobile clients can often be disconnected from the data servers
either involuntarily (e.g., wireless connectivity may not be available in cer-
tain areas) or voluntarily (e.g., the user shuts off the wireless network inter-
face to conserve battery). However, the user would like to still have access to
data vital to the application he or she is working with. Further, as we will later
see in the chapter, for invalidation-based cache consistency strategies, we
also need to ensure the availability of the invalidation reports to the weakly

Figure 15.4. Cache Scheme in Architecture-Based Wireless Networks
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connected clients so that they can maintain the consistency of the cached
data. A second feature of mobile computing environment is resource con-
straints of the clients, because typical clients in mobile wireless network
environments have limited power or processing resources. This feature
leads to another problem for cache management in mobile computing envi-
ronments, namely, how to minimize energy and bandwidth overhead for
cache management? Many approaches to address these problems have
been proposed. The details are discussed in Section 15.4.

The third feature of architecture-based wireless networks is asymmetric
communication links, because the downstream (base station to mobiles)
communication link capacity is usually much higher than the upstream
(mobile to base station) capacity. Further, mobiles may have to compete
with several other mobiles to get access to an upstream channel or even
they may not have the capability to perform uplink communication. Com-
peting with other mobiles for uplink channel and requesting the server for
a data item is expensive in terms of battery power consumption, because
a node may have to keep its network interface powered up from the time it
initiates the request to the time the response arrives from the server. Some
techniques for allowing the client to conserve energy during this wait
period of on-demand or pull-based information access have been recently
developed, for example see [Krashinsky]. Traditional client–server infor-
mation systems use pull-based communication schemes for information
access where clients initiate data transfers by requesting a server. Such
pull-based techniques are not suitable for architecture-based wireless net-
work because, as we pointed out above, it requires substantial upstream
communications. To make use of the downstream communication capac-
ity, push-based information system architectures have been developed,
where data is pushed from the servers to clients [Acharya95, Acharya97,
Imie94A, Imie94B]. The idea is that the server periodically broadcasts fre-
quently accessed data (hot data items) on the broadcast channel. The
mobile can tune in to the broadcast channel at the start of the broadcast,
determine when the data items it is interested in will be available on the
channel by reading the index information and then go to sleep until the
time when the data item is on the channel. Such push-based architecture
brings up a new problem for cache management. Traditionally, caches are
used to store the most frequently used data, but in the push-based environ-
ment, the cost of obtaining the data should also be considered. Using the
example from [Acharya95], data item x is accessed 1 percent of the time at
a client C and is also broadcast 1 percent of the time. Data item y is
accessed 0.5 percent of the time at C but is broadcast only 0.1 percent of the
time. If we choose to cache x instead of y, then the client will experience a
longer delay while cache miss happens for y. Therefore, new cache manage-
ment algorithms have been developed for pushed-based information sys-
tems, which take into account the cost of cache miss. Not that in traditional
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cache systems all cache misses are assumed to have same cost. This is not
so in push-based information access architecture.

In general, an important metric to evaluate these cache management
algorithms is hit ratio. Hit ratio is calculated as the fraction of total data
requests satisfied from the cache. Note that this metric not only depends
on cache management algorithms, but also depends on the cache size and
particular request pattern. However, in mobile computing environments,
hit ratio should not be the only metric to evaluate cache management algo-
rithms [Satya], because its underlying assumption is that all cache misses
have equal cost. But this assumption does not necessarily hold in weakly
connected environments, where cache miss cost also depends on data size
and the timing. Therefore, one needs to consider new metrics representing
different cache cost in mobile computing environments.

The fourth feature of mobile computing environment is that the data
may be location dependent. For example, as the user moves, that user may
want the yellow page, map, or traffic information specific for the user’s cur-
rent location. Location-dependent data imposes another problem for
cache management algorithms, because the decision to cache/replace the
data item not only depends on temporal locality or spatial locality in the
reference pattern, but also on the location of the mobile.

The other type of mobile wireless network is called architectureless
wireless network or mobile ad hoc network (MANET). This type of network
is composed solely of mobile computing devices within mutual wireless
communication range of each other. These types of networks are different
from architecture-based wireless networks in the sense that there are no
dedicated network infrastructure devices in a MANET. Because of the lim-
ited radio propagation range of wireless devices, the route from one device
to another may require multiple hops. In some scenarios, to communicate
with the outside world few devices that have network connections with the
outside base stations (or satellite) can serve as the gateways for the ad hoc
network. We would refer to such ad hoc networks as weakly connected ad
hoc networks, because they do have some infrastructure support, but not
as much as the mobile nodes in the infrastructure-based networks. An
example of such a weakly connected ad hoc network is shown in Figure
15.5. Such weakly connected ad hoc networks may be used for emergency
hospitals and for military operation in remote area. In general, the MANET
environment also has the two features of wireless computing environ-
ments — weak connectivity and resource constraints. Therefore, we still
need to address the problems of data availability and bandwidth/energy
efficiency. However, we cannot blindly reuse the cache management
schemes developed for an architecture-based wireless network to solve
the cache management problems in a MANET environment, because these
two environments have the following differences that we cannot overlook:
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1. Gateways in ad hoc networks versus base stations in architecture
based wireless network — gateways of ad hoc networks are unreli-
able mobile computing devices, yet base stations are reliable dedi-
cated networking devices. Gateways communicate with local hosts
using low-bandwidth unreliable links such as radio frequency (RF)
wireless links and possibly with remote hosts through high-latency
unreliable links, such as satellite channels. On the other hand, base
stations communicate with remote hosts through high-speed wired
networks.

2. Client–server versus peer-to-peer (P2P) architecture — MANETs are
inherently P2P networks with weak connectivity. In contrast, an
architecture-based wireless network follows the client–server struc-
ture. The P2P structure gives a new choice to improve cache per-
formance in MANET environments, as we can use cooperative
caching to improve cache performance. There are a few schemes
for cooperative caching in MANET environments that we describe
in Section 15.5.

Cooperative caching is also being studied for the Internet to provide
more cache space and faster speed. For example, the National Laboratory
for Applied Network Research [NLANR] caching hierarchy consists of
many backbone caches and those caches can obtain data from each other
using Hypertext Transfer Protocol (HTTP) and Internet Caching Protocol
(ICP). However, these cooperative caching schemes do not address the
special concern of MANET environments, namely, weak connectivity and
severe resource constraints.

Figure 15.5. An Example of Weakly Connected Ad Hoc Networks
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In summary, in mobile computing environments, the cache management
schemes need to address the following problems:

• How to reduce client side latency?
• How to maintain cache consistency between various caches and the

servers?
• How to ensure high data availability in the presence of frequent

disconnections?
• How to achieve high energy/bandwidth efficiency?
• How to determine the cost of cache miss and how to incorporate

this cost in cache management scheme?
• How to manage location-dependent data in the cache?
• How to enable cooperation between multiple peer caches?

The first two problems are not new to mobile computing environments.
They have been extensively studied in distributed system and wired net-
work computing environments. The next four problems stem from the two
features of mobile computing environments. And the last problem is to
take advantage of the P2P structure of ad hoc networks. In the next section,
we present several cache management schemes that have been proposed
to address these problems specific to mobile computing environments.

15.2 State of the Art

There is a lot of research work going on to solve the problems brought up
in the previous section. The research about cache management is to study
what data to cache to satisfy as many requests as possible. Consistency
strategies solve the problem of how to keep cached data consistent with
the original copy. Cooperative caching is to explore how to collaborate
multiple caches to achieve better performance. The consideration for data
availability and energy/bandwidth efficiency is embedded in the research
of cache management, consistency strategies, and cooperate caching for
mobile computing environments. Figure 15.6 gives an overview of the
research work in this field.

Cache management is studied from three perspectives — replacement
algorithms, prefetching algorithms, and cache-ability (whether or not to
cache a particular data item?) determination. The focus of these algo-
rithms is to decide what data items are worth placing in the cache. Cache
replacement algorithms are used to decide what data to remove from the
cache when the cache is full and a new data item needs to be placed in the
cache. Some of this research work is also applicable for mobile computing
environments. For example, we can use LRU as the cache replacement
algorithm for mobile computing devices. However, as is shown in paper by
[Acharya95], cost-based replacement policies may obtain a better perfor-
mance than LRU. Another example is the Coda file system [Kistler] that is
opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

      

AU1971_book.fm  Page 344  Thursday, November 11, 2004  10:08 PM

C

344

used in a weakly connected UNIX® environment. In the hoarding state of
Coda, they use a prioritized algorithm to periodically reevaluate the data
items and replace the data item with the one that has higher priority. Pri-
ority can be either obtained from the user preferences or from the history
of access pattern. Prefetching techniques are investigated in the paper
[Jiang] to improve the speed of Web access. The paper [Gitzenis]
describes a modeling framework to study the problem of power-controlled
data prefetching. And the paper [Grassi] proposed prefetching policies to
gain a good tradeoff between latency and energy cost in a broadcasting
environment. To decide whether a data item is cacheable or not, the paper
[Sistla] proposed a sliding-window algorithm. The basic idea is that a data
item should not be cached unless its read rate is higher than its update rate.

As it was mentioned in Section 15.2, new cache management algorithms
should be developed for push-based information systems, because the
cache miss cost is not simply based on the access frequency. The paper
[Acharya95] proposes a cost-based page replacement algorithm using PIX.
Suppose the access probability of data item d is P and the broadcast fre-
quency is X, then the PIX value of d is (P/X). For the example in Section
15.2, the algorithm replaces item x with y, because y has a higher PIX value.
Note that the broadcast pattern of the server should also be considered for
the client’s cache management algorithms.

Figure 15.6. Overview of Cache Management Research
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For location-dependent data, cache management algorithm decides
whether to cache data or not according to the location. The paper [Ren]
proposed a location-dependent cache replacement strategy FAR (furthest
away replacement). The basic idea of this strategy is to first replace the
data that is furthest from the user and is not in the user’s moving direction.
The paper [Dar] exploited semantic caching. This approach maintains a
semantic description for the cached data and chooses replacement victims
based on the semantic dependencies of the user’s queries.

From the previous discussion, we can classify cache replacement algo-
rithms into three types [Ren]:

1. Temporal locality-based, such as LRU and CLOCK [Silberschatz]
2. Benefit-based (or cost-based), such as PIX
3. Semantic-based, such as FAR 

These three types of algorithms are different in how they choose cache
replacement victims. Temporal locality-based algorithms are based on the
property that a recently used data item is likely to be used again in the near
future and hence, access frequency is the main factor to decide the
replacement. Benefit-based algorithms exploit the fact that the fetching
costs are different for different data and decide the replacement by evalu-
ating data against the fetching cost and its access probability. Seman-
tic-based cache management is studied in [Dar] for caching database
query results. It is further used in caching location-dependent data in
[Ren], which decides the replacement based on the location semantic.

There exists a lot of research work to study the problem of how to main-
tain cache consistency in a mobile computing environment. There are two
different cache consistency requirements — strong cache consistency and
weak cache consistency. Strong cache consistency enforces that the
cached data is always up-to-date. Polling-every-time and invalidating data
upon modification are two approaches to achieve strong cache consis-
tency. On the other hand, weak cache consistency allows some degree of
data inconsistency. TTL-based consistency strategies are used when it is
sufficient to guarantee weak consistency for a data item. In mobile comput-
ing environments, the main challenge for consistency strategies is caused
by weak connectivity and resource constraints of mobile computing envi-
ronments. We will categorize and describe different consistency strategies
for mobile computing environments in Section 15.4.

Cooperative caching is an interesting problem in the mobile computing
environment, especially in ad hoc network environment. Because an indi-
vidual MH may have limited storage or power, a good cooperative caching
scheme could help to achieve better performance at less storage overhead
or power cost. Several cooperative caching schemes for ad hoc networks
have been developed [Hara02A, Sailhan02, Sailhan03]. However, there are
opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

      

AU1971_book.fm  Page 346  Thursday, November 11, 2004  10:08 PM

C

346

still open problems that need to be addressed in this area. Section 15.5
gives an overview of these research works and the problems that need to
be addressed in the future.

15.3 Cache Consistency Strategies

In this section, we are going to discuss various cache consistency strate-
gies. We begin this section with a taxonomy of consistency strategies. Then
we describe the details of a few different types of cache consistency strat-
egies.

15.3.1 A Taxonomy of Cache Consistency Strategies

There are different strategies for maintaining cache consistency in the lit-
erature. A taxonomy of cache management schemes is illustrated in Figure
15.7. The consistency strategies that are depicted in the figure are not
restricted for mobile computing environments. According to the paper
[Cao], cache consistency strategies are differentiated into three categories —
polling-every-time, TTL-based, and invalidation-based. For poll-
ing-every-time and TTL-based caching strategies, the client side initiates
the consistency verification: that is, the client is responsible for verifying
the data consistency before using it. For the TTL-based caching strategy,
every cached data item is assigned a TTL value, which can be estimated
based on the data item’s update history. For example, the adaptive TTL
approach in [Cate] estimates TTL based on the age of a data item. When
the user request arrives for a data item x, if data item x’s residence time has
exceeded its TTL value, the client sends a message to the server to ask if x
has changed. Based on the server’s response, the client may get a new
copy of x from the server (if the data item x has changed since the last time
the client cached x) or just use the cached copy to answer the user’s

Figure 15.7. A Taxonomy of Caching Strategies
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request (if the data item x has not been modified since the last time the cli-
ent received a copy of x). For the polling-every-time approach, every time
the data is requested, the clients need to send requests to the server to
verify if the cached data has changed. The polling-every-time caching strat-
egy can be thought of as a special type of TTL-based scheme, with the TTL
field equal to zero for every data item. Polling-every-time and TTL-based
approaches are used in many existing Web caches.

On the other hand, for the invalidation-based strategies, the cache con-
sistency verification is initiated by the server. Invalidation-based cache
strategies are further classified into stateless and stateful approaches
[Barbara0]. In a stateless approach, the server does not maintain informa-
tion about the cache contents of the clients (i.e., the server does not know
what data is cached or how long it has been cached by a particular client).
This type of cache strategy is discussed in many papers including
[Barbara0, Barbara1, Cao, Jing, Tan]. The stateless-based approach can be
further categorized into synchronous and asynchronous approach. In the
asynchronous approach, invalidation reports are sent out upon data mod-
ification. In the synchronous approach, the server periodically sends out
invalidation reports, which may overlap with the previous invalidation.
Most of the research work focuses on stateless synchronous-based
approach. For a detailed comparison and evaluation of different
approaches in this category, the interested reader can refer to [Tan].

In case of the stateful approach, the server keeps track of the informa-
tion of the cache contents. These approaches can also be categorized into
synchronous and asynchronous approaches. There are hardly any
schemes in the stateful synchronous category. One example for stateful
asynchronous approach is proposed in the paper [Gupta]. In that
approach, a Home Location Cache (HLC) is maintained for every client and
is used to record the data items cached by that client and their last modi-
fication time. Based on the information, the server can generate invalida-
tion reports dedicated to a particular client cache.

The above taxonomy is not restricted for mobile computing environ-
ments. In the following sections, we are going to concentrate on the cache
consistency strategies specified for mobile computing environments.

15.4 Cache Consistency Strategies in Architecture-Based 
Wireless Networks

As shown in Figure 15.8, in the Architecture-Based Network Model, MSSs
and BSs form a wireless cellular network through which a MH can com-
municate with remote data servers. The data servers, MSSs, and BSs are
connected by reliable wired networks with high speed. Whereas the wire-
less links of the cellular network have limited bandwidth and are subject
347
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to disconnection, Coda [Kistler] studied the scenario where weakly con-
nected clients can read/write server data, but most of the other research
work has concentrated on the scenario where the server data is read-only
for the clients. Because we can use similar consistency strategies for these
two scenarios, the following discussion focuses on the latter scenario. We
categorize and describe these consistency strategies based on the taxon-
omy given in Figure 15.7. Then we discuss how these strategies address the
problems of weak connectivity and resource constraints.

15.4.1 Invalidation-Based Consistency Strategy

In invalidation-based consistency strategies, the server pushes invalida-
tion reports to the clients to announce what data has changed. If the strat-
egy does not require the server to maintain any information about the cli-
ent’s cached contents, we call it a stateless approach. If the server needs to
remember what data is cached, we call it stateful approach.

15.4.1.1 Stateful Approaches. A few stateful cache consistency strate-
gies have been proposed. One example is the asynchronous stateful (AS)
algorithm [Gupta]. In this approach, the server maintains a (HLC) for every
MH under its coverage. The HLC has one record for each data item cached
by the corresponding MH to keep track of the item’s last update time. Inval-
idation reports are cached in the HLCs until an explicit acknowledgment is
received from the corresponding MH. At the client side, every MH main-
tains a cache time stamp to indicate when it received the last update
report. When a MH reconnects to the network after sleeping, it first sends
a probe message to the server with its cache time stamp. Then the HLC can

Figure 15.8. Caching in the Architecture-Based Wireless Networks
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determine which data items have changed and it can then send the
updates to the MH.

The advantages of the AS approach are: 

• The bandwidth is saved because it avoids unnecessary broadcasting
invalidation reports.

• It supports cache consistency verification under any arbitrary
sleep–wakeup pattern. 

However, because a MSS needs to maintain the information about the data
items cached by every MH, the storage cost at MSS has to scale up when
the number of MHs or the cached data increases.

Another example is the scalable asynchronous cache consistency
scheme (SACCS) from [WangZ]. In this scheme, MSS maintains a flag and a
time stamp for every data item. The flag is set when the corresponding data
item is cached by a MH. Otherwise, this flag is cleared. When a data item is
changed, MSS will send out its invalidation report only if the flag is set. On
the client side, every cached data item has an associated time stamp indi-
cating the last update time and four possible states — valid, uncertain,
uncertain with a waiting query, and ID-only. Every time the client receives
an invalidation message for the data items in valid state, it changes the
data item’s state to ID-only. If the client is disconnected, it will set all the
valid data items to uncertain state upon reconnection. When the client
receives a query for an uncertain data item, it changes the data state from
“uncertain” to “uncertain with a waiting query” and at the same time sends
an uncertain message, including the data item ID and the time stamp, to the
MSS. Then the MSS checks if the data item is still valid based on the com-
parison of the time stamps. If it is, then the MSS simply sends back a con-
firmation message. Otherwise, the MSS sends the updated data and time
stamp to the client.

The advantages for the SACCS approach are: 

• It saves bandwidth in the sense that it only broadcasts invalidation
reports if that data is cached by some MH.

• It can deal with arbitrary sleep–wakeup pattern.
• It saves MSS storage compared to the AS approach. 

However, the MH verifies the cached data items using multiple uncertain
messages (one uncertain message for one data item), but the AS approach
verifies the whole cache using a single probe message. Therefore, com-
pared to AS, SACCS may cost more energy and bandwidth to verify the
cache after MHs wake up. Besides, if there are a few common data cached
by multiple MHs, it uses similar amount of MSS storage compared to AS
approach.
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The following example gives a simple illustration to the AS and the
SACCS strategy. Suppose the data server has the data items with modifica-
tion times as shown in Table 15.1.

Suppose the client initially had the cache time stamp T0 and cached the
data items D1, D3, D5, D7, D9, D11, D13, D15. Figure 15.9 shows the invalidation
messages and the client’s cache states for the AS algorithm. When a client
receives an invalidation message, it will remove the data item from the
cache and update its cache time stamp to the time stamp of the recent
invalidation message. For example, after the client receives the first invali-
dation message, it removed the data item D9 and updated its cache time
stamp to T2. While a client is disconnected, it will lose all the invalidation
messages. It will ignore all the invalidation messages until it needs to send
out the first query. A probe message is sent out together with the first
query, which tells the client’s cache time stamp. For example, after recon-
nection, the client sends out the cache time stamp together with the
request for D5. Then the server replies with the data items’ IDs updated
after the cache’s time stamp, which are D1, D5, D11, and D15.

Figure 15.10 shows the invalidation messages and the client’s cache
state for the SACCS algorithm. When a client receives an invalidation mes-
sage, it will remove the data item from the cache, but it will keep the data
item’s ID and set its state to ID-only, which is indicated by the “–” in the
example. For example, after the client received the first invalidation mes-
sage, it removed the data item D9 and changed the data’s state to ID-only.
While a client is disconnected, it will lose all the invalidation messages.
Upon reconnection, the client will set all the valid data items’ states to
uncertain, which is indicated by “*.” If the client receives a query to a data
item in uncertain state, it will change the data state to uncertain with a
waiting query indicated by the “@” symbol and send out an uncertain mes-
sage to the server, which includes the data item’s time stamp indicating its
last modification time. Then the server will check if there is a modification
after the time stamp. If this not the case, the server will simply send back
a confirmation message. Otherwise, the server will send back the data and
its last modification time, which is shown in the example scenario. Accord-
ingly, the client will change the data’s state from uncertain to valid.

15.4.1.2 Stateless Approach. In stateless consistency strategies, the
server does not have any information about the client’s cache. Those strate-
gies can be categorized based on the time when the server sends invalidation

Table 15.1. Example: Data Items and Their Update Time

Data D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 D16

Time T24 T16 T10 T6 T20 T18 T30 T32 T2 T22 T14 T26 T8 T4 T12 T28
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reports. For the stateless asynchronous approach, the invalidation reports
are sent out only after data updates. There is no guarantee on how long a
MH has to wait for the first invalidation reports after it wakes up. Because
of the difficulty to verify cache consistency after a MH’s sleep, most of the
research work concentrates on stateless synchronous approaches. In
stateless synchronous approaches, the server periodically broadcasts

Figure 15.9. An Example Scenario for the AS Strategy
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invalidation reports to all the MHs in its range. The major difference among
those approaches is the organization of invalidation reports.

Several examples of stateless synchronous approaches (namely TS, AT,
and SIG) are described in [Barbara0] [Barbara1]. In the TS (time stamps)
approach, the server periodically broadcasts the invalidation reports,
which consist of data item IDs and their last update times during the last w

Figure 15.10. An Example Scenario for the SACCS Strategy
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(where w is the invalidation window size) seconds. Then, based on the
invalidation reports, the MH will purge the data item from its cache or
update the data item’s time stamp. The MH also maintains a variable to
record the last time it received a report. If the difference between the cur-
rent report time stamp and this variable is greater than w, the MH should
drop the entire cache. The AT (amnesic terminals) approach is similar to
the TS approach, but the invalidation reports are the data item IDs that
have changed since the last invalidation report. Similarly in the SIG (signa-
tures) method, the difference is that the server periodically broadcasts the
signatures of the data items. In [Barbara1], they also proposed to change
the TS scheme to adapt the invalidation window parameter w to different
data items. The paper also compared those three strategies under different
scenarios. The result is that the AT strategy is best for workaholics, but
the SIG strategy is best for long sleepers. The problem is that the MH can-
not decide the validity of the cache and the whole cache has to be
dropped if the MH sleeps for a longer duration than what the invalidation
reports covered.

In the paper [Jing], the bit-sequences approach is proposed. In this
approach, the invalidation reports contain a set of binary bit sequences
with a time stamp associated with each of the sequences. The bit
sequences are organized in a hierarchical structure. The highest level has
as many bits as the number of objects in the database and the lowest level
has only two bits. A bit is set to 1 in the sequence to represent the corre-
sponding data object has changed since the time indicated by the
sequence time stamp. The nth bit in a bit sequence corresponds to the nth
1 bit in the sequence one level up. A client chooses the bit sequence with
the time stamp that is immediately after the client’s disconnection time
and invalidates all the objects marked 1 in that sequence. The scheme was
shown to be effective in reducing the number of cached data discarded;
however, the size of the bit sequence broadcast may be large and may lead
to poor bandwidth use.

The paper [Tan] compared several representative stateless synchro-
nous approaches, including bit-sequence and dual-report cache invalida-
tion (DRCI). In the DRCI approach, the data items are organized into groups
and the server broadcasts a pair of invalidation reports — object invalida-
tion report (OIR) and group invalidation report (GIR) — every L time units.
The OIR report contains the object ID and the last modification time of the
objects that have changed during the time [T – wL, T]. The GIR contains the
group ID and the last change time of the groups that have changed during
the time [T – WL, T]. Here, T stands for the current server broadcasting
time, w and W are update log windows and W > w > 0. Therefore, the clients
with short disconnection time can use the OIR to invalidate their cache and
the GIR reports can help minimize invalidation of the entire cache for cli-
ents with long disconnection time.
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Using the same example data items given in Table 15.1, we give a simple
illustration of stateless synchronous strategies. This example is based on
the example given in [Tan]. We assume that Ti + 2 – Ti = 2 time units for the
illustration of stateless approaches.

For the TS strategy, we assume that w = 4. Then the invalidation report
at T34 has the contents {D7, D8}. For the AT strategy, if the last invalidation
report happened at T26, then the invalidation report at T34 has the contents
{D7, D8, D12, D16}. For the SIG strategy, the invalidation report is similar,
except it uses the signature instead of the ID of the data.

For the DRCI strategy, we use the following parameters: G1 = {D1, D2, D3,
D4}, G2 = {D5, D6, D7, D8}, G3 = {D9, D10, D11, D12}, G4 = {D13, D14, D15, D16}, L = 4,
w = 2, W = 6. Then the invalidation at T34 will have the following OIR and
GIR:

OIR = {T34, (D7, T30), (D8, T32), (D12, T26), (D16, T28)}

GIR = {(G1, T24), (G2, T20), (G3, T22), (G4, T12)}

Because OIR is used to invalidate the data that changed during the time
period [T – wL, T], that is [T26, T34], therefore, the OIR should have the data
items that changed since T26, which are D7, D8, D12, and D16. The GIR should
cover the time period [T – WL, T], that is [T10, T34]. Besides, the GIR should
not count the data items invalidated in the OIR, therefore, the last change
time for group 1 is T24, group 2 is T20, group 3 is T22, and group 4 is T12.

For the bit-sequence strategy (Figure 15.11), the bit-sequence structure
is shown in this example. The first level bit sequence B4 has 16 bits with
each of them representing one data item. The time stamp for B4 is T18 and
there are 8 data items changed from that time to the invalidation broad-
casting time. B3 has 8 bits with each of them representing a 1 bit in B4. Sim-
ilarly, we get B2 and B1 and they show the data items that have changed
since T30 and T32, respectively.

Figure 15.11. An Example for Bit-Sequence Strategy

1 0 0 0 1 1 1 1 0 1 0 1 0 0 0 1

0 0 0 1 1 0 1 1

0 1 1 0

1 0

B4

B3

B2

T_B4 = T18

T_B3 = T26

T_B2 = T30

T_B1 = T32

B1
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Table 15.2 summarizes the characteristics of invalidation-based consis-
tency strategies with regards to how they address the special problems of
data availability and bandwidth/energy conservation in mobile computing
environments.

15.4.2 TTL-Based Cache Consistency Strategy

In the TTL-based cache consistency strategy, the clients are responsible to
poll the server to verify that the cached data is up-to-date. WebExpress
[Housel] and Mobile Office Workstations using GSM Links (MOWGLI)
[Lilje] are good examples of TTL-based cache consistency strategy
adapted to wireless networks. Here we discuss how these approaches help
to solve the problem of frequent disconnections and narrow bandwidth.

15.4.2.1 Handling Disconnections. The caching system in MOWGLI WWW
supports disconnected mode in various ways:

• MOWGLI WWW chooses to validate documents only when explicitly
requested by the user. 

• MOWGLI WWW suffixes each hypertext link in a document with an
indicator that tells the user if the referred document would have to
be fetched from a server. In addition, MOWGLI WWW offers the user
access to cached documents directly through a cache inventory. In
this way, the user can stay safely within the bounds of the cache. 

• The cache maintained by MOWGLI WWW Agent is persistent, which
means that it is stored on disk and retained over multiple browsing
sessions.

15.4.2.2 Achieving Energy and Bandwidth Efficiency. WebExpress uses
cyclic redundancy codes (CRC) to help reduce unnecessary transmission
in maintaining cache coherency. When a requested object in the client
cache has exceeded the coherency interval defined by the client, the CRC
code of this object is transmitted to the server to determine the difference

Table 15.2. Summary of Characteristics of Invalidation-Based Strategies

Stateful Consistency
Strategies

Stateless Consistency 
Strategies

Enhance data 
availability

Cache invalidation information at 
MSS so that clients can fetch 
missed invalidation information 
from MSS after reconnection.

Repeat broadcasting history 
invalidation information.

Conserve 
bandwidth/
energy

Broadcast invalidation reports 
only when needed.

Coarse-grain invalidation 
reports.
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between the fresh copy and the cached copy. A new copy will only be
fetched when the difference exceeds a specified value.

WebExpress also employs the differencing technique. To update the
cached data item, the whole data item is not fetched; instead WebExpress
updates the cached data item based on the difference from the fresh copy.
For the dynamic Web page requests, a common base object is cached on
both the client and the server side. Difference is calculated and transmit-
ted to the client to update the response to a new request.

15.4.2.2.1 Protocol Optimization. In WebExpress, each client connects to
the server with a single Transmission Control Protocol/Internet Protocol
(TCP/IP) connection. All requests and responses are multiplexed over the
connection to avoid connection establishment overhead. Besides, when
the client establishes a connection with the server, it sends its capabilities
only on the first request and the server will maintain this information to
avoid multiple transmission of same information. In MOWGLI, there are
two levels of protocol optimization. At the transport level, TCP over the
wireless part of the network is replaced by Mobile Transmission Control
Protocol (MTCP), which is a lightweight protocol, has minimal packet
headers, involves as few round trips over wireless link as possible, and also
provides improved fault-tolerance. At the application level, HTTP is
replaced by the binary encoded protocol Mobile HTTP (MHTTP), which
supports the predictive upload of documents and document objects.

15.5 Open Problems

15.5.1 Cache Consistency Strategy in the Ad Hoc Network 
Environment

There is not much research work dealing with cache consistency mainte-
nance in ad hoc networks. Further, as we mentioned earlier, we cannot sim-
ply copy from the strategies in architecture-based wireless networks,
because ad hoc networks have distinct features compared to architec-
ture-based wireless networks, especially the P2P nature of ad hoc net-
works. Therefore, some aspects of cache strategies from architec-
ture-based wireless networks may not work well in ad hoc networks.
Consequently, new cache management strategies need to be developed for
ad hoc networks.

15.5.2 Cooperate Caching in Ad Hoc Network Environment

In this section, we introduce some preliminary research work that
addresses the problem of how multiple MHs can cooperate with each other
to deal with their energy and storage space constraints in ad hoc networks.
These networks do not have network infrastructure devices like switches
or routers; they are composed solely of mobile computing devices. Ad hoc
opyright © 2005 by CRC Press
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networks can have dynamic topology where devices may move frequently
like the MANETs or they can have static topology like the sensor networks.
For a static topology ad hoc network, the cooperative caching scheme can
take advantage of the static feature. For example, we can use the topology
information to decide where to cache the data items to minimize the over-
all accessing cost of all the nodes. Another factor that impacts the cooper-
ative caching scheme is the cache consistency schemes: different cooper-
ative cache schemes need to be developed for invalidation-based and
TTL-based consistency schemes.

Under the assumption that the topology of the ad hoc network is static,
the paper [Nugge] proposed the approach to determine at what nodes to
place the cache. This approach considers the energy consumed by infor-
mation distribution and access latency experienced at all the MHs. The
goal is to minimize the weighted sum of energy cost and access delay.
Under the assumption that the data does not change during the whole pro-
cess (static data), the paper [Hara01] proposed three data replication
methods in an ad hoc network to improve data accessibility. The system
model also assumes MHs access static data items saved at other MHs and
the access frequencies for each data item from each MH are known con-
stants. The basic idea of the proposed methods is that replicas are relo-
cated for every specific period; replica allocation is determined based on
the access frequency from each MH to each data item and the network
topology at the moment. The author also proposed to share the cached
data item among a MH group and eliminate the duplicate copy of a data
item inside the group.

The papers [Hara02A, Hara02B] discussed cooperative caching tech-
niques in the environment where a server pushes updates to clients. The
basic idea is similar to the approach in the previous paragraph.

Cooperative caching is also studied for Web browsing in wireless net-
works in [Sailhan02, Sailhan03]. In this approach, every MH maintains a
profile for every peer that shares an interest with it. The value of the profile
is characterized by the number of times the peer responds the MH’s
request or the peer requested the cached data items from this MH. Then
the peers are weighed by the profile value divided by the number of hops
from the MH. The peer that has the greatest weight is first contacted when
the MH needs to fetch a data item from its peer. Besides, the MH also con-
siders the capacity of the peers. If several peers have the same weight, the
one with the most capacity is first contacted.

For reference, there are four flavors for cooperative caching in P2P net-
work environment:

1. Hierarchically organized Web caching, such as Harvest [Chan] 
2. Hash-based schemes, such as Coopnet [Pad], Squirrel [Lyer] 
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3. Directory-based schemes, such as Squirrel [Lyer] 
4. Multicast-based schemes, such as the scheme in [Wang] 

However, these works are for wired P2P network, hence they did not
address the special concerns, weak connectivity, and resource constraints
in mobile computing.

15.6 Summary

Mobile computing environments present several new challenges for cache
management. These schemes need to be able to work efficiently in the
presence of frequent disconnections while consuming a minimum amount
of energy and bandwidth. This chapter has presented various cache man-
agement schemes to address these new challenges. Data caching can be
instrumental in solving or mitigating problems of performance, availability,
scalability, and resource paucity. Understandably, development of new
cache management is an active research area in the field of mobile comput-
ing, especially in the area of mobile ad hoc networks.
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Chapter 16

Cache Invalidation 
Schemes in Mobile 
Environments
Edward Chan, Joe C.H. Yuen, and Kam-Yiu Lam 

16.1 Introduction

Rapid progress in wireless network infrastructure has led to an explosive
growth in mobile applications. At the same time, increasing popularity and
sophistication of portable devices such as personal digital assistants
(PDAs) or intelligent mobile phones has greatly increased the ability of the
mobile users to retrieve and manipulate data at a location and time of their
choice. The timely dissemination of such data to the users has become the
topic of much research in recent years. In a classical client–server model,
the client acquires data by pulling it from the server. However, it has been
argued and demonstrated by many researchers that the broadcast model
(i.e., pushing data to the clients) is an efficient one in wireless networks,
because a large number of users requesting the same data items can be
served at no extra cost [1]. In addition, pulling data requires the transmis-
sion of an explicit request, which results in the consumption of additional
battery power when compared with passive listening to the transmission
channel for broadcast data. Many hybrid models incorporating both push
and pull techniques have also been proposed in the literature. In these
approaches, the popular items are typically disseminated using broadcast
and the less popular ones pulled [2, 3].

A mobile network is typically characterized by its limited available
bandwidth, as well as the possibility of frequent disconnections. With lim-
ited bandwidth, the broadcast cycle can be too long for some clients. To
improve response time, frequently accessed data items can be cached by
the clients. Caching also reduces the need to pull a data item when it is
accessed multiple times. Although there are major advantages in adopting
client side caching, the possibility of frequent disconnection can lead to
0-8493-1971-4/05/$0.00+$1.50
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serious cache inconsistency problems. Thus the design of a suitable cache
invalidation scheme is a key issue in the development of a data dissemina-
tion system in a mobile environment.

A common method for cache invalidation is to broadcast invalidation
reports to mobile clients. One of the most important considerations in the
design of cache invalidation schemes is to minimize the size of the invali-
dation reports and hence, reduce the bandwidth required for broadcasting
the invalidation reports. Another requirement is to reduce the response
time of the client, which is the primary reason why caching is used in the
first place. The final performance criterion is the need to conserve power,
because the battery life of most portable devices is limited. A number of
cache invalidation schemes have been proposed by researchers to satisfy
one or more of these requirements and a brief discussion of their major fea-
tures is given in the next section.

16.2 Summary of Existing Cache Invalidation Schemes

A large portion of the existing work on cache consistency strategies for
mobile environments is based on periodic broadcast of invalidation
reports. For instance, Barbara and Imielinski, in one of the earliest works in
this area, proposed three different variants of this approach — broadcast-
ing time stamp (TS), amnesic terminals (AT), and signatures (SIG) —
depending on the expected duration of network disconnection [4]. How-
ever, the algorithms are only effective if the clients have not been discon-
nected for a period exceeding an algorithm specific parameter. Otherwise
the entire cache has to be discarded, even though some of the cached data
items might still be valid.

Jing et al. proposed a bit-sequence scheme (BS) in which the invalida-
tion report consists of bit sequences associated with a set of time stamps
[5]. Using the information embedded in the bit sequences, a client needs
only to invalidate its entire cache if more than half of the data items have
been updated in the server since its last invalidation time. This ingenious
approach has the drawback of greater complexity and much larger invali-
dation reports than the TS or AT methods, particularly when the number of
data items is larger.

Wu et al. modified the TS and AT algorithms to include a cache validity
check after connection is reestablished. The proposed algorithm, called
grouping with cold update set retention (GCORE) [6], however does not
solve the basic problem of TS in that the entire cache will have to be
dumped if the disconnection time is greater than its update history win-
dow. More recently, a family of hybrid cache invalidation algorithms is pro-
posed [7]. The essence of these algorithms is that the type of invalidation
reports to be sent (i.e., TS or BS) is determined dynamically, based on system
status such as disconnection frequency and duration, as well as update
opyright © 2005 by CRC Press
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and query pattern. Another recently proposed approach, called the updated
invalidation report (UIR) method, focuses on reducing response time [8]. In
this scheme, a small fraction of the essential information related to cache
invalidation is replicated several times between successive invalidation
reports. This scheme can be applied to further optimize both AT and BS. One
disadvantage of this approach is that the client needs to monitor not only the
invalidation reports, but the incremental updates as well. This might lead to
greater consumption of energy, which is undesirable for mobile clients that
rely on battery power. A modified, poweraware scheme that combines UIR
with adaptive prefetching is proposed to allow the client to prefetch fre-
quently used data items [9]. Prefetching can improve the cache hit rate, but
consumes additional power; thus the client needs to determine the level of
prefetching based on the popularity of the cached item and its power con-
sumption requirements.

The above approaches deal primarily with cache invalidation for indi-
vidual data items. It is also possible to design cache invalidation schemes
for groups of data. The problem with this approach is that even when a
group of data items has been invalidated, there may be individual data
items within the group that are still valid. These issues are addressed in the
dual report cache invalidation (DRCI) scheme [10] using a pair of invalida-
tion reports called the object invalidation report (OIR) and the group inval-
idation report (GIR). Besides group-based invalidation, it is also possible to
perform query level invalidation. Query level invalidation reduces the
number of data items to be invalidated at the expense of a time stamp for
every data item instead of the entire cache. An energy efficient query level
cache invalidation scheme, based on DRCI, called selective dual report
cache invalidation, has also been proposed [10]. The performance of these
schemes, as well as a detailed taxonomy of cache invalidation strategies,
has been studied by Tan et al. [11].

The cache consistency issue is also relevant for transaction processing
in a mobile environment. In this case, the client needs to ensure that the set
of data items (some of which are cached at the client side) used in a partic-
ular transaction are consistent. Among the approaches used is the invali-
dation method [12] in which an invalidation report consisting of all data
items updated at the broadcast server during the previous broadcast cycle
are sent before each broadcast cycle. The validity of the data items
accessed by a mobile transaction is ensured by checking with the invalida-
tion report and the transaction restarted if any of its accessed data items
is found to be invalid. Another approach is to cache multiple versions of
data items [13]. The multiversion broadcast method is useful for systems
where the mobile clients are frequently disconnected, because the mobile
clients can access consistent cached data items while it is disconnected. A
major drawback is that the data items, though consistent, may not be the
most current ones.
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Almost all work in cache invalidation deals with data consistency
caused by data updates and link disconnection. Some researchers have
focused on cache inconsistency caused by location changes of a client. In
effect, both temporal and spatial cache invalidation needs to be handled in
such a scenario. The key issue here is that the potentially large size of the
validity information of the data items (i.e., information that tells the client
the set of locations or cells in a cellular network) for which the cached data
will be valid. Xu et al. proposed a number of compression and implicit
scoping schemes for dealing with this issue where validation information
size is reduced at the expense of additional computation overhead [14].

It can be seen that the literature on cache invalidation schemes in
mobile environments is extensive. However, most of these schemes fail to
consider the temporal characteristics of data, which in many cases can be
exploited to allow the clients to perform self-invalidation and thus improve
overall system performance significantly. The next section explores an
adaptive cache invalidation scheme based on this idea.

16.3 Temporal Data Model for Mobile Computing Systems

To take advantage of the temporal characteristics of data, we will intro-
duce a temporal data model for mobile computing systems in this section.
In formulating this data model, we assume that the data items in the data-
base are used to record the instantaneous values of the objects in the
external environment. Some examples are the last traded stock prices,
news updates, as well as traffic and weather conditions. Because they track
dynamic external events, this information may change quite rapidly. To
maintain strict consistency of the data items with the actual status values
of their corresponding objects in the external environment, it may be nec-
essary to refresh the database records frequently.

The price of maintaining tight consistency between the data items in the
database and the actual status of the objects in the external environment
is that tracking every change in the status of the external objects will cre-
ate a large number of update transactions, which may not be practical for
many mobile computing systems. Actually, for many data items, such as
those for weather condition, news updates, and traffic status, it is possible
for updates to be performed at much longer intervals. There are two rea-
sons for this. First, for many mobile computing systems, the value of a data
item that models an object in the external environment cannot, in general,
be updated continuously to perfectly track the dynamics of the real-world
object as the update process itself requires time to complete. Thus, there
already exists a discrepancy between the value of the data item and the
real-time status of its corresponding object. An example might be the mon-
itored traffic conditions of a particular road. In this case, by the time this
information is reported to the server, the actual traffic conditions of the
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road will already have changed. Second, it is often unnecessary for data
values to be perfectly uptodate or absolutely precise to be useful. In par-
ticular, values of a data item that are slightly different are often inter-
changeable and the mobile clients will consider them to be the same. For
example, to many drivers, the traffic conditions at one minute past noon
can be considered to be the same as the traffic condition at noon.

The dynamic properties of the data items also make the management of
cached data items a difficult problem. Whenever a new version of a data
item has been created in the database, all the cached versions of the data
item have to be invalidated. Traditionally, invalidation is achieved by send-
ing explicit invalidation messages to the clients that have cached the data
item. However, due to the delay in invalidation as a result of the low band-
width in mobile environments, it is difficult to maintain tight consistency
between the data items at the client cache and the corresponding data
items in the database. Thus the key problem is that even when the required
data item is located in the client cache, it is necessary to determine
whether this is the most updated version without incurring heavy overhead.

To resolve these issues, we introduce a new model to characterize the
temporal properties of the data items in mobile computing systems. In our
model, it is assumed that the data items are classified into different data
groups based on one of their temporal properties, namely the rate at which
their values change. Within each data group, the data items are assigned a
timeframe, called the absolute validity interval (AVI), to characterize this
property. The idea of AVI originates in research in real-time database sys-
tems where the values of the data items are highly dynamic [15]. Formally,
each data item can be defined as a 3-tuple:

Di = (Vi, AVIi, UTSi)

where Vi is the value for data item Di, AVIi is the absolute validity interval
of Di and UTSi is the last update time stamp of Di. Each transaction update,
which captures the real-time status of an external object, is associated with
a time stamp, called the update time stamp (UTS), which indicates the time
at which the update transaction is created. Whenever an update transac-
tion is completed, the UTS will also be recorded in the database along with
the updated data value. A data item, Di, is invalid if AVIi + UTSi < current
time. In this case, a new value of the data item is required.

The choice of AVI values for the data items depends on the nature of the
data items; the concept of data similarity [16, 17] can be applied to deter-
mine the appropriate values. It is assumed that the application semantics
allows the system designer to derive a similarity bound for each data item
such that two write operations on the data item will be similar if the values
come from a time interval not greater than the similarity bound. In the AVI
approach, the AVIs of data items can be defined as the similarity bound of
opyright © 2005 by CRC Press
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the data items. Their values can be based on the dynamic property of the
data items, how the mobile clients use the data items and the importance
of the data items to the mobile clients. For example, news updates are gen-
erated every 30 minutes. Thus, the AVI of news updates can be set to 30
minutes. For information whose updates are asynchronous (examples
include stock prices), their AVIs can be defined based on the user require-
ments. For example, free delayed stock quotations might have a large AVI
(on the order of minutes), whereas real-time stock information used by
professional traders or paid quotation services might have a smaller AVI
(probably on the order of seconds). Another type of data with a larger AVI
is traffic information where changes are less drastic than stock prices.

The advantage of using AVI to define the validity of a data item is that
invalidation messages are no longer needed to invalidate the data items in
the client caches because the validity of the data items is explicitly defined
by their AVI and their UTS. The second major advantage of the AVI
approach is that it can help us to design the broadcast algorithms so that
the cache hit probability can be improved. Both static and dynamic AVI-
based broadcast scheduling schemes have already been proposed [18].

16.4 Cache Invalidation Using AVI

In the previous section, we introduced the concept of AVI in the context of
a temporal data model for mobile computing environment. In this section,
we explain how AVI can be used to facilitate cache invalidation.

16.4.1 Validity Period of Data in Client Cache

We have indicated that AVI is a useful concept for designing data broadcast
strategies. However the AVI of a data item can be used also as an estimator
for the validity of a data value at client caches. A data item cached at the
clients has to be updated from time to time by the server to maintain con-
sistency between the two. The update intervals can be used to define the
validity periods of a cached item. A data item is updated at the beginning
of each update interval. Hence, it is valid from the time it was cached until
the time of the next update. In other words, as shown in Figure 15.1A, the
time from the nth update on the data item to the time of the (n + 1)th update
is the validity period of the data item after nth update. The value from the
nth update is stale after the arrival of the (n + 1)th update.

According to the above model, the validity period of a data item is only
known after the arrival of the next update; in other words, the validity
period of a data item after the (n – 1)th update is not defined until the (n)th

update has occurred. The differences between the validity period and AVI
are shown in Figure 16.1B. We define the false valid period (FVP) as the time
period where AVI overestimates the validity period of the data item and the
false invalid period (FIP) as the time period where AVI underestimates the
opyright © 2005 by CRC Press



 

C
ache Invalidation Schem

es in M
obile Environm

ents

 

367

 Time

(n+1)th update

dated copies

Time

(n+1)th update

dated copies

terval

 invalid period

 

A
U

1971_book.fm
  Page 367  T

hursday, N
ovem

ber 11, 2004  10:08 PM
Figure 16.1. (A) Validity Period, (B) Details of the AVI Model

(n–1)th update (n)th update

Valid period of (n)th upValid period of (n–1)th updated copies

(n–1)th update (n)th update

Valid period of (n)th upValid period of (n–1)th updated copies

Absolute validity interval Absolute validity in

False valid period False

Time

(a)

(b)

Copyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

       

AU1971_book.fm  Page 368  Thursday, November 11, 2004  10:08 PM

C

368

validity period. If FVP is greater than zero, the actual update interval of the
data item is shorter than expected. The values of FVP should be kept small,
because during FVP a client unwittingly accepts an invalid data item. On
the other hand, if FIP is greater than zero, the actual update interval is
longer than expected. A client will consider a cached item to be invalid dur-
ing that period even though it is actually still valid. By suitably adjusting
AVI based on the update intervals, the values of FVP and FIP can be kept
rather small, as we will see in Section 16.5.

16.4.2 The IAVI Cache Invalidation Scheme

Having defined AVI and the validity period of a data item at the client cache
in the previous section, we now proceed to describe how they can be used
to support an efficient cache invalidation scheme, which we call invalida-
tion by absolute validity interval (IAVI).

In our model, because a cached item is assumed to be invalid if its AVI
has expired, no explicit invalidation notification is needed to invalidate the
cached items in the mobile clients. In other words, a client can invalidate
its cached items by calculating the items’ last update times and the AVI of
the data items. We call this process self-invalidation or implicit invalida-
tion. This approach is clearly desirable, because it alleviates the need to
send explicit invalidation reports.

In practice, the arrival of some data items can be aperiodic and the opti-
mal AVI value of a data item may vary with time. This change in the AVI of
a data item will either shorten its FVP or enlarge its FIP. There are two pos-
sible cases:

1. The new AVI of a data item is smaller than the previous one. In this
case, the data item should be invalidated before its AVI expires. If
the client uses the previous AVI, FVP will be longer than the previous
estimation. The change in AVI is typically caused by an update of
the data item; hence, the cached item must be invalidated.

2. The new AVI of a data item is larger than the previous one. In this
case, no notification message is needed, because the cached item
will be invalidated automatically when its AVI expires. FIP in this
case will be increased. It is possible to send explicit notifications to
mobile clients on the new AVI value. However, this must be done
before the AVI of the cached item expires. Mobile clients experience
frequent link disconnection and it is hard to verify the new AVI to
the current cached copy of a mobile client who has been discon-
nected.

Thus, we conclude that an invalidation report is needed to notify the cli-
ents when the AVI value of a data item is reduced, but not when it is
increased. When the AVI of a data item is reduced, the mobile client must
opyright © 2005 by CRC Press
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be notified in order to minimize FVP. Otherwise the client might use an
invalid copy of the data in its cache. However, for the case where the AVI of
a data item has increased, it is better to do nothing and let the next update
of the data item refresh the cache. Suppose the server sends a report to
inform the clients of the new AVI (i.e., the cached item is still valid). Now if
after a short time the data item is updated before the new AVI expires, an
additional invalidation message will have to be sent. All these will result in
a substantial increase in overhead. Moreover, all the additional effort is
wasted if the cached data item is not accessed after the original AVI has
expired. It is preferable to accept a larger FIP than trying to update AVI, and
let the client make an explicit request when the data is actually accessed.

In the following sections, we will discuss in detail how the IAVI scheme
is implemented at both the server and the client sides.

16.4.3 Server Algorithm

The server algorithm consists of two parts — invalidation report genera-
tion and AVI adjustment. The former deals with the selection of the infor-
mation to be included in the invalidation report. Broadcast bandwidth is a
valuable resource that is shared among a large number of mobile clients and
it must be used efficiently. AVI adjustment refers to the modification of the AVI
values of the data items to achieve the desired level of cache coherence.

16.4.3.1 Invalidation Report Generation. To notify the mobile clients
about changes in AVI values, invalidation reports are generated and dis-
seminated periodically. The invalidation report contains a data ID and its
update time, whose update interval must satisfy the following expression:

Tupdate(i,n) – Tupdater(i,n – 1) < AVI(i) * (1 − Fi) (16.1)

where
Tupdate(i,n) = the time stamp of nth update on data item i
AVI(i) = the AVI of data item i
Fi = the AVI tolerance for data item i

According to the above expression, if the update interval of data item i
is longer than its AVI plus its AVI tolerance, it will be included in the invali-
dation report as this implies that the life span of a data value is shorter
than expected. AVI tolerance is designed to tackle the randomness in
update interval. Because it is not possible to predict the occurrence of
update events, the update interval and AVI will not be perfectly matched.
In order words, the current AVI is valid if the difference between the update
interval and the AVI of a data item is small. The tolerance limit is data
dependent and different kinds of data items may have different degrees of
tolerance. However, for data items with the same AVI tolerance, the one
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with a shorter AVI will have a smaller tolerance limit according to the
above expression. This is because a shorter AVI implies that the data item
is updated frequently and the value is relatively dynamic, therefore, a
tighter tolerance is desirable to minimize FVP.

In general, we can divide the validity period of the cached items into
three different periods. The cached data item is likely to be valid during the
period between Tupdate(i,n) and Tupdater(i,n) + AVI(i) * (1 − Fi). Likewise, the
cached data item will definitely be considered invalid after Tupdater(i,n) +
AVI(i), because its AVI has expired. The period in between is somewhat
problematic because the validity of the cached data item cannot be deter-
mined conclusively based on its update history. Clearly, the duration of
this period is a function of the AVI tolerance and the smaller the tolerance,
the shorter this period of vulnerability.

We will now illustrate the idea described in this section using Table 16.1
and Table 16.2. Table 16.1 shows the snapshot of a database with five data
items. T(n) represents the time stamp of the most recent update on the data
item and the T(n – 1) represents the previous update’s time stamp. As before,
F is the AVI tolerance of the data item. The invalidation report generated
after T(n)th update is shown in Table 16.2. The recent updates of data item
1 and data item 4 at time 1080 and 800, respectively, does not satisfy Equa-
tion 16.1, as their updates are predicted to occur after time 1090 and 980,
respectively. Therefore, these two items are included in the invalidation
report.

Table 16.1. Database Snapshot at T(n)

Data Item T(n – 1) T(n) AVI F

0 1000 1490 500 0.1

1 1000 1080 100 0.1

2 100 1000 1000 0.1

3 500 800 200 0.1

4 200 800 700 0.1

Table 16.2. Invalidation Report

Data Item Time Stamp

1 1080

4 800
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16.4.3.2 AVI Adjustment. Due to the dynamic nature of a data item, con-
tinuous adjustment on its AVI is needed to minimize FVP and FIP. Because AVI
is estimated by past update intervals, dramatic shifts of the mean update
interval will lead to a large FVP or FIP. Furthermore, the continuous mismatch
of AVI and the update intervals means that a data item will be included in the
invalidation reports for an extended period of time, increasing the invalida-
tion report size and degrading overall system performance.

The minimum, mean, and maximum values of the historical update inter-
vals can be used to estimate the AVI of a data item depending on the
desired degree of cache coherence. Using the minimum update interval as
the item’s AVI will result in the smallest AVI and the highest degree of cache
coherence as FVP is minimized. However, the drawback is that FIP will be
large. The reverse is true when the maximum historical update interval is
used. In the application of minimum and maximum values for the calcula-
tion of the new AVI, the value should be taken from the set of n preceding
updates. This requires more complex handling, but does allow the AVI
value to adapt to changes in update intervals more effectively.

Similarly, when the mean value of update interval is used to estimate
AVI, the AVI of a data item is obtained by taking its average of a number of
preceding update intervals. Using the mean allows us to balance FIP and
FVP and this approach is used in our simulation experiments described in
Section 16.5. The server algorithm is summarized in Table 16.3.

16.4.4 Client Algorithm

Cache invalidation on the client side is divided into two parts, implicit
invalidation and explicit invalidation. In implicit invalidation, a cached
item is invalidated by the expiration of its AVI. This occurs when the
cached item is accessed and its AVI is found to have expired. In contrast,
explicit invalidation is caused by the receipt of an invalidation report from
the server.

16.4.4.1 Implicit Invalidation. The validity of a cached data item is
determined by the update time (the time stamp of data item) and the AVI
value. When a cached item is referenced by a transaction from a mobile cli-
ent, the transaction will examine the update time and the AVI value of the
item. If the sum of the update date time and the AVI value is larger than the
current time, the item is assumed to be invalid (although it may be actually be
valid but the transaction does not know which is the case for a positive FIP).

By using implicit invalidation, traffic cost is minimized, because a client
can invalidate its cached items using the method described above without
waiting for additional information from the server. Moreover, when the cli-
ent reconnects to the mobile network after disconnection, it can invalidate
its cached copy without waiting for the next invalidation report from
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mobile server. If AVI has expired for a cached item, it can be invalidated
without extra verification. Note, however, that if the cached copy seems to
be valid based on its AVI, the client needs to reference the first invalidation
report after reconnection to determine the validity of its cached items.

16.4.4.2 Explicit Invalidation. Besides implicit invalidation, a cached
item can also be invalidated explicitly by invalidation reports sent from the
server. If the update interval of a data item violates the AVI assumption
(i.e., Equation 16.1), its identifier will be included in the invalidation report
and broadcast to the mobile clients. Note that even if explicit invalidation
is used, the size of the invalidation report is much smaller than other tech-
niques such as BS and TS. Unlike BS and TS, which include every update
event in invalidation reports within a certain period or interval, the invali-
dation report of the AVI scheme only contains the entries for the data items
whose AVIs have been modified and meet the condition defined in Equation

Table 16.3. Server Algorithm

Notations:

IRn: nth invalidation report (IR).
di: ID of data item i.
vi: value of data item i.
D: the set of data items.
u(i,k): time stamp of kth update of data item i.
avi(i,k): AVI for data item i after kth update.
fi: AVI tolerance for data item i.
L: broadcast interval of IR. 
w: window size of IR history. 
Rj: a list of data items requested by a mobile client j.
Ldset: a set of data currently requested by mobile client. 
Pn: a set of data broadcast at cycle n. 

Server Algorithm:

(i) Receives a request from mobile client j :

(ii) For each cycle:

Broadcast IRn , Pn = {<di,vi,u(i,k),avi(i,k)>|(di ∈ Ldset)};

L L Rdset dset j= ∪

IR d u avi d Dn i i k i k i= < > ∈

∧

{ , , |( )

(

( , ) ( , )

uu u avi fi k i k i k i( , ) ( , ) ( , ) *( ))− < −− −1 1 1

(( )* * )};( , ) ( , )∧ − < < −n w L u n L avii k i k

L d v u avi d Ldset i i i k i k i dset= < > ∈ ∧{ , , , |( ) (( , ) ( , ) dd Pi n∉ )};
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16.1. Moreover, if the AVI and the update interval of the data items are rea-
sonably well matched, many of the update events do not generate explicit
invalidation reports. This major advantage will be verified in the next section
by our simulation studies. The client algorithm is summarized in Table 16.4.

16.5 Performance Study

In this section, we compare the performance of IAVI with two well-known
cache invalidation schemes — the BS and TS schemes. Besides these three
schemes, an idealized cache invalidation scheme called perfect server (PS)
has also been developed for comparison purposes. In PS, it is assumed that
the system has the full knowledge on the content of all the mobile clients’
caches. As a result, the invalidation reports generated by PS will only con-
tain the update information of the data items cached in the mobile clients’
caches, thus, releasing more broadcast bandwidth for data dissemination.
Such a scheme would be too costly to implement in practice, as it requires
the generation of updates continuously to the mobile server regarding the
content of mobile clients’ caches.

16.5.1 System Model

Figure 16.2 depicts the system model of the simulation program. It consists
of a database, update processes, a system monitor, a mobile server, and
mobile clients.

The update processes generate transactions to update the values of
data items in the database. These activities are recorded in the system
monitor and retrieved by the mobile server to generate the invalidation
report. This report is generated periodically and broadcast to the mobile
clients via the mobile network. It is assumed that the mobile network is an
unreliable low bandwidth network. Besides invalidation reports, data pack-
ets are also disseminated to fulfill the client requests. Client requests are
retrieved from the system monitor and serviced by mobile servers based
on a first come first service (FCFS) policy.

The mobile client generates transactions, each of which consists of a set
of data requests. Once a transaction is generated, the mobile client will try
to fulfill the data requirements of the transaction with its local cache. For
data requests that cannot be fulfilled by the cached data, a message will be
sent to the mobile server to request the data explicitly. If the validity of the
cached items cannot be determined (for example after the client has just
reconnected to the network after disconnection), the data request mes-
sage will be deferred until the invalidation report is received. Once the data
requests of a transaction are fulfilled, the mobile client will either go into a
doze mode or generate another transaction after a think time. The client is
disconnected from the mobile network when it enters the doze mode.
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Table 16.4. Client Algorithm

Notations (note additional notations in Figure 16.2):

ui: time stamp of the last update of data item i.
Cj: local cache of mobile client j. 
ti: transaction with transaction ID i. 
Tj: a set of pending transactions generated by client j. 

Client Algorithm:

(i) Received the nth invalidation report from the server
for each data item <di, vi, ui, avii> in the cache do 

if then

invalidate di ;
if IRn-1 is missing and Tj not empty then

for each ti in Tj

Process_Transaction(ti);
(ii) Received data item <di, vi, ui, avii> from air

if then

for each ti  where 

Process_Transaction(ti)

else if  then

refresh the cached data item;
(iii) Transaction generated by client-

if just returning to connected mode after disconnection then

//delay processing until next IR received

else
Process_Transaction(ti);

(iv) Process_Transaction (ti)
Rj = {}
for each dx in ti  do

if dx is not found in cache or not valid then

else
mark dx valid

if all dx in ti valid then 
commit the transaction;

else
send Rj to server;

( ) (( )* * )d IR n w L u n L avii n i i∈ ∧ − > > −

( )d Ri j∈

C C dj j i= ∪{ }

R d d R d dj j i= ∈ ∧ ≠{ | }

 d ti i∈

  ( )d Ci i∈

T T tj j i= ∪{ }

R R dj j x= ∪{ }
opyright © 2005 by CRC Press



Cache Invalidation Schemes in Mobile Environments

AU1971_book.fm  Page 375  Thursday, November 11, 2004  10:08 PM

C

375

16.5.2 Performance Metrics

The following measures are used to measure the system performance of
the different invalidation approaches:

• Invalidation report size
• Mean response time — this is the mean elapsed time between the

generation of a transaction and the time when it commits after
obtaining all its data items.

• False valid rate — this metric is used to measure the probability of
accessing an invalidated data item from local cache. Because the
validity of cached item is affected by the cache invalidation
approach used, this metric reflects the effectiveness of the approach
in maintaining the coherence of the data item between the database
and the client cache. It is defined as follows:

Figure 16.2. Simulation Model

Mobile Network

Update Process IR Generator

Database Mobile Server

Local agentLocal Cache

Request
Generator

Request Queue

Request item

Data item

Update Value

Update record

Invalidation Report

Cache Update

Cached Copies Broadcast
 Data

Item
Required

M
o

b
il

e
 S

u
p

p
o

rt
in

g
 U

n
it

M
o

b
il

e
 C

li
e

n
t

opyright © 2005 by CRC Press



MOBILE COMPUTING HANDBOOK

AU1971_book.fm  Page 376  Thursday, November 11, 2004  10:08 PM

C

376

• False invalid rate — this metric is used to measure the accuracy of
the invalidation report in invalidating the cached item and is defined
as follows:

• Cache hit rate — this is simply the number of data accesses satisfied
by the local cache divided by the total number of data requests.

16.5.3 Performance Evaluation

The simulation experiments presented in this section compare the perfor-
mance of IAVI with the other cache invalidation approaches. Owing to lim-
ited space, only the more important results are included to illustrate the
idiosyncrasies of the different schemes under different server and client
settings, because none of the three practical schemes outperforms all oth-
ers based on all the performance metrics.

The baseline setting of the system parameters used in the simulation are
listed below (Table 16.5).

16.5.3.1 Impact of Database Size. In this set of simulation experiments,
we investigate the impact of database size on the performance of the dif-
ferent cache invalidation schemes by varying the number of data items in
the database. Figure 16.3 and Figure 16.4 depict the mean response time of
the transactions and invalidation report size against the database size
respectively. As we can observe from Figure 16.3, the performance of PS
and IAVI are much better than TS and BS (smaller mean response time).
This result is not affected significantly by the changes in database size. The
performance of BS depends strongly on the size of the database. When the
database size is large, it is even worse than TS whose performance is con-
sistently much worse than PS and IAVI. The poor performance of BS when
database size is large is due to the large invalidation report, which can be
seen in Figure 16.4. The size of invalidation report increases with the size
of the database according to the formula 2N + log2N * Time_bit_size, where
N is the size of the database and Time_bit_size is the number of bits
needed to represent update time [5]. On the other hand, the invalidation
report sizes of TS, IAVI, and PS depend on the update volume (update rate
multiplied by the number of records per update).

The slightly better performance of PS when compared to IAVI is due to
the higher cache hit rate as can been seen in Figure 16.5. Although the
cache hit probability of TS is also higher than that of IAVI, the impact of the

False Valid Rate
False Cache Hit Count

Cache
_ _

_ _ _=
__ _Hit Count

  
False Invalid Rate

False Cache Invalid Coun
_ _
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Total Cache Invalid Count_ _ _
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much larger invalidation report offsets the benefits from its higher cache
hit rate.

16.5.4.2 Impact of Update Rate. Figure 16.6 and Figure 16.7 show the
mean response time and invalidation report size at different update inter-
vals. As shown in Figure 16.6, the mean response time of TS decreases dra-
matically with an increase in update interval whereas other schemes, espe-
cially BS, are much less sensitive to the changes in update interval. The
drop in response time of TS is due to the decrease in the invalidation report
size when the update interval is longer as can be seen in Figure 16.7.
Decreasing the update interval, thereby increasing the update rate, will
increase the size of the invalidation reports. As the invalidation report of
TS includes all update records within the invalidation time window, its size
will increase when the update interval is decreased. On the other hand,
IAVI only includes the update records that violate its AVI value. Therefore,

Table 16.5. Simulation Parameters

Database size 100,000 items
Items size 256 bits
Broadcast bandwidth 10,000 bps
Uplink capacity 1000 bps
Broadcast cycle 30 sec. per cycle
Invalidation report 1 per cycle
Invalidation report window size 10 cycle
AVI Tolerance 0.1
Update Process Parameters

Update interval 3600 sec.
Update interval variance –10 percent ~ +10 percent uniform
Update processes group 4 groups
Group 1

Relative update interval 1.0
(i.e., multiple of update interval)

Group 2
Relative update interval 2.0

Group 3
Relative update interval 4.0

Group 4
Relative update interval 8.0

Mobile Client Parameters
Number of mobile clients 100
Disconnect probability 0.1
Mean disconnect interval 4000 sec.
Access hot spot 100 items
Hot item access probability 0.8
Mean think time 100 sec.
Mean query length 10 data items
Cache size 50 items
opyright © 2005 by CRC Press
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Figure 16.3. Mean Response Time versus Database Size
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Figure 16.4. Invalidation Report Size versus Database Size
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Figure 16.5. Cache Hit Rate versus Database Size
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Figure 16.6. Mean Response Time versus Update Interval
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it is relatively immune to changes in update rate. Note that the mean
response time of IAVI decreases with update interval due to the decrease in
the invalidation report size. In addition, the increase in cache hit rate also
helps to decrease the mean response time, as shown in Figure 16.8. When
the update rate is lower, cached items will remain valid for a long time.
Thus, the cache hit rate will be higher.

The false valid rate and false invalid rate are shown in Figure 16.9 and
Figure 16.10, respectively, for different database sizes. The higher false
valid rate of TS as shown in Figure 16.9 is due to low bandwidth in a mobile
network: after a data item is updated at the server, it takes a long time
before a client receives the new value. However, for IAVI the cached items
expire according to their AVI values and hence IAVI is comparatively less
affected by the high network latency. Therefore, IAVI enjoys a low false
valid rate and a low false invalid rate. On the other hand, BS has the highest
false invalid rate, but at the same time also has the lowest false valid rate.
Because the invalidation report of BS only has log(Database_Size) time
slots for all update records in the report, most of the update time stamps
of the items are marked early. Consequently, the false invalid rate is the
highest among all the cache invalidation methods. Note also that the false
valid rates of all three schemes decrease with an increase in update inter-
val. This is because a lower update rate results in a smaller invalidation
report and in turn decreases the latency in transmitting the report. Fur-
thermore, a lower update rate decreases the probability of an invalid
access of the cached item in spite of the presence of an invalidation report.

16.6 Conclusion

In a mobile computing environment, mobile clients are usually equipped
with a local cache for reducing latency in data accesses. However, frequent
disconnection of mobile clients from the network and updates occurring at
the mobile server introduce the problem of cache incoherence. A large
number of cache invalidation schemes have been proposed to handle this
problem. However, most of them do not take into consideration the tempo-
ral properties of data.

In this chapter, we described the IAVI scheme for cache invalidation
based on the real-time properties of the data items. We defined an AVI for
each data item and used this property to self-invalidate items in the client
cache. When a mobile client accesses a cached item, the update time
stamp and AVI of the data item can verify the validity of the item. The
cached item is invalidated if the access time is greater than the last update
time by its AVI. With this self-invalidation mechanism, IAVI uses the invali-
dation report to inform the mobile client about changes in AVI rather than
relying on individual update events of the data item. As a result, the size of
the typical invalidation report can be reduced significantly.
opyright © 2005 by CRC Press
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Figure 16.8. Cache Hit Rate versus Update Interval
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Figure 16.9. False Valid Rate versus Update Interval
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Figure 16.10. False Invalid Rate versus Update Interval
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Performance studies based on extensive simulation show that the IAVI
scheme can significantly reduce the mean response time and invalidation
report size under various system parameters. Furthermore, the simulation
results also show that the highest cache hit rate alone is not enough to get
the best system performance. In practice it is important to also minimize
invalidation report size so as to allocate as much broadcast bandwidth to
data broadcast. By balancing these two factors, IAVI produces good results
even when system parameters, such as database size and update rate, are
varied.

It is possible to improve the performance of IAVI at the expense of addi-
tional complexity. It has been pointed out that a user query cannot be
answered until the next invalidation report interval, which leads to an
unnecessary long delay [8]. A possible enhancement is to combine IAVI
with the UIR scheme [8], which will reduce response time and improve
power efficiency.
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Chapter 17

Hoarding in Mobile 
Computing 
Environments
Yücel Saygin

17.1 Introduction

Portable computers that are equipped with wireless communication
devices enabled users to access global data services from any location.
Mobile devices are now supporting applications such as multimedia and
World Wide Web, which make it possible for the mobile computer users to
surf the multimedia content on the Internet and read their e-mails while
traveling. However, mobile computers with wireless communication are
frequently disconnected from the network due to the cost of wireless com-
munication or the unavailability of the wireless network. Consider a busi-
nessperson who frequently travels around by plane. Before getting on the
plane that person would have to disconnect and then continue to work in
the air without wireless network support. The same businessperson may
travel by car and knows that after a certain point, no wireless network in a
certain region exists. Thus this person’s operation must go to discon-
nected mode. Another person may not be willing to pay for a continuous
wireless connection, but would prefer to connect intermittently to access
files of interest. Such scenarios suggest that the disconnected mode of
operation will be in high demand and the mobile computer systems should
provide support for it.

Disconnection can be voluntary or nonvoluntary. For example, a mobile
user unplugging the network cable and packing for a trip or a user deciding
to disconnect from the wireless network due to energy concerns or con-
nection costs means voluntary disconnection. Involuntary disconnection
occurs when the user goes out of the coverage area of the wireless network
while traveling. A mobile computer should allow its users to work in dis-
connected mode seamlessly for both short-term and long-term disconnec-
tions, as well as voluntary and involuntary disconnections. Depending on

opyright © 2005 by CRC Press

© 2005 by CRC Press LLC



  

MOBILE COMPUTING HANDBOOK

 

AU1971_book.fm  Page 390  Thursday, November 11, 2004  10:08 PM

C

390

the nature of disconnection (i.e., if it is voluntary/involuntary or
short-term/long-term), seamless disconnection can be achieved by loading
the files that a user will access in the future from the network to the local
storage. This preparation process for disconnected operation is called
hoarding.

Some important factors that complicate the hoarding process are listed
in [3] as:

• The difficulty of prediction of the future access behavior of users
• Unpredictable disconnections
• The difficulty in cost evaluation of a cache miss in case of discon-

nection, which depends on the time to reconnect as well as the
network latency

• Version control (which is also a problem in any distributed system
that allows replication)

• How to avoid filling the limited local cache with noncritical objects

Hoarding may seem similar to prefetching in cache systems. Therefore
we should make a clear differentiation of these two concepts. First of all,
the purpose of prefetching is different from hoarding. With prefetching, the
idea is to use the idle central processing unit (CPU) and spare bandwidth
to load the data that will possibly be needed in the future with the aim of
reducing the network latency. However, with hoarding, the latency will be
practically infinite when the required file is not in local storage during dis-
connected operation. Therefore the cost of a hoard miss is not comparable
to a cache miss considered in prefetching. In addition to that, CPU use is
not the main concern during hoarding. The mobile users may sacrifice CPU
time to make sure that files that will be needed in the future are loaded into
the mobile cache, keeping in mind that a hoard miss may be fatal. A final
point that differentiates hoarding from prefetching is that hoarding is done
in a bulk manner, but prefetching is done continuously whenever the CPU
is idle and the bandwidth is available.

In this chapter, we will try to give the reader a broad view of how hoard-
ing is done in different systems and different environments together with a
historical perspective. The early work on disconnected operation, done by
the Coda project group at Carnegie Mellon University, is discussed in Sec-
tion 17.2 as the pioneer of all hoarding systems. More recent approaches
are provided in Section 17.3, Section 17.4, and Section 17.5. Hoarding meth-
ods based on data mining techniques are discussed in Section 17.3 and an
approach based on the notion of program execution trees is explained in
Section 17.4. In Section 17.5, we discuss a hoarding technique that assumes
a distributed information system as the underlying architecture and that uses
spatial locality to hoard the data. We provide a brief comparison of the vari-
ous hoarding methods in Section 17.6 and finally in Section 17.7, we list some
future research directions to improve the existing hoarding systems.
opyright © 2005 by CRC Press
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17.2 Coda: The Pioneering System for Hoarding

Coda is a distributed file system based on client–server architecture,
where there are many clients and a comparatively smaller number of serv-
ers [3, 4]. It is the first system that enabled users to work in disconnected
mode. The concept of hoarding was introduced by the Coda group as a
means of enabling disconnected operation. Disconnections in Coda are
assumed to occur involuntarily due to network failures or voluntarily due
to the detachment of a mobile client from the network. Voluntary and invol-
untary disconnections are handled the same way. The cache manager of
Coda, called Venus, is designed to work in disconnected mode by serving
client requests from the cache when the mobile client is detached from the
network. Requests to the files that are not in the cache during disconnec-
tion are reflected to the client as failures. The hoarding system of Coda lets
users select the files that they will hopefully need in the future. This infor-
mation is used to decide what to load to the local storage. For discon-
nected operation, files are loaded to the client local storage, because the
master copies are kept at stationary servers, there is the notion of replica-
tion and how to manage locks on the local copies. When the disconnection
is voluntary, Coda handles this case by obtaining exclusive locks to files.
However in case of involuntary disconnection, the system should defer the
conflicting lock requests for an object to the reconnection time, which may
not be predictable.

The cache management system of Coda, called Venus, differs from the
previous ones in that it incorporates user profiles in addition to the recent
reference history. Each workstation maintains a list of pathnames, called
the hoard database. These pathnames specify objects of interest to the
user at the workstation that maintains the hoard database. Users can mod-
ify the hoard database via scripts, which are called hoard profiles. Multiple
hoard profiles can be defined by the same user and a combination of these
profiles can be used to modify the hoard database. Venus provides the user
with an option to specify two time points during which all file references
will be recorded. Due to the limitations of the mobile cache space, users
can also specify priorities to provide the hoarding system with hints about
the importance of file objects. Precedence is given to high priority objects
during hoarding where the priority of an object is a combination of the user
specified priority and a parameter indicating how recently it was accessed.
Venus performs a hierarchical cache management, which means that a
directory is not purged unless all the subdirectories are already purged.

In summary, the Coda hoarding mechanism is based on a least recently
used (LRU) policy plus the user specified profiles to update the hoard data-
base, which is used for cache management. It relies on user intervention to
determine what to hoard in addition to the objects already maintained by
the cache management system. In that respect, it can be classified as
opyright © 2005 by CRC Press
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semi-automated. Researchers developed more advanced techniques with
the aim of minimizing the user intervention in determining the set of
objects to be hoarded. These techniques will be discussed in the following
sections.

17.3 Hoarding Based on Data Mining Techniques

Data mining techniques aim to find interesting patterns from a large collec-
tion of data or try to build a descriptive model over the data [10]. In the
context of hoarding, clustering and association rule mining techniques
were adopted from data mining domain. Association rules describe the
associations between a set of items with certain significance measures
[12]. Clustering tries to group the data items in such a way that the data
items in the same group are similar to each other or close to each other in
space [11]. Section 17.3.1 explains the hoarding mechanism in SEER, which
is based on grouping files into projects using clustering techniques. Section
17.3.2 describes a hoarding technique based on association rules.

17.3.1 SEER Hoarding System

To automate the hoarding process, Kuenning et al. developed a hoarding
system called SEER that can make hoarding decisions without user inter-
vention [5, 6]. The basic idea in SEER is to organize users’ activities as
projects in order to provide more accurate hoarding decisions.

A distance measure needs to be defined in order to apply clustering
algorithms to group related files. SEER uses the notion of semantic dis-
tance based on the file reference behavior of the files for which semantic
distance needs to be calculated. Once the semantic distance between pairs
of files are calculated, a standard clustering algorithm is used to partition
the files into clusters. The developers of SEER also employ some filters
based on the file type and other conventions introduced by the specific file
system they assumed.

The basic architecture of the SEER predictive hoarding system is pro-
vided in Figure 17.1. The observer monitors user behavior (i.e., which files
are accessed at what time) and feeds the cleaned and formatted access
paths to the correlator, which then generates the distances among files in
terms of user access behavior. The distances are called the semantic dis-
tance and they are fed to the cluster generator that groups the objects with
respect to their distances. The aim of clustering is, given a set of objects
and a similarity or distance matrix that describes the pairwise distances or
similarities among a set of objects, to group the objects that are close to
each other or similar to each other. Calculation of the distances between
files is done by looking at the high-level file references, such as open or sta-
tus inquiry, as opposed to individual reads and writes, which are claimed
to obscure the process of distance calculation. The semantic distance
opyright © 2005 by CRC Press
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between two file references is based on the number of intervening refer-
ences to other files in between these two file references. This definition is
further enhanced by the notion of lifetime semantic distance. Lifetime
semantic distance between an open file A and an open file B is the number
of intervening file opens (including the open of B). If the file A is closed
before B is opened, then the distance is defined to be zero. The lifetime
semantic distance relates two references to different files; however it
needs to be somehow converted to a distance measure between two files
instead of file references. Geometric mean of the file references is calcu-
lated to obtain the distance between the two files. Keeping all pairwise dis-
tances takes a lot of space. Therefore, only the distances among the closest
files are represented (closest is determined by a parameter K, K closest
pairs for each file are considered).

The developers of SEER used a variation of an agglomerative (i.e., bot-
tom up) clustering algorithm called k nearest neighbor, which has a low
time and space complexity. An agglomerative clustering algorithm first
considers individual objects as clusters and tries to combine them to form
larger clusters until all the objects are grouped into one single cluster. The
algorithm they used is based on merging subclusters into larger clusters if
they share at least kn neighbors. If the two files share less than kn close files
but more than kf, then the files in the clusters are replicated to form over-
lapping clusters instead of being merged.

SEER works on top of a user level replication system such as Coda and
leaves the hoarding process to the underlying file system after providing
the hoard database. The files that are in the same project as the file that is

Figure 17.1. Architecture of the SEER Predictive Hoarding System
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currently in use are included to the set of files to be hoarded. During dis-
connected operation, hoard misses are calculated to give a feedback to the
system.

17.3.2 Association Rule-Based Techniques

Association rule mining is a well researched area in the data mining domain
[12]. The basic idea in association rule-based hoarding is to find patterns
of user data access behavior expressed in the form of association rules by
mining the collective request history of mobile clients.

An association rule is an implication of the form X => Y where X and Y
are sets of items. In our case, X and Y are sets of data items or files. An asso-
ciation rule captures two important forms of information about the items
involved: 

1. That they are referenced together frequently 
2. That the items on the left hand side mimic the items on the right

hand side 

The second form of information helps us with the prediction process.

The client request history is preprocessed so that state-of-the-art effi-
cient and incremental association rule mining algorithms can be used. The
extracted association rules, which represent client access patterns, can be
used to predict future client requests. The predicted request set is what
should be loaded prior to disconnection so that the future client requests
are satisfied locally without requiring a connection to the server. Associa-
tion rules provide guides, such as support, confidence, and size of the
rules, which are crucial in limiting the size of the data set to be hoarded.

The notion of a session is used, which consists of a group of continuous
client requests and represents a period of user interest for a particular
topic. In theory such sessions are independent of each other. They assume
that client requests consist of sessions and that client request history
could be partitioned to obtain those sessions. Each session contains some
patterns of client requests. Data mining techniques find these patterns and
produce rules that can be used to build a rule base of associations for pre-
diction purposes. Before the disconnection occurs, rules are used to infer
user’s future requests to complete the current user session automatically.
Hoarding is limited to the context of a session.

17.3.3 Partitioning the History into Sessions

There can be two basic approaches for mining the client request history
depending on how the history of user requests is partitioned:

1. Flat approach
2. User-based partitioning approach 
opyright © 2005 by CRC Press
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The flat approach tries to extract data item request patterns regardless of
who requested them. The user-based partitioning approach, on the other
hand, divides the client request history into subsets with respect to the
user who requested them. The analysis is done for each subset of the client
request history corresponding to a user independent of the other requests.

To make use of the existing data mining algorithms, sessions need to be
constructed out of the existing history. When session boundaries are not
determined, a sliding window approach is used to obtain associations. A
gap-based approach was also proposed to determine the session bound-
aries. In a gap-based approach, a new session starts when the time delay
between two consecutive requests is greater than a prespecified threshold
called the gap threshold.

In both flat- and user-based partitioning approaches, the request history
is divided into sessions and association rules are extracted from the set of
windows. Associations are extracted incrementally by first finding the fre-
quently occurring requests and then finding the pairs using the frequently
occurring singleton requests and counting their frequencies. After that, tri-
ples are found similarly. The process ends when the maximal sets of asso-
ciated requests are found. From these sets of associations, the association
rules are derived. For example, if requests for file A, file B, and file C fre-
quently occur together, then A, B, C is an associated set of requests. From
the this set of associated requests, rules of the form A => B C, A B => C, A C
=> B are derived, and those rules with a significant confidence (i.e., proba-
bility of the occurrence of the right hand side, given that the left hand side
requests occur) are selected for the prediction process.

17.3.4 Utilization of Association Rules for Hoarding

The association rules obtained after mining the request history are used
for determining the candidate set and the hoard set of the client upon dis-
connection. The candidate set is defined as the set of all candidates for
hoarding for a specific client. Hoard set is the set of all data items actually
loaded to the client prior to disconnection. A candidate set is constructed
using inferencing on association rules as explained later on. Some other
heuristics are used to prune the candidate set to the hoard set so that it fits
to the cache of the mobile client.

The process of automated hoarding via association rules can be summa-
rized as follows: 

• Requests of the client in the current session are used through an
inferencing mechanism to construct the candidate set prior to dis-
connection.

• Candidate set is pruned to form the hoard set.
• Hoard set is loaded to the client cache.
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The need to have separate steps for constructing the candidate set and
the hoard set arises from the fact that users also move from one machine
to another that may have lower resources. The construction of the hoard
set must adapt to such potential changes. Details about how the hoarding
process constructs candidate and hoard sets are provided in the rest of
this section.

17.3.5 Construction of the Candidate Sets and the Hoard Set

An inferencing mechanism is used to construct the candidate set of data
items that are of interest to the clients to be disconnected. The candidate
set of the client is constructed in two steps:

1. The inferencing mechanism finds the association rules whose heads
(i.e., left hand side) match with the client’s requests in the current
session.

2. The tails (i.e., the right hand side) of the matching rules are collected
into the candidate set.

The inferencing mechanism examines the current requests and predicts
future ones. Priorities need to be assigned for the items obtained as a
result of inferencing. The priority metric is based on the rule confidence
and support values (i.e., the items inferred by a rule with a high confi-
dence).

The client that issued the hoard request has limited resources. The stor-
age resource is of particular importance for hoarding, because we have
limited space to load a candidate set. Therefore, the candidate set
obtained in the first phase of the hoarding set should shrink to the hoard
set so that it fits the client cache. Each data item in the candidate set is
associated with a priority. These priorities together with various heuristics
must be incorporated for determining the hoard set. The data items are
used to sort the rules in descending order of priorities. The hoard set is
constructed out of the data items with the highest priority in the candidate
set just enough to fill the cache.

For an effective hoarding, the cache misses during disconnection should
be recorded and reflected to the history upon reconnection. In this man-
ner, the whole picture of client requests, both connected and disconnected
mode can be captured.

17.4 Hoarding Techniques Based on Program Trees

A hoarding tool based on program execution trees was developed by Tait
et al. running under OS/2® operating system. Their method is based on ana-
lyzing program executions to construct a profile for each program depend-
ing on the files the program accesses. They proposed a solution to the
hoarding problem in case of informed disconnections: the user tells the
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mobile computer that there is an imminent disconnection to fill the cache
intelligently so that the files that will be used in the future are already there
in the cache when needed.

The proposed hoarding mechanism lets the user make the hoarding
decision. They present the hoarding options to the user through a graphi-
cal user interface and working sets of applications are captured automati-
cally. The working sets are detected by logging the user file accesses at the
background. During hoarding, this log is analyzed and trees that represent
the program executions are constructed. A node denotes a file and a link
from a parent to one of its child nodes tells us that either the child is
opened by the parent or it is executed by the parent. Roots of the trees are
the initial processes. Program trees are constructed for each execution of
a program, which captures multiple contexts of executions of the same
program. This has the advantage that the whole context is captured from
different execution times of the program. Finally, hoarding is performed by
taking the union of all the execution trees of a running program. A sample
program tree is provided in Figure 17.2.

Due to the storage limitations of mobile computers, the number of trees
that can be stored for a program is limited to 15 LRU program trees. Hoard-
ing through program trees can be thought of as a generalization of a pro-
gram execution by looking at the past behavior. The hoarding mechanism
is enhanced by letting the user rule out the data files. Data files are auto-
matically detected using three complementary heuristics:

1. Looking at the filename extensions and observing the filename con-
ventions in OS/2, files can be distinguished as executable, batch files,
or data files.

2. Directory inferencing is used as a spatial locality heuristic. The files
that differ in the top level directory in their pathnames from the
running program are assumed to be data files, but the programs in
the same top level directory are assumed to be part of the same
program.

Figure 17.2. Sample Program Tree

/usr/Prg2

/File1

/usr/Prg3

/File2

/usr/Prg4

/File3

Prg1
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3. Modification times of the files are used as the final heuristic to deter-
mine the type of a file. Data files are assumed to be modified more
recently and frequently than the executables. They devised a paramet-
ric model for evaluation, which is based on recency and frequency.

17.5 Hoarding in a Distributed Environment

Another hoarding mechanism, which was presented in [2], assumes a spe-
cific architecture, such as infostations where mobile users are connected
to the network via wireless local area networks (LANs) that offer a high
bandwidth, which is a cheaper option compared to wireless wide area net-
works (WANs). The hoarding process is handed over to the infostations in
that model and it is assumed that what the user wants to access is loca-
tion-dependent. Hoarding is proposed to fill the gap between the capacity
and cost trade-off between wireless WANS and wireless LANs. The infosta-
tions do the hoarding and when a request is not found in the infostation,
then WAN will be used to get the data item. The hoarding decision is based
on the user access patterns coupled with that user’s location information.
Items frequently accessed by mobile users are recorded together with spa-
tial information (i.e., where they were accessed). A region is divided into
hoarding areas and each infostation is responsible with one hoarding area.
The previous systems investigated and developed hoarding techniques
from an operating system perspective. However in this one, a generic
mobile unit is assumed and hoarding is done without regarding the file sys-
tem details.

The hoarding process is divided into three steps:

1. Download — the mobile user connects to a proxy server via the
wireless LAN for that infostation. The information items that are
requested with high probability by the users are loaded to the users
mobile device. Only those items that are usually requested from the
current infostation to the next infostation are loaded, which provides
the location information.

2. Disconnected operation — the users are now out of the range of the
infostation and are on their own until reaching the next infostation. All
the requests will now be answered through the hoarded data set.
Whenever there is a miss, the data item can be loaded through the
wireless WAN if the user accepts the associated costs. All the request
history of the user is logged for updating the popularity of the item,
which is calculated by the frequency of requests for that item.

3. Last phase — the user enters the range of the next infostation. The
user logs are transferred to the proxy at the infostation, which
distributes the logs to the infostations where a related hoard miss
occurred in the hoarding area of that infostation. After that process,
the log of the mobile client is flushed.
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Access probabilities are maintained at each infostation with the arriving
logs and the hoarding decision is made by simply looking at the frequently
accessed items and loading as much as possible until the capacity of the
mobile user is reached. The link capacity determines the time period until
the user leaves and the bandwidth of the LAN determines the maximum num-
ber of items that can be loaded together with the space capacity of the user.

Some external information is also used for the user. If the destination of
the user can be predicted, then the data items can be downloaded depend-
ing on the destination, which will be even more useful. By looking at the
past behavior of the mobile users, the probabilities of a user to go from one
location to the other is calculated and the hoarding decision is made based
on the linear combination of the access probabilities at each location of
hoard.

17.6 A Brief Comparison of the Various Hoarding Techniques

The hoarding techniques discussed above vary depending on the target
system and it is difficult to make an objective comparative evaluation of
their effectiveness. We can classify the hoarding techniques as being auto-
mated or not. In that respect, being the initial hoarding system, Coda is
semiautomated and it needs human intervention for the hoarding decision.
The rest of the hoarding techniques discussed are fully automated; how-
ever, user supervision is always desirable to give a final touch to the files
to be hoarded.

Among the automated hoarding techniques, SEER and program
tree-based ones assume a specific operating system and use semantic
information about the files, such as the naming conventions, or file refer-
ence types and so on to construct the hoard set. However, the ones based
on association rule mining and infostation environment do not make any
operating system specific assumptions. Therefore, they can be used in
generic systems.

Coda handles both voluntary and involuntary disconnections well. The
infostation-based hoarding approach is also inherently designed for invol-
untary disconnections, because hoarding is done during the user passing
in the range of the infostation area. However, the time of disconnection can
be predicted with a certain error bound by considering the direction and
the speed of the moving client predicting when the user will go out of
range. The program tree-based methods are specifically designed for pre-
viously informed disconnections.

The scenario assumed in the case of infostations is a distributed wire-
less infrastructure, which makes it unique among the hoarding mecha-
nisms. This case is especially important in today’s world where peer-to-
peer systems are becoming more and more popular.
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17.7 Future Directions for Hoarding Techniques

The trend in hoarding started with semi-automated hoard set construction
in Coda and went on with automated hoarding techniques. However, the
mobile computing systems also became more complicated, supporting
new types of applications and environments. Data mining techniques
should be incorporated more into the hoarding mechanisms to achieve
more accurate predictions. Below we listed some future suggestions for
improvement of the current systems with data mining techniques.

Hoarding in the case of infostations used spatial locality, which assumed
a different environment than the rest of the techniques. Infostation-based
hoarding can be extended to capture temporality of the access patterns as
well. In addition to associating requests with space, a time component can
also be included. This requirement comes from the fact that some data
items can be of high demand at a certain time at a certain place. For exam-
ple, financial news is interesting particularly in the morning mostly in a
business district and households are interested more in tabloid type news
in residential areas during the daytime. Infostation hoarding assumes a
model for the visit probabilities of mobile clients. Another extension to
infostation hoarding would be to include path information as opposed to
just having transition probabilities. Spatial and temporal data mining tech-
niques are the approaches that can be used to achieve that.

We can extend the tree-based hoarding techniques as well with data
mining methods. Frequent pattern trees can be constructed out of the pro-
gram trees. Mining subgraphs in a graph structure is a growing area of
research in data mining [13]. It can be used to extract frequent subgraphs
from program executions graphs or trees.

With the advances in ad hoc networking technology, users can form
communities of mobile clients with wireless ad hoc network connections.
Data is shared in that case and available in the network, however a mobile
client can be disconnected from the network and the rest of the clients
should consider the fact that the data at the disconnecting client may be
needed by them. Although they are not going to be disconnected, they may
need to hoard the data at the disconnecting client, which can be viewed as
reverse hoarding as the data is flowing from the disconnecting client to
another client. This is an important case for wireless peer-to-peer informa-
tion sharing systems.

A hoarding and reintegration mechanism involves the transfer of all con-
tents. To perform efficient hoarding and reintegration, an incremental
approach was proposed in [11] to do data transfers, which is also benefi-
cial in the weakly connected mode of operation. This is also an important
issue that still needs further investigation.
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Chapter 18

Power-Aware Cache 
Management in 
Mobile Environments
Guohong Cao 

Abstract

Recent work has shown that invalidation report (IR)-based cache manage-
ment is an attractive approach for mobile environments. To improve the
cache hit ratio of the IR-based approach, clients should proactively
prefetch the data that is most likely to be used in the future. Although
prefetching can make use of the broadcast channel and improve cache hit
ratio, clients still need to consume power to receive and process the data.
In this chapter, we first present a basic scheme to dynamically optimize
performance and power based on a novel prefetch-access ratio (PAR) con-
cept. Then, we extend the scheme to achieve a balance between perfor-
mance and power considering various factors such as access rate, update
rate, and data size. 

18.1 Introduction

With the advent of the third generation wireless infrastructure and the
rapid growth of wireless communication technology such as Bluetooth®

and IEEE® 802.11, wireless Internet becomes possible: people with battery
powered mobile devices (personal digital assistants [PDAs], hand-held
computers, cellular phones, etc.) can access various kinds of services at
any time any place. However, the goal of achieving ubiquitous connectivity
with small-size and low-cost mobile devices (clients) is challenged by the
power constraints. Most mobile clients are powered by battery, but the
rate at which battery performance improves is fairly slow [19]. Aside from
major breakthrough in battery technology, it is doubtful that significant
improvement can be expected in the foreseeable future. Instead of trying to
improve the amount of energy that can be packed into a power source, we
0-8493-1971-4/05/$0.00+$1.50
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can design power-aware protocols so that the mobile clients can perform
the same functions and provide the same services while minimizing their
overall power consumption. 

Understanding the power characteristics of the wireless network inter-
face (WNI) used in mobile clients is important for the efficient design of
communication protocols. A typical WNI may operate in four modes —
transmit, receive, idle, and sleep. Many studies [25, 28] show that the
power consumed in the receive or idle mode is similar, but are significantly
higher than the power consumed in the sleep mode. As a result, most of the
work on power management concentrates on putting the WNI into sleep,
when it is in the idle mode. This principle has been applied to different lay-
ers of the network hierarchy [8, 20, 28] and can also be applied to data dis-
semination techniques such as broadcasting. With broadcasting, mobile
clients access data by simply monitoring the channel until the required
data appears on the broadcast channel. To reduce the client power con-
sumption, techniques such as indexing [12] were proposed to reduce the
client tune-in time. The general idea is to interleave index (directory) infor-
mation with data on the broadcast channels such that the clients, by first
retrieving the index information, are able to obtain the arrival time of the
desired data. As a result, a client can enter sleep most of the time and only
wake up just before the desired data arrives. 

Although broadcasting has good scalability and low bandwidth require-
ment, it has some drawbacks. For example, because a data item may con-
tain a large volume of data (especially in the multimedia era), the data
broadcast cycle may be long. Hence, the clients have to wait for a long time
before getting the required data. Caching frequently accessed data at the
client side is an effective technique to improve performance in mobile com-
puting systems. With caching, the data access latency is reduced, because
some data access requests can be satisfied from the local cache, thereby
obviating the need for data transmission over the scarce wireless links.
When caching is used, cache consistency must be addressed. Although
caching techniques used in file systems such as Coda [23], Ficus [21] can
be applied to mobile environments, these file systems are primarily
designed for point-to-point communication environment and may not be
applicable to the broadcasting environment. 

Recently, many works [3–6, 14, 26, 29, 30] have shown that IR-based
cache management is an attractive approach for mobile environments. In
this approach, the server periodically broadcasts an invalidation report in
which the changed data items are indicated. Rather than querying the
server directly regarding the validation of cached copies, the clients can
listen to these IRs over the wireless channel and use them to validate their
local cache. Because IRs arrive periodically, clients can go to sleep most of
time and only wake up when the IR comes. The IR-based solution is attrac-
tive, because it can scale to any number of clients who listen to the IR. 
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However, the IR-based solution has some drawbacks, such as long query
latency and low cache hit ratio. In our previous work [6], we addressed the
long latency problem with a UIR-based approach, where a small fraction of
the essential information (called updated invalidation report [UIR]) related
to cache invalidation is replicated several times within an IR interval and
hence the client can answer a query without waiting until the next IR. How-
ever, if there is a cache miss, the client still needs to wait for the data to be
delivered. To improve the cache hit ratio, we proposed a proactive cache
management scheme [5], where clients intelligently prefetch the data that
is most likely to be used in the future. Prefetching has many advantages in
mobile environments because wireless networks such as wireless LANs or
cellular networks support broadcasting. When the server broadcasts data
on the broadcast channel, clients can prefetch interested data to increase
the cache hit ratio without increasing the bandwidth consumption.
Although prefetching can make use of the broadcast channel and improve
cache hit ratio, clients still need to consume power to receive and process
the data. Further, they cannot power off the wireless network interface,
which consumes a large amount of power even when it is in the idle mode
[24]. Because most mobile clients are powered by battery, it is important
to prefetch the right data. Unfortunately, most of the prefetch techniques
used in the current cache management schemes [6, 7] do not consider
power constraints of the mobile clients and other factors such as the data
size, the data access rate, and the data update rate. 

To address the power consumption issue, we first present a basic adap-
tive scheme to save power during prefetch. Based on a novel PAR concept,
the proposed scheme can dynamically optimize performance or power
based on the available resources and the performance requirements.
Then, we extend the basic scheme and present a value-based prefetch (VP)
scheme, which makes prefetch decisions based on the value of each data
item considering various factors such as access rate, update rate, and data
size. Finally, we extend the VP scheme and present two adaptive
value-based prefetch (AVP) schemes, which can achieve a balance
between performance and power based on different user requirements. 

The rest of the chapter is organized as follows: 

• Section 18.2 develops the necessary background. 
• Section 18.3 proposes power-aware cache management techniques

to balance the trade off between performance and power. 
• Section 18.4 concludes the chapter and points out future research

directions. 

18.2 Cache Invalidation Techniques

In this section, we define our Cache Consistency Model and describe tech-
niques to improve the performance of the IR-Based Cache Invalidation Model. 
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18.2.1 Cache Consistency Model

When cache techniques are used, data consistency issues must be
addressed. The notion of data consistency is, of course, application depen-
dent. In database systems, data consistency is traditionally tied to the
notion of transaction serializability. In practice, however, few applications
demand or even want full serializability and more efforts have gone into
defining weaker forms of correctness. In this chapter, we use the latest
value consistency model [2, 6, 16], which is widely used in dissemina-
tion-based information systems. In the latest value consistency model, cli-
ents must always access the most recent value of a data item. This level of
consistency is what would arise naturally if the clients do not perform
caching and the server broadcasts only the most recent values of items.
Note that the Coda file system [23] does not follow the latest value consis-
tency model. It supports a much weaker consistency model to improve
performance. However, some conflicts may require manu-configuration
and some updated work may be discarded. 

When client caching is allowed, techniques should be applied to main-
tain the latest value consistency. Depending on whether or not the server
maintains the state of the client’s cache, two invalidation strategies are
used — the stateful server approach and the stateless server approach. In
the stateful server approach, the server maintains the information about
which data is cached by which client. Once a data item is changed, the
server sends invalidation messages to the clients with copies of that par-
ticular data. The Andrew File System [17] is an example of this approach.
However, in mobile environments, the server may not be able to contact
the disconnected clients. Thus, a disconnection by a client automatically
means that its cache is no longer valid. Moreover, if the client moves to
another cell, it has to notify the server. This implies some restrictions on
the freedom of the clients. In the stateless server approach, the server is
not aware of the state of the client’s cache. The clients need to query the
server to verify the validity of their caches before each use. The Network
File System (NFS) [22] is an example of this approach. Obviously, in this
option, the clients generate a large amount of traffic on the wireless chan-
nel, which not only wastes the scarce wireless bandwidth, but also con-
sumes a lot of battery energy. Next, we present the IR-Based Cache Invali-
dation Model, which has been widely used in mobile environments. 

18.2.2 The IR-Based Cache Invalidation Model

In the IR-based cache invalidation strategy, the server periodically broad-
casts IRs, which indicate the updated data items. Note that only the server
can update the data. To ensure cache consistency, every client, if active,
listens to the IRs and uses these IRs to invalidate its cache accordingly. To
answer a query, the client listens to the next IR and uses it to decide
whether its cache is still valid or not. If there is a valid cached copy of the
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requested data, the client returns the data immediately. Otherwise, it
sends a query request through the uplink (from the client to the server).
The server keeps track of the recently updated information and broadcasts
an IR every L seconds. In general, a large IR can provide more information
and is more effective for cache invalidation, but a large IR occupies a large
amount of broadcast bandwidth and the clients may need to spend more
power listening to the IR, because they cannot switch to power save mode
while listening. In the following, we look at two IR-based algorithms. 

18.2.2.1 The Broadcasting Time Stamp Scheme. The time stamp (TS)
scheme was proposed by Barbara and Imielinski [3]. In this scheme, the
server broadcasts an IR every L seconds. The IR consists of the current
time stamp Ti and a list of tuples (dx, tx), such that tx > (Ti – w * L), where dx

is the data item id, tx is the most recent update time stamp of dx, and w is
the invalidation broadcast window size. In other words, IR contains the
update history of the past w broadcast intervals. 

To save energy, a MT may power off most of the time and only turn on
during the IR broadcast time. Moreover, a MT may be in the power off mode
for a long time to save energy and hence, the client running the MT may
miss some IRs. Because the IR includes the history of the past w broadcast
intervals, the client can still validate its cache as long as its disconnection
time is shorter than w * L. However, if the client disconnects longer than w
* L, it has to discard the entire cached data items, because it has no way to
tell which parts of the cache are valid. Because the client may need to
access some items in its cache, discarding the entire cache may consume
a large amount of wireless bandwidth in future queries. 

18.2.2.2 The Bit Sequences Scheme. In the bit-sequence (BS) scheme
[14], the IR consists of a sequence of bits. Each bit represents a data item
in the database. Setting the bit to 1 means that the data item has been
updated. The update time of each data item is also included in the IR. To
reduce the length of the IR, some grouping methods are used to make one
bit coarsely represent several data items. Instead of including one update
time stamp for each data item, the BS scheme uses one time stamp to
represent a group of data items in a hierarchical manner. Let IR be

 where Bi = 1 means that half of the data items
from 0 to 2i at time TS(Bi ) have been updated. The clients use the bit
sequences and the time stamps to decide what data items in their local
cache should be invalidated. The scheme is flexible (no invalidation win-
dow size is needed) and it can be used to deal with the long disconnection
problem by carefully arranging the bit sequence. However, because the IR
represents the data of the entire database (half of the recently updated
data items in the database, if more than half data items have been updated
since the initial time), broadcasting the IR may consume a large amount of
downlink bandwidth. 

{[ , ( )], ,[ , ( )]}B TS B B TS Bk k0 0 …
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Many solutions [11, 14, 27] are proposed to address the long disconnec-
tion problem, and Hu et al. [11] has a good survey of these schemes.
Although different approaches [3, 14] apply different techniques to con-
struct the IR to address the long disconnection problem, these schemes
maintain cache consistency by periodically broadcasting the IR. The
IR-based solution is attractive because it can scale to any number of MTs
who listen to the IR. However, this solution has long query latency, because
the client can only answer the query after it receives the next IR to ensure
cache consistency. Hence, the average latency of answering a query is the
sum of the actual query processing time and half of the IR interval. 

18.2.3 The UIR-Based Cache Invalidation Model

To reduce the query latency, we [6] proposed to replicate the IRs m times;
that is, the IR is repeated every  of the IR interval. As a result, a client
only needs to wait at most  of the IR interval before answering a
query. Hence, latency can be reduced to  of the latency in the previ-
ous schemes (when query processing time is not considered). 

Because the IR contains a large amount of update history information,
replicating the complete IR m times may consume a large amount of broad-
cast bandwidth. To save the broadcast bandwidth, after one IR, m – 1 UIRs
are inserted within an IR interval. Each UIR only contains the data items
that have been updated after the last IR was broadcast. In this way, the size
of the UIR becomes much smaller compared to that of the IR. As long as the
client downloads the most recent IR, it can use the UIR to verify its own cache.
The idea of the proposed technique can be further explained by Figure 18.1.
In Figure18.1, Ti,k represents the time of the kth UIR after the ith IR. When a
client receives a query between Ti – 1,1 and Ti – 1,2, it cannot answer the query
until Ti in the IR-based approach, but it can answer the query at Ti – 1,2 in the
UIR-based approach. Hence, the UIR-based approach can reduce the query
latency in case of a cache hit. However, if there is a cache miss, the client
still needs to fetch data from the server, which increases the query latency.
Next, we present a cache management algorithm to improve the cache hit
ratio and the bandwidth use. 

Figure 18.1. Reducing the Query Latency by Replication UIRs
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18.2.4 Using Prefetch to Improve Cache Hit Ratio and Bandwidth Use

In most previous IR-based schemes, even though many clients cache the
same updated data item, all of them have to query the server and get the
data from the server separately. Although the approach works fine for
some cold data items, which are not cached by many clients, it is not effec-
tive for hot data items. For example, suppose a data item is frequently
accessed (cached) by 100 clients, updating the data item once may gener-
ate 100 uplink (from the client to the server) requests and 100 downlink
(from the server to the client) broadcasts. Obviously, it wastes a large
amount of wireless bandwidth and battery energy. 

We address the problem by asking the clients to prefetch data that may
be used in the near future. For example, if a client observes that the server
is broadcasting a data item, which is an invalid entry1 of its local cache, it
is better to download the data; otherwise, the client may have to send
another request to the server and the server will have to broadcast the
data again in the future. To save power, clients may only wake up during
the IR broadcasting period and then how to prefetch data becomes an
issue. As a solution, after broadcasting the IR, the server first broadcasts
the id list of the data items whose data values will be broadcast next and
then broadcasts the data values of the data items in the id list. Each client
should listen to the IR if it is not disconnected. At the end of the IR, a client
downloads the id list and finds out when the interested data will come and
wakes up at that time to download the data. With this approach, power can
be saved because clients stay in the sleep mode most of the time; band-
width can be saved because the server may only need to broadcast the
updated data once. 

Prefetching also consumes power, so it is important to identify which
data should be included in the id list. Based on whether the server main-
tains information about the client or not, two cache invalidation strategies
are used — the stateful server approach and the stateless server
approach. In [4, 7], we studied the stateful server approach. In the pro-
posed solution, a counter is maintained for each data item. The counter
associated with a data item is increased by 1 when a new request for the
data item arrives. Based on the counter, the server can identify which data
should be included in the id list. Novel techniques are designed to maintain
the accuracy of the counter in case of server failures, client failures, and
disconnections. However, the stateful approach may not be scalable due to
the high state maintenance overhead, especially when handoffs are fre-
quent. Thus, we adopt the stateless approach in this chapter. Because the
server does not maintain any information about the clients, it is difficult, if
not impossible, for the server to identify which data is hot. To save broad-
cast bandwidth, the server does not answer the client requests immedi-
ately; instead, it waits for the next IR interval. After broadcasting the IR, the
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server broadcasts the id list (Lbcast) of the data items that have been
requested during the last IR interval. In addition, the server broadcasts the
values of the data items in the id list. At the end of the IR, the client down-
loads Lbcast. For each item id in Lbcast, the client checks whether it has
requested the server for the item or the item becomes an invalid cache
entry due to server update. If any of the two conditions are satisfied, it is
better for the client to download the current version as the data will be
broadcast. 

One important reason for the server not to serve requests until the next
IR interval is due to energy consumption. In our scheme, a client can go to
sleep most of the time and only wake up during the IR and Lblist broadcast
time. Based on Lblist , it checks whether there is interested data that will be
broadcast. If not, it can go to sleep and only wake up at the next IR. If so, it
can go to sleep and only wakes up at that particular data broadcast time.
For most of the server initiated cache invalidation schemes, the server
needs to send the updated data to the clients immediately after the update
and the clients must keep awake to get the updated data. Here we trade-off
some delay for more battery energy. Due to the use of UIR, the delay
tradeoff is not that significant; most of the time (cache hit), the delay can
be reduced by a factor of m, where (m – 1) is the number of replicated UIRs
within one IR interval. Even in the worst case (for cache miss), our scheme
has the same query delay as the previous IR-based schemes, where the cli-
ents cannot serve the query until the next IR. To satisfy time constraint
applications, we may apply priority requests as follows: when the server
receives a priority request, it serves the request immediately instead of
waiting until the next IR interval. 

18.2.4.1 Remarks. Prefetching has been widely used to reduce the
response time in the Web environment. Most of these techniques [13, 15,
18] concentrate on estimating the probability of each file being accessed in
the near future. They are designed for the point-to-point communication
environment, which is different from our broadcasting environment.
Although the objective of prefetching is the same — to improve cache hit
ratio and reduce the response time — there are many differences between
our prefetch technique and the existing work. First, prefetch in the Web
environment will increase the Web traffic, but not in our UIR-Based Model
due to the broadcast environment. Second, the prefetch technique used in
UIR is not a simple prefetch. We consider power consumption issues and
carefully design Lblist so that clients can still stay sleep most of time. With
our careful design, most clients stay sleep when not prefetching, but the
clients that need to prefetch still consume power to download and process
the data. Next, we present techniques to further reduce this part of power
consumption. 
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18.3 Techniques to Optimize Performance and Power

In this section, we first present a basic scheme to optimize performance
and power, then extend it to consider various factors such as access rate,
update rate, and data size. 

18.3.1 The Basic Scheme

The advantage of the prefetch depends on how hot the requested data item
is. Let us assume that a data item is frequently accessed (cached) by n cli-
ents. If the server broadcasts the data after it receives a request from one
of these clients, the saved uplink and downlink bandwidth can be up to a
factor of n when the data item is updated. Because prefetching also con-
sumes power, we investigate the trade off between performance and power
and propose an adaptive scheme to efficiently use the power in this sub-
section. 

Each client may have different available resources and performance
requirements and these resources, such as power, may change with time.
For example, suppose the battery of a laptop lasts three hours. If the user
is able to recharge the battery within three hours, power consumption may
not be an issue and the user may be more concerned about the perfor-
mance aspects such as the query latency. However, if the user cannot
recharge the battery within three hours and wants to use it a little bit
longer, power consumption becomes a serious concern. As a design
option, the user should be able to choose whether to prefetch data based
on the resource availability and the performance requirement. This can be
done manually or automatically. In the manual option, the user can choose
whether the query latency or the power consumption is the primary con-
cern. In the automatic approach, the system monitors the power level.
When the power level drops below a threshold, power consumption
becomes the primary concern. If query latency is more important than
power consumption, the client should always prefetch the interested data.
However, when the power drops to a threshold, the client should be cau-
tious about prefetching. 

There are two solutions to reduce the power consumption. As a simple
solution, the client can reduce its cache size. With a smaller cache, the
number of invalid cache entries reduces and the number of prefetches
drops. Although small cache size reduces prefetch power consumption, it
may also increase the cache miss ratio, thereby degrading performance. In
a more elegant approach, the client marks some invalid cache entries as
nonprefetch and it will not prefetch these items. Intuitively, the client
should mark those cache entries that need more power to prefetch, but are
not accessed too often. 
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18.3.1.1 The Basic Adaptive Prefetch Approach. To implement the idea,
for each cached item, the client records how many times it accessed the
item and how many times it prefetched the item during a period of time.
The PAR is the number of prefetches divided by the number of accesses. If
the PAR is less than 1, prefetching the data is useful because the prefetched
data may be accessed multiple times. When power consumption becomes
an issue, the client marks those cache items that have PAR > β as non-
prefetch, where β > 1 is a system tuning factor. The value of β can be
dynamically changed based on the power consumption requirements. For
example, with a small β, more energy can be saved, but the cache hit ratio
may be reduced. On the other hand, with a large β, the cache hit ratio can
be improved, but at a cost of more energy consumption. Note that when
choosing the value of β, the uplink data request cost should also be consid-
ered. 

When the data update rate is high, the PAR may always be larger than β
and clients cannot prefetch any data. Without prefetch, the cache hit ratio
may be dramatically reduced and this results in poor performance.
Because clients may have a large probability to access a small amount of
data, marking these data items as prefetch may improve the cache hit ratio
and does not consume too much power. Based on this idea, when PAR > β,
the client marks Np number of cache entries, which have high access rate
as prefetch. 

Because the query pattern and the data update distribution may change
over time, clients should measure their access rate and PAR periodically
and refresh some of their history information. Assume  is the number
of access times for a cache entry dx. Assume  is the number of access
times for a cache entry dx in the current evaluation cycle. The number of
access times is calculated by:

where α < 1 is a factor that reduces the impact of the old access frequency
with time. A similar formula can be used to calculate PAR. 

Although the basic adaptive prefetch scheme can achieve a better trade
off between performance and power, it does not consider varying data size
and the data update rate. Also, there is no clear methodology as to how and
when Np should be changed. In the next two subsections, we will address
this problem by an AVP scheme, which consists of two parts. The first part
is the VP scheme, which identifies valuable data for prefetching. The sec-
ond part is the AVP scheme, which determines how many data items
should be prefetched. 
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18.3.2 The Value-Based Prefetch Scheme

To consider the effects of data size, we need to introduce a new perfor-
mance metric. One widely used performance metric is the response time:
the time between sending a request and receiving the reply. It is a suitable
metric for homogeneous settings where different data requests have the
same size. However, the data requirements of users and applications are
inherently diverse and to encapsulate all responses into a single-size
broadcast would be unreasonably wasteful. Therefore, unlike some previ-
ous work [5, 10], we do not assume that the data items have the same size.
When data requests are heterogeneous, response time alone is not a fair
measure given that the individual requests significantly differ from each
other in their service time, which is defined as the time to complete the
request if it was the only job in the system. We adopt an alternate perfor-
mance measure, namely the stretch [1] of a request, defined as the ratio of
the response time of a request to its service time. The rationale behind this
choice is based on our intuition; for example, clients with larger jobs
should be expected to be in the system longer than those with smaller
requests. The drawback of minimizing response time for heterogeneous
workloads is that it tends to improve the system performance of large jobs,
because they contribute the most to the response time. Minimizing
stretch, on the other hand, is more fair to all job sizes. Note that in broad-
cast systems, the service time for a request is the requested data size
divided by the bandwidth. For simplicity, we remove the constant band-
width factor and use the data size to represent the service time. 

Next, we present a value-based function that allows us to gauge the
worth of a data item when making a prefetch decision. The following nota-
tions are used in the presentation: 

pai
 — the access probability of data item i 

pui
 — the probability of invalidating cached data item i before next access 

fi — the delay of retrieving data item i from the server 
si — the size of data item i 
v — the cache validation delay 

The value function is used to identify the data to be prefetched. Intu-
itively, the ideal data item for prefetching should have a high access prob-
ability, a low update rate, a small data size, and a high retrieval delay. Equa-
tion 18.1 incorporates these factors to calculate the value of a data item i: 

(18.1)

This value function can be further explained by the data access cost
model shown in Figure 18.2. If item i is not in the cache, in terms of the

value i
p

s
f v p f

ai

i
i ui i( ) ( )= − − ⋅
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stretch value, it takes fi/si to fetch item i into the cache. In other words, if i is
prefetched to the cache, the access cost can be reduced by fi/si. However, it
also takes ((v + Pui

fi))/si to validate the cached item i and update it if neces-
sary. Thus, prefetching the data can reduce the cost by  for
each access. Because the access probability is pai

, the value of prefetching
item i is 

The VP scheme decides which data item should be prefetched based on
the value function. The VP scheme is defined as follows. Suppose a client
can prefetch Np data items, the VP scheme prefetches the Np items that
have the highest value based on the value function. Note that VP is not
responsible for determining how many items (Np) should be prefetched. Np

is determined by the adaptive scheme, which will be discussed in Section
18.3.3. 

Theorem 18.1 

Prefetching items with high value can achieve lower stretch than any other
prefetch schemes given that the number of prefetches is limited. 

Details of the proof and how to estimate the parameters can be found in
[29]. The proposed value-based function is calculated in terms of stretch
because the performance metric is stretch. Actually, this value-based func-
tion can be easily extended for other performance metrics. For example, if
the performance metric is query delay, the value function will be changed
to  Similar techniques can be used to prove that
this value function can minimize the query delay. 

Figure 18.2. The Data Access Cost Model
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18.3.3 The Adaptive Value-Based Prefetch Scheme

Due to limitations of battery technology, the energy available for a mobile
client is limited and must be used prudently. If the prefetched data item is
not accessed or is invalidated before it is accessed, the energy spent on
downloading this item will be wasted. To avoid wasting power, it is impor-
tant that clients only download the data with high value, but such a strict
policy may adversely affect the performance of the system and increase
the query delay. 

Each client may have different available resources and performance
requirements and these resources, such as power, may change over time.
Because Np controls the number of data to be prefetched and then affects
the trade-off between performance and power, we propose adaptive
schemes to adjust Np to satisfy different client requirements. 

18.3.3.1 The Value of Np. When Np reduces to 0, there will be no prefetch.
As Np increases, the number of prefetches increases and the power con-
sumption also increases. Because the maximum number of data items to
be prefetched is limited by the cache size, Np is also limited by this number.
Intuitively, the query delay decreases as the number of prefetches
increases. However, this is not always true considering the overhead to
maintain cache consistency. In our Cache Invalidation Model, a client
needs to wait for the next IR to verify the cache consistency. This waiting
time may increase the query delay compared to the approaches without
prefetch. The cost has been quantified in Equation 18.1, where v is the
cache invalidation delay. Due to the cost of v, the value of a data item may
be negative. If value(i ) is negative, prefetching item i not only wastes
power, but also increases the average stretch. Therefore, Np should be
bounded by Np

max, which is limited by the client cache size and the data
value: a client will not prefetch items with negative values. 

The trade-off between performance and power can be achieved by
adjusting Np. In the following subsections, we present two adaptive
schemes: 

1. The AVP_T (T for time) scheme, which dynamically adjusts Np to
reach a target battery life time

2. The AVP_P (P for power) scheme, which dynamically adjusts Np

based on the remaining power level 

18.3.3.2 AVP_T: Adapting Np to Reach a Target Battery Life.     A com-
muter normally knows the amount of battery energy and the length of the
trip between home and office. With these resource limitations, the com-
muter wants to achieve the lowest query delay. This is equivalent to the
problem of adapting Np to reach a target battery life and minimize the aver-
age stretch. Suppose a battery with E joule lasts T1 seconds when Np = Np

max
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and T2 seconds when Np = 0. It is possible to adjust Np to reach a target bat-
tery life time T ∈ [T1,T2]. In AVP_T, the client monitors the power consumed
in the past. If it consumed too much power in the past and cannot last
T seconds, Np is reduced. On the other hand, it increases Np when it found
that it had too much power left. Certainly, Np should be bounded by Np

max.  

18.3.3.3 AVP_P: Adapting Np Based on the Power Level. When the energy
level is high, power consumption is not a major concern and then trading
off energy for performance may be a good option if the user can recharge
the battery soon. On the other hand, when the energy level is low, the sys-
tem should be power-aware to prolong the system running time to reach
the next battery recharge time. Based on this intuition, the AVP_P scheme
dynamically changes Np based on the power level. Let ak be the percentage
of energy left in the client. When ak drops to a threshold, the number of
prefetches should be reduced to some percentage, say f(ak), of the original
value. Some simple discrete function can be as follows: 

(18.2)

At regular intervals, the client reevaluates the energy level ak. If ak drops
to a threshold value,  The client only marks the first Np

items in the cache, which have the maximum value, as prefetchable. In this
way, the number of prefetches can be reduced to prolong the system run-
ning time. Because this is a discrete function, Np does not need to be fre-
quently updated and the computation overhead is low. 

Note that a simple policy that is neither too aggressive nor conservative
might result in similar average stretch and lifetime as the VAP_P scheme if
the battery runs out before recharge. However, if the user recharges the
battery frequently, this simple policy may not be a good option because it
saves power at the cost of delay, but power consumption is not a concern
at this time. In contrast, our adaptive scheme tries to trade off power for
performance at the beginning and become power-aware when the client
cannot recharge in time. 

18.4 Conclusions and Future Work

Prefetching can be used to improve the cache hit ratio and reduce the
bandwidth consumption in our UIR-Based Cache Invalidation Model. How-
ever, prefetching consumes power. In mobile environments where power is
limited, it is essential to correctly identify the data to be prefetched in
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order to provide better performance and reduce the power consumption.
In this chapter, we first presented a basic scheme to dynamically optimize
performance or power based on a novel PAR concept. Then, we extended
it to achieve a balance between performance and power considering vari-
ous factors such as access rate, update rate, and data size. Although we
explored various adaptive approaches, many issues still need further
investigation. For example, the channel state information [9] can be used
when making prefetch decisions (i.e., Np can be dynamically adjusted
based on the channel state). If the target battery life time is not known or
only known with some probability, AVP_T needs to be extended to factor
into these uncertainties. If the battery recharge cycle or the user profile is
known or known with a high probability, how to enhance AVP_T and AVP_P
needs further investigation. 

Currently, we are investigating the optimal value of Np. Figure 18.3 shows
the effects of Np (n is the database size) when data items are sorted accord-
ing to their values from high to low. Suppose the value of the data can be
correctly identified, then increasing Np means more data items with high
value will be prefetched. If the uplink power consumption is much higher
than the downlink power, prefetching the data that will be accessed in the
future can actually reduce the power consumption because the uplink
power consumption can be saved. Thus, as Np increases from 0, the system
performance increases while the power consumption is not increased or
even decreased. Improving performance without sacrificing power will
continue until Np reaches the optimal point shown in Figure 18.3. 

After Np passes through the optimal point, the system performance can
still be improved. However, the power consumption will be increased,
because some less valuable data are prefetched. Although prefetching
these data can improve the performance, they are not frequently accessed

Figure 18.3. Prefetch Value of the Data Items

V
al

ue
Terminating point

Optimal point

Data items
Np =0 Np =n
opyright © 2005 by CRC Press



MOBILE COMPUTING HANDBOOK

AU1971_book.fm  Page 418  Thursday, November 11, 2004  10:08 PM

C

418

and are more likely to be invalidated; hence, prefetching them costs more
power than getting them when being requested. 

Intuitively, the system performance should be improved when more
data is prefetched if the power consumption is not an issue. However, this
may not be true if the IR-Based Cache Invalidation Model is used to ensure
the latest value consistency model. In our stretch value function (Equation
18.1), v is the cache invalidation delay. This v can make the value of a data
item be negative; hence, prefetching the data will increase the average
stretch compared to not prefetching it. Therefore, Np should not be
increased beyond a certain point (terminating point) even if the goal is to
achieve the best performance. 

In summary, before reaching the optimal point, prefetching can save
power and improve performance. Between the optimal point and the ter-
minating point, there is a trade-off between performance and power. After
the terminating point, the system should not prefetch. However, how to
determine the optimal point and the terminating point still needs further
investigation. In some cases (e.g., when priority requests are not allowed in
the UIR-Based Model or when using Difference Cache Consistency Model),
the terminating point may not exist. 

Note

1. We assume cache locality exists. When cache locality does not exist, other techniques
such as profile-based techniques can be used to improve the effectiveness of the
prefetch.
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Chapter 19

Energy Efficient 
Selective Cache 
Invalidation
Kian-Lee Tan

19.1 Introduction

Today’s users, equipped with portable and handheld devices, can access
data stored at information servers located at the static portion of the net-
work without space and time restriction [1, 2]. However, there are two
obstacles to the widespread adoption of this technology: 

1. The limited bandwidth of wireless communication channels 
2. The short battery lifespan of portable computers

Caching of frequently accessed data at the portable devices is a promis-
ing mechanism to reduce wireless bandwidth requirement as well as
energy consumption. The challenge is to keep the cache content consis-
tent with those stored at the server. This is, unfortunately, difficult to
enforce due to the frequent disconnection and mobility of clients.

Existing cache invalidation strategies can be classified into stateless and
synchronous [3–9] and stateful and asynchronous [10, 11]. For the former,
the server does not maintain the states of the clients’ cache. Instead, the
server periodically broadcasts invalidation reports containing information
on objects that are most recently updated. Based on the reports, clients
can invalidate objects that have been updated and salvage their cache con-
tents that are still valid. The latter category, on the other hand, requires
the server to maintain state information about clients resulting in a more
heavyweight server architecture. Because of the asynchronous dissemina-
tion of invalidation information, clients must always monitor the channel
for updates. As such, it is difficult, if not impossible, to support selective
tuning.
0-8493-1971-4/05/$0.00+$1.50
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In this chapter, we provide an overview of cache invalidation strategies
in wireless environments. The focus, however, is on stateless and synchro-
nous cache invalidation strategies that organize invalidation reports to
facilitate selective tuning. We look at the issues to be considered in design-
ing selective cache invalidation strategies and present some representa-
tive strategies in the literature.

The rest of this chapter is organized as follows: 

• Section 19.2 provides some preliminaries. 
• Section 19.3 examines the issues and solutions related to cache

invalidation schemes. 
• Section 19.4 presents two representative algorithms obtained from

the taxonomy that supports selective tuning. 
• Section 19.5 provides the conclusion and discusses some promising

future work.

19.2 Preliminaries

The wireless environment consists of two distinct sets of entities: a larger
number of mobile clients (MC) and relatively fewer, but more powerful,
fixed hosts (or database servers) (DS). The fixed hosts are connected
through a wired network and may also be serving local terminals. Some of
the fixed hosts, called mobile support stations (MSS), are equipped with
wireless communication capability. A MC can connect to a server through
a wireless communication channel. It can operate in full operational active
model or disconnect from the server by operating in a doze mode or a
power-off mode.

Each MSS can communicate with MCs that are within its radio coverage
area called a wireless cell. A wireless cell can either be a cellular connec-
tion or a wireless local area network. At any time, a MC can be associated
with only one MSS and is considered to be local to that MSS. A MC can
directly communicate with a MSS if the mobile client is physically located
within the cell serviced by the MSS. A MC can move from one cell to
another. The servers manage and service on-demand requests from MCs.
Based on the requests, the objects are retrieved and sent via the wireless
channel to the MCs. The wireless channel is logically separated into two
subchannels: 

1. An uplink channel, which is used by clients to submit queries to the
server via MSS

2. A downlink channel, which is used by MSS to pass the answers from
server to the intended clients

We assume that updates only occur at the server and MCs only read the
data.
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To conserve energy and minimize channel contention, each MC caches
its frequently accessed objects in its nonvolatile memory such as a hard
disk. Thus, after a long disconnection, the content of the cache can still be
retrieved. To ensure cache coherency, each server periodically broadcasts
invalidation reports. All active MCs listen to the reports and invalidate
their cache content accordingly. We assume that all queries are batched in
a query list and are not processed until the MC has invalidated its cache
with the most recent invalidation report. We also assume that each server
stores a copy of the database and broadcasts the same invalidation
reports. In this way, clients moving from one cell to another will not be
affected. Thus, it suffices for us to restrict our discussion to just one server
and one cell.

There are two metrics that are used to characterize information
retrieval in the wireless computing environment. The first is the access
time, which is the time elapsed from the moment the client submits a
request to the point when all the resultant objects are downloaded by the
client. The second deals with the energy efficiency of the retrieval mecha-
nisms. There are two measures for this: 

1. Tuning time — the amount of time the client spent on listening to
the channel

2. Number of uplink bits transmitted — reflects the amount of energy
consumed in transmitting data 

Traditionally, once a client submits a query, it listens to the channel until
all the resultant objects are received. This leads to the tuning time being
equal to the access time. Because listening/transmitting operations
require the central processing unit (CPU) to be in full operation, they
should be minimized to keep the power consumption low.

19.3 A Taxonomy of Cache Invalidation Strategies

As we examined existing cache invalidation strategies, we identified three
issues that were considered in designing them: 

1. The content of the invalidation reports
2. How invalidation is performed
3. The support the server provides 

Here, we shall briefly look at some solutions to these issues.

19.3.1 Content of the Invalidation Report

The invalidation report contains update information that clients can use to
determine the validity of its cache content. Ideally, the report should reflect
all updates. But, this is costly and impractical in view of the limited band-
width and short battery life of mobile clients. Instead, the report typically
opyright © 2005 by CRC Press
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reflects only a short (or reasonable length) history of updates on the most
recent changes. Each entry in the report can be of the form:

• (id,TS) pair [3] that indicates that object with identifier id is updated
at time stamp TS

• ({id1, …, idn}, TS) pair [8] that reflects that the set of objects with
identifiers id1, …, idn have been updated since TS

• (group-id, TS) pair [4–6, 9] that indicates the most recent time stamp
TS at which an object in the group identified by group-id (the dataset
is assumed to have been partitioned into groups) has been updated

We note that instead of object and group identifiers, the report could have
contained the (updated) objects themselves. In this case, clients can imme-
diately update the invalid objects. But, because the object size is typically
much larger than the identifier, the report can take up a significant portion
of the downlink channel capacity. Thus, most of the existing works broad-
cast invalidation reports.

There is a clear trade-off among the three types of invalidation reports.
The first method is precise but consumes more bandwidth. The third
(group-based) scheme minimizes bandwidth consumption but may result
in unnecessary invalidation as valid objects within a group may have to be
invalidated. The second approach is a compromise between these two
extremes: it reduces the size of the report by using fewer time stamps at
the expense of some unnecessary invalidation.

The report can be of fixed [7, 8] or variable length [3–6, 9]. It can be fixed
by the amount of bandwidth allocated for the report. It can also be fixed by
the number of entries to be included in the report. Obviously, under these
cases, the update history cannot be predetermined (i.e., it has to be vari-
able) because the number of updates varies over a fixed period of time. On
the other hand, the report size can vary from broadcast to broadcast by fix-
ing the update history to be reflected. As an example, an update report
broadcast at time T may reflect all updates during the interval [T – wL, T]
for some w > 0 and L; w is referred to as the broadcast window and L is the
fixed interval at which the report is periodically broadcast.

Finally, the report may be organized to facilitate selective tuning to con-
serve energy [4–6, 7]. The basic idea is to interleave the content of the
report with metadata (or indexes) that can provide direct access to tar-
geted portions of the report. Thus, only the desired portions of the report
need to be examined. More importantly, because the client knows exactly
when the desired portion of the report will arrive, it can potentially switch
to operate in the doze mode to minimize energy consumption while waiting
for the arrival of the targeted data. When it is time to receive the targeted por-
tion of the report, it will switch back to the active mode. Given that the inval-
idation report may be large, and clients only need to validate a relatively
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smaller number of objects, such a mechanism can keep the energy con-
sumption low (compared to listening to the entirety of the report).
Although there is some work being done on indexing broadcast data [2],
these schemes cannot be readily applied to facilitate selective tuning of
invalidation reports. This is because broadcast data are typically static —
the values of the objects may change but the objects do not — but invali-
dation information cannot be predetermined and vary from report to
report. Moreover, many of these schemes are complex (e.g., hash-based,
B+-tree) and costly to construct.

There is yet another trade-off in deploying selective tuning mechanisms.
Selective tuning allows clients to operate in a power-saving mode to con-
serve energy. However, the metadata inadvertently lengthen the size of the
invalidation report. This translates to more bandwidth consumption and
longer access time.

19.3.2 Invalidation Mechanisms

When a client receives an invalidation report, it can invalidate its cache
content in two ways. First, it can perform cache-level invalidation [3, 5, 8,
9], in which cache validity is performed for all objects cached. This
requires scanning a large portion of the invalidation report, if not the entire
report. As a result, it is not particularly suited for selective tuning (unless
the number of cached objects is very small). Under this approach, the
cache content is associated with one time stamp only: the time stamp of
the most recent invalidation report read.

On the other hand, the client can perform query-level invalidation [4, 6, 7],
where validation is performed only on the objects queried. This reduces
the number of objects to be invalidated and hence the report can be orga-
nized for selective tuning. However, each cached object has to be associ-
ated with a time stamp (compared to a single time stamp for all cached
object in cache-level invalidation). The time stamp of an object represents
the time stamp at which the object is last known to be valid. This is usually
the time stamp of the invalidation report that was last used to validate the
object. Thus, different cached objects will have different time stamps. The
consequence of this is that each queried object may use a different list of
objects for invalidation and query processing becomes more involved.

Invalidating the cache content can be performed by the client alone
[3–8]. This requires that the client based its invalidation purely on the
invalidation reports. Thus, the effectiveness of such approaches is depen-
dent on the content of the report. On the other extreme, we can allow the
server to perform the invalidation alone. This, however, will require the cli-
ent to inform the server about its cache content, which can be costly
because transmitting this information consumes energy and bandwidth.
Finally, the client and server can collaborate to identify the cache content
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that should be invalidated: the client uses the invalidation report to inval-
idate its cache content; for those that remain uncertain, the client submits
their information to the server for invalidation [9]. The latter has the
advantage that the invalidation report can be small (containing only very
recent updates), whereas the server maintains a longer history of updates.

19.3.3 Update Log Structure

Another important issue in the design of a cache invalidation scheme con-
cerns the information (update logs) maintained at the server to reflect the
updates on the database. Clearly, this information will influence the choice
of the invalidation report. The update logs can contain:

• (id, TS) pairs to reflect that object with identifier id has been updated
at time stamp TS

• (group-id, TS) pair where TS is the most recent time stamp that an
object in the group identified by group-id has been updated

Like the invalidation report, the size of the log and its history (duration
that the update logs should be maintained) are interrelated. The size can
be fixed by restricting updates to be maintained for a fixed number of
objects [7, 8]. In this case, the log history changes depending on the
updates. On the other hand, variable sized logs can be maintained by fixing
the log history to a fixed interval, say [T – WL, T] for some W > 0; W is the
update log window, L is the fixed interval of broadcasting the invalidation
report, and T is the time stamp at which the report is broadcast [3–9]. In
other words, only updates in the interval [T – WL, T] are maintained.
Clearly, we only need to keep the updates sufficient for the invalidation
report; keeping all updates is ideal but can be costly in terms of storage,
whereas keeping only very recent updates may not be effective as it may
lead to false invalidation.

19.3.4 Cache Invalidation Schemes

Based on the above discussion, we can derive a large number of cache
invalidation schemes from the products of the various alternatives in
addressing each issue. It should be pointed out that some of the options
may not be practical or feasible. For example, it is not possible to have a
fixed-size report that reflects all updates in a fixed update history [T – wL,
T]. On the other hand, we can design techniques that combine multiple
solutions. For example, techniques exist that reflect both recent updates
for individual items, as well as group updates (e.g., Selective Cache Invali-
dation scheme in [4]).

19.4 Selective Cache Invalidation Schemes

In this section, we describe two representative selective cache invalidation
schemes. Both schemes built on existing schemes by providing selective
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tuning capabilities. For each scheme, we shall first review the base scheme
and then discuss the extension.

19.4.1 Selective Dual-Report Cache Invalidation 

The Selective Dual-Report Cache Invalidation Scheme (SDCI) [7] extends the
Dual-Report Cache Invalidation Scheme (DRCI) [7]. DRCI is a broadcast-based
version of grouping with cold update set retention (GCORE) [9] that elimi-
nates the need for the server to participate in the invalidation process.

In DRCI, the invalidation report comprises two components — an object
invalidation report (OIR) and a group invalidation report (GIR). The former
is a list of (id, TS) pairs and the latter a list of (group-id, TS) pairs. The size
and the update history vary. The invalidation is at the cache level and is
performed by the client only. The server maintains logs for objects. The
size of the log varies though the log history is fixed at [T – WL, T] for
objects, where T is the current time, w and W are update log windows, and
L is the fixed interval at which the reports are broadcast.

Under DRCI, the server broadcasts the two invalidation reports every L
time units. Let the current time stamp be T. To generate the reports, the
server keeps track of all the objects updated in the interval [T – WL, T],
where W is the update log window and W > 0. The most recent OIR broad-
cast contains the update history of the past w broadcast intervals, w < W.
The contents of OIR are the current time stamp T and a list of (oid, tid) pairs
where oid is an object identifier of an object updated during the interval
[T – wL, T] and tid is the corresponding most recent update time stamp and
tid > (T – wL). The GIR, on the other hand, is a fixed-size report that contains
the update history of the past W broadcast intervals. GIR contains for each
group a time stamp that reflects the most recent time stamp in which the
group is valid. In other words, the contents of the GIR is a list of (Gid, Tid)
pairs where Gid is a group identifier and Tid is the most recent time stamp
in which the group Gid is valid. The time stamps of the groups in GIR are
determined only at the time when the invalidation reports are to be broad-
cast and are assigned as follows:

1. Based on the observation that objects that are updated during [T –
wL, T] would be reflected in the OIR, these objects are ignored when
determining the time stamp of a group.

2. For each group, the following is performed. Among the group’s
remaining objects in the update history, the one with the largest
time stamp that is less than T – wL is determined. Let this time
stamp be t. If no such objects exist (i.e., no updates during [T – WL,
T] or the updates are already included in OIR), then t = 0. The time
stamp for the group is max(T – WL, t).

The DRCI scheme facilitates invalidation in two ways. First, for those cli-
ents with a small disconnection time, a direct cache checking is performed
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using the OIR. Second, for those disconnected before the time T – wL, OIR
and GIR can work together so that the clients need not discard the entirety
of its cache: the OIR is used to invalidate individual objects in the cache
first, the GIR is then used to invalidate the remaining objects whose groups
have been updated. Because the GIR excludes objects in OIR, the OIR effec-
tively helps to minimize false invalidation. The GIR can further minimize
invalidation of the entire cache for long disconnection time. Note that the
entire cache content will be discarded if the client disconnection time is
longer than T – WL.

Although the basic DRCI scheme is independent of the way the database
objects are grouped, its performance can be influenced by the grouping
scheme. In particular, the whole database can be split into four data sets —
hot update-hot demand (HH), hot update-cold demand (HC), cold
update-hot demand (CH), and cold update-cold demand (CC) — and
groups are formed from objects in the same category.

To facilitate selective tuning, SDCI organizes the pair of invalidation
reports (the OIR and GIR) as follows. First, the GIR is broadcast before the
OIR. Second, the entries in the OIR are ordered and broadcast based on the
groups (i.e., updates in the same group will appear together). A partition
symbol will separate continuous groups. Third, an additional pointer is
added to each element of the GIR; this pointer reflects the starting position
of the objects within this group in the OIR. Thus, the GIR consists of triplets
of the form (group-id, TS, ptr) where group-id represents the group identi-
fier, TS is the time stamp of the most recent update (excluding those in the
OIR) of the group, and ptr is an offset to the starting position of the objects
in OIR corresponding to the group identified by group-id. Figure 19.1 shows
the structure of the invalidation reports.

SCDI is also distinguished from DRCI in that the invalidation process is
query-level-based. That means for the objects queried, the client first
selectively tunes to the GIR and keeps the pointers of the associated
groups in memory; once all the desired groups are determined, it selec-
tively tunes to the respective positions in the OIR using the pointers. Thus,
only the desired groups and objects are examined.

Figure 19.1. Structure of Invalidation Reports in SDCI

(G1, T1, P1) (G2, T2, P2) ................ (o11, t11) (o11, t11) (o21, t21) ..............

Group G1 Group G2

GIR OIR

Partition
Symbol
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19.4.2 Bit-Sequences with Bit-Count

The bit-sequences with bit-count (BB) scheme [6] extends the bit
sequences (BS) algorithm [8]. In the BS scheme, the report consists of a list
of (list of ids, TS) pairs in a compact form. This allows the report size to be
fixed, though the update history varies. The invalidation is performed by the
client at cache level. The logs maintained at server keep track of individual
object update information (using [id, TS] pairs) for up to half the database
size (i.e., the size of the log is fixed but the update history is variable).

Figure 19.2 shows a BS structure. Let the number of database objects be
N = 2n. In the BS algorithm, the invalidation report reflects updates for n dif-
ferent times: Tn, Tn – 1,…, T1, where Ti < Ti – 1 for 1 < i ≤ n. The report com-
prises n binary BS, each of which is associated with a time stamp. Each bit
represents a data object in the database. A 1 bit in a sequence means that
the data object represented by the bit has been updated since the time
specified by the time stamp of the sequence. A 0 bit means that the object
has not been updated since that time. The n BSs are organized as a hierar-
chical structure with the highest level (i.e., BS Bn) having as many bits as
the number of objects in the database, and the lowest level (i.e., BS B1) hav-
ing only two bits. For the sequence Bn, as many as half of the N bits (i.e.,
N/2) can be set to 1 to indicate the N/2 objects that have been updated (ini-
tially, the number of 1 bits may be less than N/2). The time stamp of the
sequence Bn is Tn. The next sequence in the structure, Bn – 1, has N/2 bits.
The kth bit in Bn – 1 corresponds to the kth 1 bit in Bn and N/22 bits can be set
to 1 to indicate that N/22 objects have been updated since Tn – 1. In general,
for sequence Bn – i, 0 ≤ i ≤ n 1, there are N/2i bits, and the sequence will
reflect that N/2i + 1 objects have been updated after the time stamp Tn – i. The
kth bit in sequence Bn – i corresponds to the kth 1 bit in the preceding
sequence (i.e., Bn – i + 1). An additional dummy sequence B0 with time stamp
T0 is used to indicate that no object has been updated after T0. In general,
N does not need to be a power of 2 and the number of lists can also be any
value other than n. Furthermore, the list associated with time stamp Ti

Figure 19.2. Bit Sequence Structure

1 0 0 0 1 1 1 1 0 1 0 1 0 0 0 1B4

0 0 0 1 1 0 1 1B3

0 1 1 0B2

1 0B1

T4 = 18
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does not need to reflect the updates for half the number of objects in the
list associated with Ti + 1, 1 ≤ i ≤ n – 1.

The BB method extends the BS scheme by providing some additional
metadata (a bit count array) so that only the relevant bits need to be exam-
ined. Figure 19.3 shows the organization of the BB method for the BSs in
Figure 19.2. Let N be the number of objects in the database.

As in the BS scheme, the BB structure comprises a set of n BSs: sequence
Bn has a time stamp Tn that indicates that updates after Tn are reflected and
comprises N bits, half of which are set to 1; sequence Bn – 1 has timestamp
Tn 1 and N/2 bits, of which N/22 bits are set to 1; and so on. In fact, the con-
tent of the BSs are exactly the same as those of the BS scheme. Like the BS
scheme, if the BS Bn – i is to be used to invalidate the cache, then the
sequences Bn – i, Bn – i + 1, …, Bn may have to be examined. However, the BB
strategy adopts a top-down examination of the sequences (i.e., from Bn to
Bn – i), rather than the bottom-up approach (i.e., Bn – i to Bn) of BS scheme.
Moreover, for some valid objects, it may not be necessary to examine all
the sequences from Bn to Bn – i, as it may be possible to determine their
validity and terminate the search before sequence Bn – i. In addition, it only
examines the relevant bits in each sequence. As the kth 1 bit in Bn – i corre-
sponds to the kth bit in Bn – i – 1, a mechanism that can count the number of
1 bits in a sequence, say Bn – i, without examining the entire sequence is
needed. Before we discuss this mechanism, let us illustrate how selective
tuning can be facilitated with such a mechanism. To validate an object O,
the client first identifies the BS that should be used. This is accomplished
by examining the set of time stamps. Suppose this is sequence Bn – i. This
means that we need to examine sequence Bn, followed by Bn – 1, and so on until
Bn – i. From object O, the client can selectively tune to the corresponding bit in
Bn (without scanning the entire Bn). If the bit is set to 0, then the object is valid
(because object O will not be found in any subsequent sequences Bn – 1,
Bn – 2, …); otherwise, the client determines (we shall discuss shortly how this
can be done) the number of 1 bits from the beginning of Bn to the bit corre-

Figure 19.3. Bit Sequences with Bit Count
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sponding to O. From this number, it can again selectively tune to Bn – 1 and
examine the corresponding bit of O in Bn – 1. Again, if the bit is 0, then the
object O is valid and the search terminates; otherwise, its position in the
Bn – 2 is determined and this process is repeated until sequence Bn – i. We can
terminate when we encounter 0 bits at any of the sequences from Bn to Bn – i.
If the relevant bit at Bn – i is 1, then the object is invalid; otherwise, it is valid.

Now, the mechanism to facilitate selective tuning is simple. We associate
with each BS a bit count array, all of which have entries that are j bits. For
BS Bn – i, 0 ≤ i ≤ n – 1, the sequence is partitioned into packets of 2j bits. In
other words, there are (N/2i)/2j packets. In general, for sequence Bn – i, the
number of array entries is  (N/2i)/2j . (We note that sequences with fewer
than j bits do not need to be associated with a bit count array as all bits
have to be examined anyway.) Essentially, the kth entry in the bit count
array of sequence Bn – i represents the number of 1 bits that have been set
for the kth packet in the sequence. Selective tuning is achieved as follows:
We know which bit/position in a sequence we should be looking for. Let
packet i contain the bit that we are interested in. From the bit count array,
we can determine the number of 1 bits that have been set for packets 1 to
i – 1. The client can then tune into the ith packet and scan the ith packet until
the relevant bit. In this way, we will be able to compute the number of 1 bits.

The invalidation report is organized as follows. The counter is broadcast
first, the time stamps are broadcast next, followed by the bit count arrays
for sequences Bn, Bn – 1, …, and finally the BSs Bn, Bn – 1,…, B1.

In BB, a client validates objects using a query level approach. It first
downloads the metadata — the counter, the time stamps, and the bit count
arrays. Based on the time stamps, it can determine the BSs that need to be
examined to validate each object (recall that because the validation is
query level, each object may have different time stamps in the cache).
Objects that need to be validated by a certain BS are done so together (to
minimize repeated scanning). As described above, a client only needs to
tune to the targeted portion of the data. As such, the queried objects must
also be sorted in the same order as their positions in the BS structure.

19.4.3 Discussion

In [7], a simulation study was reported on the relative performance of SCDI
and BB. It was shown that SCDI outperforms BB in most cases in terms of
both access time and tuning time. BB performs poorly in access time
because of the bandwidth overhead of the BS structure is significant. It also
consumes more energy because more (complex) work has to be done to
validate the data objects. However, if the update rate is high, SCDI becomes
inferior in the access time. This is expected because given a fixed update
log window, as the number of updates increases, the size of the report
increases accordingly (compare to the fixed and compact BS structure of BB).
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19.5 Conclusion

In this chapter, we have looked at the design of energy efficient cache inval-
idation schemes in a wireless computing environment. We have identified
the issues that have to be considered in designing cache invalidation strat-
egies. From the existing solutions to these issues, a large set of cache inval-
idation schemes can be constructed. We reviewed two representative algo-
rithms that employ selective tuning to conserve energy. There are several
directions in which existing schemes can be improved. First, most of the
existing schemes require the client to tune to the invalidation report before
processing the query. This means that the access time is unnecessarily
lengthened as the client must first wait for the report. Developing mecha-
nisms to minimize this waiting time is important. Second, wireless chan-
nels are error prone. As such, the reports received may be corrupted.
Mechanisms to handle errors in such an environment are necessary.
Finally, it may be interesting to see how a recently stateful-based mecha-
nism can benefit from selective tuning.
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Chapter 20

Self-Policing Mobile 
Ad Hoc Networks 
Sonja Buchegger and Jean-Yves Le Boudec 

Abstract 

Misbehavior in mobile ad hoc networks occurs for several reasons. Selfish
nodes misbehave to save power or to improve their access to service rela-
tive to others. Malicious intentions result in misbehavior as exemplified by
denial of service attacks. Faulty nodes simply misbehave accidentally.
Regardless of the motivation for misbehavior, its impact on the mobile ad
hoc network proves to be detrimental, decreasing the performance and the
fairness of the network, and in the extreme case, resulting in a nonfunc-
tional network. Countermeasures to prevent or to combat misbehavior
have been proposed, such as payment schemes for network services,
secure routing protocols, intrusion detection and reputation systems to
detect and isolate misbehaved nodes. We discuss the trade-offs and issues
of self-policing mobile ad hoc networks and give an overview of the state of
the art, discussing and contrasting several solution proposals. 

20.1 Introduction and Overview

In mobile ad hoc networks, nodes act as both routers and terminals. For the
lack of routing infrastructure, they have to cooperate to communicate. Coop-
eration at the network layer takes place at the level of routing (i.e., finding a
path for a packet) and forwarding (i.e., relaying packets for other nodes). 

Misbehavior means aberration from regular routing and forwarding
behavior resulting in detrimental effects on the network performance. Mis-
behavior arises for several reasons. When a node is faulty, its erratic
behavior can deviate from the protocol and thus produce nonintentional
misbehavior. Intentional misbehavior aims at providing an advantage for
the misbehaved node. An example for an advantage gained by misbehavior
is power saved when a selfish node does not forward packets for other
nodes. An advantage for a malicious node arises when misbehavior
enables it to mount an attack. 
0-8493-1971-4/05/$0.00+$1.50
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The detrimental effects of misbehavior result in unfairness and
degraded performance and they can endanger the functioning of the entire
network. To avoid these adverse effects, mobile ad hoc network routing
protocols have to be able to cope with misbehavior attempts. Section 20.2
discusses types of misbehavior, their payoff for the attacker, and their
effect on the network. It thus gives a motivation for the need of enhance-
ments of mobile ad hoc networks to counteract misbehavior. 

In the literature, three main approaches to strengthen mobile ad hoc
networks have been proposed, namely payment systems, secure routing
using cryptography, and detection and reputation systems for self-polic-
ing. Payment schemes serve as an incentive to forward packets for other
nodes. Secure routing aims at the prevention of attacks by using cryptog-
raphy to secure the routing messages themselves. Detection and reputa-
tion systems identify misbehaved nodes and isolate them from the net-
work by monitoring and keeping records of past behavior. Section 20.3
gives an overview and comparison of these three solution tracks. 

In Section 20.4, we discuss detection and reputation systems in more
detail. They address the cases that have not been prevented. Not all types
of misbehavior can be prevented, however, for misbehavior reputation sys-
tems it suffices that misbehavior can be detected. We present our
approach to a self-policing mobile ad hoc network and use it as a basis to
compare with other proposed solutions. 

There are several challenges to the design of misbehavior reputation
systems, a fundamental example being that the system should not add vul-
nerabilities to the mobile ad hoc routing protocol it is built to protect.
There are trade-offs to take into account when considering which type of
reputation to use, whether and how to use second-hand information, and
so forth. We discuss the main challenges and issues in Section 20.4.2 and
conclude in Section 20.5. 

20.2 Node Misbehavior in Mobile Ad Hoc Networks

This section gives a more detailed problem description and reasons why it
is a problem worth investigating. Mobile ad hoc networks have properties
that render them more vulnerable to attacks and misuse, as we show in
Section 20.2.1. Several attacks on routing and forwarding in mobile ad hoc
networks are described in Section 20.2.2. Finally, in Section 20.2.3, we illus-
trate the effects of misbehavior on the mobile ad hoc network as well as the
potential effects of countermeasures such as incentives for cooperation. 

20.2.1 Reasons and Enablers for Misbehavior

The lack of infrastructure and organizational environment of mobile ad hoc
networks offer special opportunities to intentionally misbehaved nodes.
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Without proper countermeasures, it is possible to gain various advantages
by malicious behavior: better service than cooperating nodes, monetary
benefits by exploiting incentive measures or trading confidential informa-
tion, saving power by selfish behavior, preventing someone else from get-
ting proper service, extracting data to get confidential information, and so
on. Even if the misbehavior is not intentional, as in the case of a faulty
node, the effects can be detrimental to the performance of a network. 

Mobile ad hoc networks have the following properties that can be
exploited: 

• Lack of infrastructure — nodes have to cooperate in the routing and
forwarding of packets. 

• No organizational authorities — any node can join an unmanaged
mobile ad hoc network, there is no access control and no specific
entry point. 

• No central authorities — no permanent access to central services
such as certification authorities can be assumed. 

• Wireless network — nodes can promiscuously eavesdrop on com-
munications by others. Collisions can be intentional or accidental. 

• Mobility — with high mobility, routes are not valid over extended
periods of time. Link errors can be ambiguous, communications can
fail due to a node having moved out of range or due to an intentional
interruption. 

• Routing protocols lack security — most of the proposed routing
protocols, such as DSR [12] and AODV [21], do not provide any
security. Routing messages can be modified or fabricated, sent at
inappropriate times or be omitted when needed. We discuss some
proposals to add security in Section 20.3.2 and more detailed mis-
behavior descriptions in Section 20.2.2. 

• Potentially low battery power — truly mobile and not merely por-
table devices have to be reasonably small and lightweight and there-
fore are often assumed to have limited battery power. This results
in communications and computations being relatively expensive in
power, opening the door to attacks aiming at excessive resource
consumption of the target node, selfish behavior of resource con-
scious nodes, and limited ability to perform cryptographic compu-
tations. 

In addition to authentication, integrity, confidentiality, availability,
access control, and nonrepudiation (see [28] for details), which have to be
addressed differently in a mobile, wireless, battery-powered, and distrib-
uted environment, mobile ad hoc networks raise the issue of cooperation
and fairness. 

There is a trade-off between good citizenship (i.e., cooperation) and
resource consumption, so nodes have to economize on their resources.
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Assuming rational behavior with a node maximizing its utility, the best
strategy is not forward for other nodes. If several nodes, however, follow
this strategy, the performance of the network deteriorates. In the extreme
case of all nodes choosing this strategy, no communications can take
place. This outcome is clearly unfavorable for the nodes. In game theoretic
terms, this is a dilemma. Incentives are required to stimulate the coopera-
tion among nodes. 

20.2.2 Attacks

Ning and Sun [19] classify attacks on routing protocols as atomic attacks
(modifying or forging one message) and compound attacks (combining or
repeating several atomic attacks). 

They argue that preventive security may not be enough to cope with
insider attacks, where nodes can be compromised despite tamper-proof
hardware. 

They give a list of goals for an attacker, then look at the atomic attacks
to see whether they can achieve them and also pick some compound
attacks and investigate their effectiveness in reaching the four goals: 

1. Route disruption 
2. Route invasion 
3. Node isolation 
4. Resource consumption 

Simulation results confirm the theoretical success of even atomic
attacks, at least temporarily. For sustained success (e.g., to circumvent
local route repair mechanisms), atomic attacks can be repeated. 

Total noncooperation with other nodes and only exploiting their readi-
ness to cooperate is one of several boycotting behavior patterns. There-
fore, there has to be an incentive for a node to forward messages that are
not destined to itself. Attacks include incentive mechanism exploitation by
message interception, copying, or forging; incorrect forwarding; and bogus
routing advertisement. 

20.2.2.1 Traffic Diversion. Routes should be advertised and set up
adhering to the chosen routing protocol and should truthfully reflect the
knowledge of the topology of the network. By diverting the traffic in the fol-
lowing ways, nodes can work against that requirement. 

To get information necessary for successful malicious behavior, nodes
can attract traffic to themselves or their colluding nodes by means of false
routing advertisements. Although only suitable for devices that have
enough power, a lot of information can be gathered this way by malicious
nodes for later use to enable more sophisticated attacks. 
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Denial-of-service attacks can be achieved by bogus routing information
(injecting of incorrect routing information or replay of old routing informa-
tion or black hole routes) or by distorting routing information to partition the
network or to load the network excessively, thus causing retransmissions. 

Nodes can decide to forward messages to partners in collusion for anal-
ysis, disclosure, or monetary benefits; or may decide not to forward mes-
sages at all, thus boycotting communications. 

In general, the following types of misbehavior can be indicated: 

• No forwarding (of control messages or data)
• Unusual traffic attraction (advertises many very good routes or

advertises routes very fast, so they are deemed good routes)
• Deflecting traffic in order not to be used on a route
• Route salvaging (i.e., rerouting to avoid a broken link), although no

error has been observed
• Lack of error messages, although an error has been observed
• Fabricating error messages, although no error has been observed
• Unusually frequent route updates
• Silent route change (tampering with the message header of either

control or data packets)

Several more attacks have been proposed in the literature, such as the
following: 

• Black hole — reroute a path so that it ends up or passes a nonex-
isting node. 

• Grey hole — like the black hole, but only performed sporadically. 
• Sleep deprivation — make a node send messages excessively to

decrease its resources. 

20.2.3 The Effect of Misbehavior

Without appropriate countermeasures, the effects of misbehavior have
been shown by several simulations [4, 17, 19] to dramatically decrease net-
work performance. Depending on the proportion of misbehaved nodes and
their specific strategies, network throughput can be severely degraded,
packet loss increases, nodes can be denied service, and the network can be
partitioned. Quantitative measures make more sense in comparison to
routing protocols that have been enhanced with measures against misbe-
havior. We discuss these in Section 20.3. 

In a theoretical analysis of how much cooperation mechanisms can help
by increasing the probability of a successful forward, Lamparter, Plagge-
meier, and Westhoff find that increased cooperation super-proportionally
increases the performance for small networks (i.e., fairly short routes).
Cooperation increases more if the initial probability e (the probability to
cooperate by forwarding) is fairly acceptable (above 0.6). Even small
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increases in e, as given by δi, the change of the probability to cooperate in
the presence of an incentive mechanism such as a reputation system, can
have a dramatic improvement. 

Zhang and Lee [30] argue that prevention measures, such as encryption
and authentication, can be used in ad hoc networks to reduce intrusions,
but cannot eliminate them. For example, encryption and authentication
cannot defend against compromised mobile nodes, which carry the pri-
vate keys. No matter how many intrusion prevention measures are
inserted in a network, there are always some weak links that one could
exploit to break in. Intrusion detection presents a second wall of defense
and it is a necessity in any high-survivability network. 

20.3 Overview: Main Solution Tracks

The main solution tracks addressing the problem of misbehavior in mobile ad
hoc networks are secure routing, economic incentives, and detection and
reputation systems. Economic incentives such as payment or counter
schemes specifically address forwarding of packets for other nodes. Secure
routing aims at securing the establishment and maintenance of routes. 

Self-policing schemes aim at reactively detecting misbehavior and pro-
actively isolating misbehaved nodes to prevent further damage. They are
not restricted to any particular kind of misbehavior. The only requirement
is that the misbehavior be detectable (i.e., observable) and classifiable as
such with a high probability. 

In the following sections, we describe the main features of some propos-
als within the respective solution tracks, briefly describe how they work,
what they protect, and what the open problems are. 

20.3.1 Payment Systems

Several approaches to provide economic incentives for cooperation have
been proposed. They thus target the problem of selfish misbehavior. The
main assumption is that nodes are economically rational. 

Buttyán and Hubaux proposed incentives to cooperate by means of
so-called nuglets [6] that serve as a per hop payment in every packet in a
secure module in each node to encourage forwarding. The secure module
is required to ensure the correct number of nuglets is withdrawn or depos-
ited. They propose two models for the payment of packet forwarding, the
Packet Purse Model and the Packet Trade Model. In the Packet Purse
Model the sender pays and thus loads the packet with a number of nuglets.
Each intermediate node takes one nuglet when it forwards the packet. If
there are no nuglets left at an intermediate node, the packet is dropped. If
there are nuglets left in the packet once it reaches the destination, the
nuglets are lost. In the Packet Trade Model, the destination pays for the
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packet. Each intermediate node buys a packet from the previous hop and
sells it to the next for more nuglets. Because charging the destination and
not the sender can lead to an overload of the network and the destination
receiving packets it does not want, mainly the Packet Purse Model is con-
sidered. This model, however, can lead to the loss of nuglets that have to
be reintroduced into the network by a central authority. 

To address this problem, the authors introduced another approach
based on credit counters [7], also implemented in tamper-proof hardware.
In this approach, each node keeps track of its remaining battery power and
credit. One of their findings of a simulation study of four different rules is
that increased cooperation is beneficial not only for the entire network but
also for individual nodes. 

Zhong, Chen, and Yang proposed Sprite [31]. As opposed to nuglets or
counters they do not require tamper-proof hardware to prevent the fabri-
cation of payment units, but their payment scheme requires a central
credit clearance service (CCS) to be available eventually. Nodes keep a
receipt of a message when they receive it. The receipt contains a hash of
the message itself so it can be verified which message the receipt belongs
to. To claim their payment, nodes have to send this receipt to the CCS. The
CCS charges the sender based on the number of receipts, the number of
intermediate nodes left to reach the destination, if any, and whether the
destination has sent a receipt. The specific calculation of the fee is
designed to make misbehavior in Sprite itself economically undesirable,
even in the case of collusion. The sender then pays the nodes that sent a
receipt to the CCS. For the nodes that were on the route but did not send a
receipt, the sender has to pay a small fee to the CCS. In addition to the
availability of a central authority, Sprite assumes source routing and a pub-
lic key infrastructure. They do not explain how the payment from the sender
to nodes is done, whether nodes have accounts with the CCS that transfer the
payment, or whether nodes remunerate one another directly. In the latter
case, the money has to be unforgeable and payment has to be ensured. 

Raghavan and Snoeren propose priority forwarding as incentives
against selfish misbehavior. In their approach, potential dangers for ad hoc
networks are distinguished as misbehaving and greedy, where misbehavior
constitutes a deviation from the protocol and should be taken care of by
secure routing mechanisms. For greedy behavior, which is located at a
higher layer in this approach, incentives to get priority forwarding are pro-
posed to be given by payment. 

20.3.2 Secure Routing with Cryptography

Secure routing proposals have been proposed mainly as modifications to
existing routing protocols such as Dynamic Source Routing (DSR) [12] and
Ad Hoc On-Demand Distance Vector (AODV) [21]. They aim at securing the
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routing messages by cryptographic means to prevent misbehavior by mali-
cious nodes. 

20.3.2.1 Secure Routing Protocol. The Secure Routing Protocol (SRP)
by Papadimitratos and Haas [24], guarantees correct route discovery, so
that fabricated, compromised, or replayed route replies are rejected or
never reach the route requester. SRP assumes a security association
between end points of a path only, so intermediate nodes do not have to be
trusted for the route discovery. This is achieved by requiring that the
request along with a unique random query indentifier reach the destina-
tion, where a route reply is constructed and a message authentication code
is computed over the path and returned to the source. The correctness of
the protocol is proven analytically. 

20.3.2.2 Ariadne. Ariadne is a secure on-demand routing protocol by
Hu, Perrig, and Johnson [11] that prevents attackers from tampering with
uncompromised routes consisting of uncompromised nodes. It is based on
DSR and relies on symmetric cryptography only. It uses a key management
protocol called Timed Efficient Stream Loss-Tolerant Authentication
(TESLA) that relies on synchronized clocks. Simulations have shown that
the performance is close to DSR without optimizations. 

20.3.2.3 Secure Efficient Distance. Secure Efficient Distance (SEAD)
vector routing for mobile ad hoc networks by Hu, Johnson, and Perrig [10]
is based on the design of destination-sequenced distance-vector routing
(DSDV) and uses one-way hash functions to prevent uncoordinated attack-
ers from creating incorrect routing state in another node. Performance
evaluation has shown that SEAD outperforms DSDV-SQ (sequence num-
ber) in terms of packet delivery ratio, but SEAD adds overhead and latency
to the network. 

20.3.2.4 Security-Aware Ad Hoc Routing. The Security-Aware Ad Hoc
Routing (SAR) protocol by Yi, Naldburg, and Kravets [29] modifies AODV to
include security metrics for path computation and selection. They define
trust levels according to organizational hierarchies with a shared key for
each level, so that nodes can state their security requirements when
requesting a route and only nodes that meet these requirements (trust
level, metrics), participate in the routing. Questions not yet addressed by
this protocol include the mechanism for key distribution, knowledge of the
keys of the other nodes, what happens when a node leaves the group with the
shared trust level, and how trust hierarchies are defined in the first place,
especially in civilian applications. SAR relies on tamper-proof hardware. 

20.3.3 Detection, Reputation, and Response Systems

A method for thwarting attacks is prevention. According to Schneier [27],
a prevention-only strategy only works if the prevention mechanisms are
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perfect; otherwise, someone will find out how to get around them. Most of
the attacks and vulnerabilities have been the result of bypassing preven-
tion mechanisms. Given this reality, detection and response are essential. 

Combining misbehavior detection with a reputation system and appro-
priate response leads to what we call here a self-policing mobile ad hoc net-
work. Self-policing means that there are no authorities higher than the
nodes themselves. Each node can make their own decisions on how to
react to the behavior of other nodes. As opposed to the Byzantine Generals
problem, the nodes in a self-policing system for mobile ad hoc networks do
not have to reach a consensus on which nodes misbehave. Each node can
keep its own rating of the network denoted by the reputation system
entries and it can choose to consider the ratings of other nodes or to rely
solely on its own observations. One node can have varying reputation
records with other nodes across the network. The subjective view of each
node determines its actions. Byzantine robustness [22] in the sense of
being able to tolerate a number of erratically behaving servers or, in this
case, nodes is the goal of a self-policing system in mobile ad hoc networks.
Here, the detection of malicious nodes by means of observation has to be
followed by a response to render these nodes harmless. 

Because mobile ad hoc networks have properties that differ from wired
networks, such as the lack of infrastructure, misbehavior detection has to
be adapted. Every node is its own authority. Nodes can cooperate to com-
pare notes, but contrary to a wired organized network, one cannot assume
that the nodes are under the control of the same organization. 

Reputation systems are used to keep track of the quality of behavior of
others. In mobile ad hoc networks, we are interested in the routing and for-
warding behavior of nodes. To keep track of behavior and to classify it
according to whether it is regular or misbehavior for instance, nodes have
to be able to observe other nodes. The main goal of reputation systems in
mobile ad hoc networks is to differentiate between regular and misbe-
haved nodes in order to react accordingly, e.g., by isolating misbehaved
nodes from the network. 

Only good behavior should pay off in terms of service and reasonable
power consumption. Detection of misbehavior has to trigger a response: a
reaction of other nodes that results in a disadvantage for the misbehaved
node. 

The terms reputation and trust are being used for various concepts in
the literature, also synonymously. We define the term reputation here to
mean the performance of a principal in participating in the base protocol
as seen by others. For mobile ad hoc networking, this means participation
in the routing protocol and forwarding. By the term trust we denote the
performance of a principal in the policing protocol that aims at protecting
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the base protocol. For reputation systems this means the reliability as a
witness to provide honest reports, in a game-theoretic sense, it entails the
willingness for retribution and in payment systems, the participation in the
payment itself. 

Self-policing provides a disincentive for cheating by excluding nodes
from the network. This isolation also protects the regular nodes. Misbe-
haved nodes are shunned in two ways. First, nodes route around suspected
misbehaved nodes and thus select more reliable routes which increases
their throughput. Second, nodes do not provide service to suspected mis-
behaved nodes, hence their misbehavior ceases to have an impact. The
first prevents the misbehaved nodes from being used, the second prevents
them from using other nodes. 

Reputation systems are not restricted to any one type of misbehaved
node, such as selfish, malicious, or faulty. 

We now briefly describe some of the protocols proposed in the litera-
ture. 

20.3.3.1 Watchdog and Path Rater. Marti, Giuli, Lai, and Baker [15]
have proposed Watchdog and Path Rater components to mitigate routing
misbehavior. They observed increased throughput in mobile ad hoc net-
works by complementing DSR with a Watchdog for detection of denied
packet forwarding and a Path Rater for trust management and routing pol-
icy rating every path used, which enable nodes to avoid malicious nodes in
their routes as a reaction. Ratings are kept about every node in the network
and the rating of actively used nodes is updated periodically. Their
approach does not punish malicious nodes that do not cooperate, but
rather relieves them of the burden of forwarding for others, whereas their
messages are forwarded without complaint. This way, the malicious nodes
are rewarded and reinforced in their behavior. 

20.3.3.2 CONFIDANT. CONFIDANT (see our papers [2–4]) stands for
Cooperation Of Nodes, Fairness In Dynamic Ad-hoc NeTworks and it
detects malicious nodes by means of observation or reports about several
types of attacks and thus allows nodes to route around misbehaved nodes
and to isolate them from the network. Nodes have a monitor for observa-
tions, reputation records for first-hand and trusted second-hand observa-
tions, trust records to control trust given to received warnings, and a path
manager for nodes to adapt their behavior according to reputation. Simu-
lations for no forwarding have shown that CONFIDANT can cope well even
with half of the network population misbehaving. 

20.3.3.3 CORE. CORE, a collaborative reputation mechanism pro-
posed by Michiardi and Molva [16], also has a Watchdog component; how-
ever, it is complemented by a reputation mechanism that differentiates
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between subjective reputation (observations), indirect reputation (posi-
tive reports by others), and functional reputation (task-specific behavior),
which are weighted for a combined reputation value that is used to make
decisions about cooperation or gradual isolation of a node. Reputation val-
ues are obtained by regarding nodes as requesters and providers, and com-
paring the expected result to the actually obtained result of a request.
Nodes only exchange positive reputation information. 

20.3.3.4 Context-Aware Inference. A context-aware inference mecha-
nism has been proposed by Paul and Westhoff [20], where accusations are
related to the context of a unique route discovery process and a stipulated
time period. A combination is used that consists of unkeyed hash verifica-
tion of routing messages and the detection of misbehavior by comparing a
cached routing packet to overheard packets. The decision of how to treat
nodes in the future is based on accusations of others, whereby a number of
accusations pointing to a single attack, the approximate knowledge of the
topology, and context-aware inference are claimed to enable a node to rate
an accused node without doubt. An accusation has to come from several
nodes, otherwise a single node making the accusation is itself accused of
misbehavior. 

20.3.3.5 OCEAN. OCEAN [1] by Bansal and Baker relies exclusively on
first-hand observations. Directly observed positive behavior increases the
rating, directly observed negative behavior decreases it by an amount
larger than that used for positive increments. If the rating is below the
faulty threshold, the node is added to the faulty list. This faulty list is
appended to the route request by each node broadcasting it to be used as
an avoid list. A route is rated good or bad depending on whether the next
hop is on the faulty list. As a response to misbehavior, nodes reject all traf-
fic coming from a suspected misleading node, even if it is not the source of
the traffic. The second chance mechanism for redemption employs a
time-out after an idle period. Then a node is removed from the faulty list,
its rating remaining unchanged. In addition to the rating, nodes keep track
of the forwarding balance with their neighbors by maintaining a chip count
for each node, which increases when requesting a node to forward a packet
and decreases with an incoming request from that node. 

20.3.4 Discussion

Payment systems serve as an incentive to provide a well-defined service,
such as packet forwarding, to others for remuneration. The payment has to
be unforgeable. To ensure this, tamper-proof hardware and trusted third
parties have been suggested. With payment systems, the issue of pricing
and other economic questions, such as how to deal with lost payment,
arise. They can prevent selfish forwarding misbehavior, however, they do
not address malicious or faulty misbehavior. 
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Secure protocols prevent preconceived deviations from specific proto-
col functions. They do, however, not aim at serving as incentives for coop-
eration or dealing with novel types of misbehavior that occur by going
around the protected functions. 

Reputation systems apply to a broader range of desired behavior as long
as it is observable and classifiable. They can, if they use second-hand infor-
mation and have means to cope with false accusations or false praise, par-
tially prevent misbehavior by excluding misbehaved nodes. This way,
nodes can protect themselves before encountering the misbehaved node.
If the reputation systems rely exclusively on first-hand experience to build
reputation ratings, they can only prevent more of the misbehavior experi-
enced by a node after it occured. 

Preventive schemes can only protect what they set out to protect from
the start. There can, however, be unanticipated attacks that circumvent
the prevention. It is vital that this misbehavior be detected and prevented
from happening again in the future. Self-policing schemes are only as lim-
ited as their intrusion detection component regarding detected attacks.
The schemes themselves are flexible and can accommodate an evolving
intrusion detection component. If the detection of a new attack is con-
ceived of, the detection component can be changed to reflect this added
knowledge. This does not in any way change the protocol. If a preventive
scheme needs to be extended to accommodate the advent of a new attack,
a new version of the routing protocol is required. 

As opposed to payment systems, reputation systems do not assume
that nodes have to forward for others at least as many packets as they gen-
erate themselves. A self-policing system in the sense of an intrusion detec-
tion component with a reputation system merely penalizes a node if it does
not do what it is supposed to do according to its own promises. This differ-
ence offers an advantage in situations where a node is simply not in the
position to cooperate (e.g., when it is at the edge of the network and does
not get many requests). In any of the payment systems described here, the
node would run out of means to afford having its own packets forwarded
by others. This problem is prevented in a self-policing system. 

Economic systems assume a rational node that aims at maximizing its util-
ity expressed in power or payment units. The node misbehavior targeted by
payment systems is thus selfish concerning utility, but it is not malicious. 

A malicious node is not necessarily aiming at economizing on its
resources. Its interest lies in mounting attacks on others. Secure routing
protocols aim at preventing malicious nodes from mounting attacks. 

Although some reactive systems focus on selfish (Watchdog) or mali-
cious misbehavior (intrusion detection), this is not an intrinsic limitation.
Self-policing networks can cope with both selfish and malicious, and, in
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addition, with nonintentional fauly misbehavior, the only requirement being
that such misbehavior be detectable (i.e., observable and classifiable). 

We deem the consideration of nonintentional misbehavior such as bugs
of high importance. We think it is vital to protect the network against mis-
behaved nodes regardless the nature of their intentions. Nonintentional
misbehavior can result from a node being unable to perform correctly due
to a lack of resources, due to its particular location in the network, or sim-
ply because of the node being faulty. Self-policing misbehavior detection,
reputation, and response systems can be applied irrespective of the actual
cause of the misbehavior, be it intentional or not. When a node is classified
as misbehaved it simply means that the node performs badly at routing or
forwarding. No moral judgment is implied. 

The question of a tamper-proof security module remains controversial
[23], but might prove inevitable. As opposed to nuglets and counters, the
self-policing reputation systems do not need tamper-proof hardware for
themselves, because a malicious node neither knows the entries of its rep-
utation in other nodes nor does it have access to all other nodes for poten-
tial modification. The secure module might still be necessary for comple-
mentary protection such as authentication. 

20.4 Self-Policing for Mobile Ad Hoc Networks

In this section, we explore the properties and trade-offs of self-policing mis-
behavior detection, reputation, and response systems in more detail. We
first describe our own approach to use it as a basis for comparison. We
then discuss several issues and contrast the way the proposed approaches
address them. 

20.4.1 Enhanced CONFIDANT — a Robust Reputation System 
Approach

The main properties of a reputation system are the representation of repu-
tation, how the reputation is built and updated, and for the latter, how the
ratings of others are considered and integrated. The reputation of a given
node is the collection of ratings maintained by others about this node. In
our approach, a node i maintains two ratings about every other node j that
it cares about. The reputation rating represents the opinion formed by
node i about node j’s behavior as an actor in the base system (for example,
whether node j correctly participates in the routing protocol). The trust
rating represents node i’s opinion about how honest node j is as an actor
in the reputation system (i.e., whether the reported first-hand information
summaries published by node j are likely to be true). 

We represent the ratings that node i has about node j as data structures
Ri,j for reputation and Ti,j for trust. In addition, node i maintains a summary
record of first-hand information about node j in a data structure called Fi,j . 
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To take advantage of disseminated reputation information (i.e., to learn
from observations made by others before having to learn by our own expe-
rience), we need a means of incorporating the reputation ratings into the
views of others. We do this as follows. First, whenever node i makes a first
hand observation of node j’s behavior, the first hand information Fi,j and
the reputation rating Ri,j are updated. Second, from time-to-time, nodes
publish their first-hand information to their neighbors. Say that node i
receives from k some first hand information Fk,j about node j. If k is classi-
fied as trustworthy by i, or if Fk,j is close to Ri,j then Fk,j is accepted by i and
is used to slightly modify the rating Ri,j. Else, the reputation rating is not
updated. In all cases, the trust rating Ti ,k is updated; if Fk,j is close to Ri,j , the
trust rating Ti,k slightly improves, else it slightly worsens. The updates are
based on a modified Bayesian approach and a linear model merging heuristic. 

Note that, with our method, only first-hand information Fi,j is published;
the reputation and trust ratings Ri,j and Ti ,j are never disseminated. 

The ratings are used to make decisions about other nodes, which is the
ultimate goal of the entire self-policing system. For example, in a mobile ad
hoc network, decisions are about whether to forward for another node,
which path to choose, whether to avoid another node and delete it from
the path cache, and whether to warn others about another node. In our
framework, this is done as follows. Every node uses its rating to periodi-
cally classify other nodes, according to two criteria:

1. Regular or misbehaved 
2. Trustworthy or not trustworthy 

Both classifications are performed using a Bayesian approach, based on
reputation ratings for the former, trust ratings for the latter. 

Because we apply our reputation system approach to the CONFIDANT
[4] protocol, we briefly describe its main features here. The approach we
use in CONFIDANT is to find the selfish or misbehaved nodes and to isolate
them, so that misbehavior will not pay off, but rather result in isolation and
thus cannot continue. CONFIDANT detects misbehaved nodes by means of
observation or reports about several types of attacks, thus allowing nodes
to route around misbehaved nodes and to isolate them. 

Nodes have a monitor for observations, reputation records for
first-hand and trusted second-hand observations about routing and for-
warding behavior of other nodes, trust records to control trust given to
received warnings, and a path manager to adapt their behavior according
to reputation and to take action against misbehaved nodes. 

The dynamic behavior of CONFIDANT is as follows. Nodes monitor their
neighbors and change the reputation accordingly. If they have reason to
believe that a node misbehaves (i.e., when the reputation rating is bad),
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they take action in terms of their own routing and forwarding. They thus
route around suspected misbehaved nodes. Depending on the rating and
the availability of paths to the destination, the routes containing the mis-
behaved node are either reranked or deleted from the path cache. Future
requests by the badly rated node are ignored. Simulations for no forward-
ing have shown that CONFIDANT can cope well, even if half of the network
population misbehaves. 

Note that simply not forwarding is just one of the possible types of mis-
behavior in mobile ad hoc networks. Several others, mostly concerned
with routing rather than forwarding have been suggested, such as black
hole routing, gray hole routing, worm hole routing. Other kinds of misbe-
havior aim at draining energy, such as the sleep deprivation attack. CONFI-
DANT is not restricted to handling any particular kind of misbehavior, but
can handle any attack that is observable. Even if the observation cannot
precisely be attributed to an attack but is the result of another circum-
stance in the network such as a collision, CONFIDANT can make use of it.
If it is a rare accident, it will not influence the reputation rating significantly,
and if it happens more often, it means the observed node has difficulties
performing its tasks. 

20.4.2 Issues in Reputation Systems for Mobile Ad Hoc Networks

The self-policing systems proposed in the literature differ in several
aspects, which we explain in the following. 

20.4.2.1 Spurious Ratings. If second-hand information is used to influ-
ence reputation, nodes could lie and give spurious rating information. The
benefits of false accusations for an adversary are that they can lead to a
denial of service of another node by being excluded, false praise can ben-
efit a colluding node. False accusations are not an issue in positive reputa-
tion systems, because no negative information is kept [8, 14], however, the
disseminated information could still be false praise and result in a good
reputation for misbehaved nodes. Moreover, even if the disseminated
information is correct, one cannot distinguish between a misbehaved node
and a new node that just joined the network. Many reputation systems
build on positive reputation only [26], some couple privileges to accumu-
lated good reputation, e.g., for exchange of gaming items or auctioning
[25]. Positive reputation systems are thus used where one has a choice of
transaction partners and wishes to find the best one. In mobile ad hoc net-
works, the requirements are different; the focus is on the isolation of mis-
behaved nodes. 

When allowing second-hand information, the question arises whether
liars should be punished just as misbehaved nodes are isolated. If we pun-
ish nodes for their seemingly inaccurate testimonials, we might end up
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punishing the messenger and thus discourage honest reporting of
observed misbehavior. Note that we evaluate testimonial accuracy accord-
ing to affinity to the belief of the requesting node along with the overall
belief of the network as gathered over time. The accuracy is not measured
as compared to the actual true behavior of a node, because the latter is
unknown and cannot be proved beyond doubt. Even if it were possible to
test a node and obtain a truthful verdict on its nature, a contradicting pre-
vious testimonial could still be accurate. Thus, instead of punishing devi-
ating views, we restrict our system to merely reduce their impact on public
opinion. Some node is bound to be the first witness of a node misbehaving,
thus starting to deviate from public opinion. Punishing this discovery
would be counterproductive, as the goal is precisely to learn about misbe-
haved nodes even before having had to make a bad experience in direct
encounter. Therefore, in our design, we do not punish a node when it is
classified as not trustworthy. 

20.4.2.2 Information Dissemination. There is a trade-off between the
speed of detection of misbehaved nodes by use of second-hand informa-
tion and the classification vulnerability introduced by it. CONFIDANT
makes use of second-hand information to proactively isolate misbehaved
nodes before actual encounter. This would make it vulnerable to spurious
ratings, notably false accusations, also referred to as blackmailing, and
false praise in the case that trusted nodes lie. To prevent that but still
retain the advantage of earlier detection, only compatible second-hand
information is used and then only slightly influences the reputation rating. 

Collaborative reputation (CORE) [16] permits only positive sec-
ond-hand information, which makes it vulnerable to spurious positive rat-
ings and misbehaved nodes increasing each other’s reputation. Observation-
based cooperation enforcement in ad hoc networks (OCEAN) [1] relies
exclusively on first-hand information for its ratings, trading off detection
speed for robustness against spurious ratings. However, it disseminates
information about suspected misbehaved nodes by adding them to the
avoid list in the route request. Context-aware detection [20] accepts nega-
tive second-hand information on the condition that at least four separate
sources make such a claim, otherwise the node spreading the information
is considered misbehaved. Although this distributes the trust given into
accusations over several nodes and thus spreads the risk, it inadvertently
serves as a disincentive to share ratings and warn others by accusation.
Depending on the network density it is also not guaranteed to have at least
four witnesses of any event present, let alone four that report it. 

20.4.2.3 Type of Information. The original CONFIDANT used only neg-
ative information for the consideration for the reputation system. In the
enhanced version, as described in [5], positive information is also used to
discriminate between active nodes that misbehave sometimes and rarely
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active nodes that misbehave most of the time. We are thus interested in the
relative rate of misbehavior, not the absolute number of misbehavior inci-
dents. OCEAN also uses both positive and negative information for ratings
and chip counts. Path Rater and the context-aware detection only consider
negative information. 

20.4.2.4 Response. Except for Watchdog and Path Rater [15], all other
schemes here have a punishment component in their way of isolating
nodes, thus the isolation is twofold: misbehaved nodes are avoided in
routes and are denied cooperation when they request it. Not using misbe-
haved nodes, but allowing to be still used by them only increases the incen-
tive for misbehavior, because it results in power saving due to the decrease
in number of packets they have to forward for others. 

20.4.2.5 Redemption, Weighting of Time. CORE gives more weight to
the past behavior of a node and less to its current behavior. The rationale
behind this is that wrong observations or rare behavior changes should
not have too much influence on the reputation rating. This holds true only
under the assumption that the behavior of a node is constant over time.
CONFIDANT takes the opposite approach of discounting the past behavior.
This is to ensure that a node cannot leverage on its past good performance
with its misbehavior gone unpunished. It also ensures that the system is
able to react more quickly to changes of behavior. The other reputation
systems do not weight ratings according to time. 

Ratings are not only weighted to shift emphasis to the past or the
present, but also to add importance to certain kinds of observation. CON-
FIDANT gives the most weight to first-hand observations and less to
reported second-hand information. CORE also uses weights to distinguish
between types of observations. 

Path Rater, context-aware detection, and OCEAN do not weight ratings
according to time. 

Redemption has the purpose of mitigating misclassification of a node as
misbehaved, either by deceptive observation, spurious ratings, or a fault
in the reputation system. Another case that requires redemption is when a
node that has been correctly isolated as misbehaved should be allowed
back into the network because the root of its misbehavior has been
removed (e.g., a faulty node has been repaired, a compromised node has
been recaptured by its rightful user). 

CONFIDANT allows for redemption of misbehaved or misclassified
nodes by reputation fading (i.e., discounting the past behavior even in the
absence of testimonials and observations) and periodic reevaluation (i.e.,
checking from time to time whether the rating of a node is above or below
the acceptable threshold). Hence, even if a node has been isolated by all
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nodes, it can get back into the network eventually. Whether it then remains
in the network depends on its behavior. Because the ratings do not get
erased, but only discounted, the rating of the formerly misbehaved node is
still close to the threshold value and thus the reaction to renewed misbe-
havior is swift, resulting in earlier isolation than the misbehavior of a new
node. It is thus possible for a node to redeem itself, given that nodes have
each their own reputation belief, which is not necessarily shared by all the
others. Because their opinions can differ, a node is most probably not
excluded by all other nodes and can thus partially participate in the net-
work with the potential of showing its good behavior. Even if this is not the
case and the suspect is excluded by everyone it can redeem itself by means
of the reputation fading. 

In CORE, an isolated node should get redemption if it behaves well again,
but because it cannot prove itself when isolated, it remains isolated unless
there is a sufficient number of new nodes arriving in the network that have
no past experience with the isolated node. 

OCEAN, like the initial version of CONFIDANT, relies on a time-out of rep-
utation. The sudden lapse back into the network can pose a problem if sev-
eral nodes set the timer at roughly the same time. 

Path Rater and context-aware detection have no notion of redemption. 

20.4.2.6 Weighting of Second-Hand Information. The schemes that
use second-hand information have to administer trust of the witnesses
(i.e., the sources of second-hand information) to prevent blackmailing
attacks. The initial CONFIDANT weighted second-hand information accord-
ing to the trustworthiness of the source and by setting a threshold that had
to be exceeded before taking second-hand information into consideration.
Second-hand information had to come from more than one trusted source,
several partially trusted sources, or any combination thereof provided that
the trust times number exceeds the trust threshold. This adds a vulnera-
bility of trusting untrustworthy nodes. The notion of trust has been more
specifically defined in the enhanced version of CONFIDANT, where it means
a consistent good performance as a witness, measured as the compatibility
between first- and second-hand information. This dynamic assessment
allows it to keep track of trustworthiness and to react accordingly. If the
second-hand information is accepted, it still only has a small influence on
the reputation rating. More weight is given to its own direct observation. 

The other schemes have no trust management component. 

20.4.2.7 Detection. Reputation systems require a tangible object of
observation that can be categorized as good or bad. In online auction or
trading systems, this is the sale transaction with established and measur-
able criteria such as delivery or payment delay. For reputation systems on
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misbehavior in mobile ad hoc networks, the analogy to a transaction is not
straightforward due to the limited observability and detectability in a
mobile and, even more importantly, wireless environment. To detect mis-
behavior, which translates into being able to classify the behavior node as
regular (i.e., according to the protocol) or misbehaving (i.e., deviating from
the protocol), nodes promiscuously overhear the communications of their
neighbors. The component used for this kind of observation is called
Watchdog [15], Monitor [4], or Neighbor Watch [1]. 

The function most used to implement the detection component in the
proposed reputation systems is passive acknowledgment [13], where
nodes register whether their next-hop neighbor on a given route has
attempted to forward a packet. Assuming bidirectional links, a node can lis-
ten to the transmissions of a node that is within its own radio range. If
within a given time window a node hears a retransmission of a packet by
the next-hop neighbor it has sent the packet to previously, the behavior is
judged to be good. Note that this does not necessarily mean that the
packet has been transmitted successfully, because the observing node
cannot know what goes on outside of its radio range (e.g., there could still
be a collision on the far side of the next-hop neighbor). 

Several problems with Watchdogs have been identified in [15], such as
the difficulty of unambiguously detecting that a node does not forward
packets in the presence of collisions or in the case of limited transmission
power. 

In addition to a Watchdog-like observation, CORE nodes do not only rely
on promiscuous mode, but they can also judge the outcome of a request by
rating end-to-end connections [16]. 

CONFIDANT uses passive acknowledgment not only to verify whether a
node forwards packets, but also as a means to detect if a packet, e.g., a rout-
ing control message, has been illegitimately modified before forwarding. 

20.4.2.8 Identity. The question of identity is central to reputation sys-
tems. They ideally can assume three properties of identity — persistent,
unique, and distinct. The requirement to be persistent means that a node
cannot easily change its identity. One way of achieving this is by expensive
pseudonyms, another is to have a security module. Identity persistence is
desirable for reputation systems to enable them to gather the behavior his-
tory of a node. An identity is unique if no other node can use it and thus
impersonate another node. One way to ensure this is the use of crypto-
graphically generated unique identifiers, as proposed by Montenegro and
Castelluccia [18]. This property is needed to ensure that behavior
observed was indeed that of the node observed. The requirement of dis-
tinct identities is the target of the so-called Sybil attack analyzed by Dou-
ceur [9], where nodes generate several identities for themselves to be used
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at the same time. This property does not so much concern the reputation
system itself, because those identities that exhibit misbehavior will be
excluded, but other identities stemming from the same node will remain in
the network as long as they behave well. The Sybil attack can, however,
influence public opinion by having its rating considered more than once. In
the scenario where the mobile ad hoc network is not completely cut off the
Internet, we can make use of certification authorities. Examples for such a
scenario are publicly accessible wireless LANs with Internet connection.
The detection and isolation of misbehaved nodes as achieved by a distrib-
uted reputation system for mobile ad hoc networks are still necessary,
even in the presence of network operators. 

20.5 Conclusions

Mobile ad hoc routing and forwarding are vulnerable to misbehavior,
which can occur due to selfish, malicious, or faulty nodes. Solutions to the
problem of misbehavior have so far been classifiable into three main cate-
gories — payment systems, secure routing, and detection and reputation
systems. Payment systems target selfish misbehavior by providing eco-
nomic incentives for cooperation. Secure routing proposals aim at the pre-
vention of malicious misbehavior. Self-policing systems that consist of
detection, reputation, and response components target at the isolation of
misbehaved nodes regardless of the reason for misbehavior. None of these
solution approaches alone can do prevention, detection, and response. A
combination, however, for example of self-policing systems with secure
routing can be beneficial to obtain a prevention mechanism along with the
advantage of detecting selfish and faulty misbehavior and providing an
adequate response.
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Chapter 21

Securing Mobile 
Ad Hoc Networks
Panagiotis Papadimitratos and Zygmunt J. Haas

Abstract 

The vision of nomadic computing with its ubiquitous access has stimu-
lated much interest in the mobile ad hoc networking (MANET) technology.
These infrastructureless, self-organized networks, which either operate
autonomously or as an extension to the wired networking infrastructure,
are expected to support new MANET-based applications. However, the pro-
liferation of this networking paradigm strongly depends on the availability
of security provisions, among other factors. The absence of infrastructure,
the nature of the envisioned applications, and the resource-constrained
environment pose some new challenges in securing the protocols in ad hoc
networking environments. The security requirements can differ signifi-
cantly from those for infrastructure-based networks and the provision of
security enhancements may take completely different directions as well. In
this chapter, we study the schemes proposed to secure mobile ad hoc net-
works. We explain the primary goals of security enhancements, shed light
on the commensurate challenges, survey the current literature on this
topic, and finally introduce our approach to this multifaceted and intrigu-
ing topic.

21.1 Introduction

Mobile ad hoc networks comprise freely roaming wireless nodes that coop-
eratively make up for the absence of fixed infrastructure; that is, the nodes
themselves support the network functionality. Nodes transiently associate
with peers that are within the radio connectivity range of their transceiv-
ers and implicitly agree to assist in provision of the basic network services.
These associations are dynamically created and torn down, often without
prior notice or the consent of the communicating parties. MANET technology
targets networks that can be rapidly deployed or formed in an arbitrary envi-
ronment to enable communications or to serve a common objective dictated
0-8493-1971-4/05/$0.00+$1.50
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by the supported application. Such networks can be highly heterogeneous,
with various types of equipment, usage, transmission, and mobility patterns.

Secure communication, an important aspect of any networking environ-
ment, becomes an especially significant challenge in ad hoc networks. This
is due to the particular characteristics of this new networking paradigm and
due to the fact that traditional security mechanisms may be inapplicable.

The absence of a central authority deprives the network of the adminis-
trative and management services that would otherwise greatly facilitate its
operation. MANET has to rely on continuous self-configuration, especially
because of the highly dynamic nature of the network. Problems such as
scheduling, address assignment, provision of naming services, and forma-
tion of network hierarchy cannot be solved by traditional centralized pro-
tocols. Instead, distributed operation is necessary in all aspects of network
control, including basic security-related operations, such as the validation
of node credentials. In the fully distributed and open environment of ad
hoc networking, the provision of such services may not only incur a high
overhead, but also provide additional opportunities for misbehaving
nodes to harm the network operation.

In general, nodes participate in a protocol execution as peers, which
implies that potentially any network node can abuse the protocol opera-
tion. As a result, it is fairly difficult to identify trustworthy and supportive
nodes based on the network interaction. Additionally, determining the pro-
tocol or network components that have to be safeguarded is far from
straightforward, something that makes the design of adequate security
countermeasures even more difficult.

Meanwhile, the practically invisible (or nonexistent) administrative or
domain boundaries make the enforcement of any security measures an
even more complex problem. Migrating nodes may face varying rules even
when they run the same application, as they move through different net-
work areas and become associated with different groups of nodes. Or, they
may lack the ground for the establishment of trust associations, that is, the
establishment of some type of a secret, so that cryptographic mechanisms
can be employed.

Below, we discuss in further detail the vulnerability of mobile ad hoc
networks, clarify how security goals may have to be modified, and explain
which types of solutions are plausible for different network instances.
Although the discussion throughout a great part of the chapter applies to
all types of ad hoc networks, it is important to realize that strictly not all
solutions can be applied in all ad hoc networking environments. Moreover,
it is necessary to emphasize the relative importance of addressing certain
security issues, which can be considered, to some extent, as prerequisites
458
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for solutions to other security problems. In the following sections, we
present the challenges posed by the MANET environment, survey the rele-
vant literature, identify the limitations of the proposed approaches, and
suggest directions for future solutions.

21.2 Security Goals

The overall problem of securing a distributed system comprises the secu-
rity of the networked environment and the security of each individual net-
work node. The latter issue is important due to the pervasive nature of
MANET, which does not allow us to assume that networked devices will
always be under the continuous control of their owners. As a result, the
physical security of the node becomes an important issue, leading to the
requirement of tamper-resistant nodes [24], if comprehensive security is to
be provided. However, security problems manifest themselves in a more
emphatic manner in a networked environment and especially in mobile ad
hoc networks. This is why in this work we focus on the network-related
security issues.

Security encompasses a number of attributes that have to be addressed
— availability, integrity, authentication, confidentiality, nonrepudiation,
and authorization. These goals, which are not MANET-specific only, call for
approaches that have to be adapted to the particular features of MANETs.

Availability ensures the survivability of network services despite misbe-
havior of network nodes; for instance, when nodes exhibit selfish behavior
or when denial-of-service (DoS) attacks are mounted. DoS attacks can be
launched at any layer of an ad hoc network. For example, an adversary
could use jamming to interfere with communication at the physical layer
or, at the network layer, it could disable the routing protocol operation, by
disrupting the route discovery procedure. Moreover, an adversary could
bring down high-level services. One such target is the key management ser-
vice, an essential service for implementation of any security framework.

Integrity guarantees that an in-transit message is not altered. A message
could be altered because of benign failures, such as radio propagation
impairments, or because of malicious attacks on the network. Integrity
viewed in the context of a specific connection, that is, the communication
of two or more nodes, can provide the assurance that no messages are
removed, replayed, reordered (if reordering would cause loss of informa-
tion), or unlawfully inserted.

Authentication enables a node to ensure the identity of the peer node
that it is communicating with. Without authentication, an adversary could
masquerade a node, possibly gain unauthorized access to resources and
sensitive information, and interfere with the operation of other nodes.
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Confidentiality ensures that certain information is never disclosed to
unauthorized entities. Confidentiality is required for the protection of sen-
sitive information, such as strategic or tactical military information. How-
ever, confidentiality is not restricted to user information only; routing
information may also need to remain confidential in certain cases. For
example, routing information might be valuable for an enemy to identify
and to locate targets on a battlefield.

Nonrepudiation ensures that the originator of a message cannot deny
having sent the message. Nonrepudiation is useful for detection and isola-
tion of compromised nodes. When node A receives an erroneous message
from node B, A can use this message to accuse B and convince other nodes
that B is compromised.

Finally, authorization establishes rules that define what each network
node is or is not allowed to do. In many cases, it is required to determine
which resources or information across the network a node can access.
This requirement can be the result of the network organization or the sup-
ported application when, for instance, a group of nodes or a service pro-
vider wishes to regulate the interaction with the rest of the network.
Another example could be when specific roles are attributed to nodes to
facilitate network operation.

The security of mobile ad hoc networks has additional dimensions, such
as privacy, correctness, reliability, and fault tolerance. In particular, the
resilience to failures, which in our context can be the result of malicious
acts, and the protection of the correct operation of the employed protocols
are of critical importance and should be considered in conjunction with
the security of the mobile ad hoc network.

21.3 Threats and Challenges

Mobile ad hoc networks are vulnerable to a wide range of active and pas-
sive attacks that can be launched relatively easily, because all communica-
tions take place over the wireless medium. In particular, wireless commu-
nication facilitates eavesdropping, especially because continuous
monitoring of the shared medium, referred to as promiscuous mode, is
required by many MANET protocols. Impersonation is another attack that
becomes more feasible in the wireless environment. Physical access to the
network is gained simply by transmitting with adequate power to reach
one or more nodes in proximity, which may have no means to distinguish
the transmission of an adversary from that of a legitimate source. Finally,
wireless transmissions can be intercepted. An adversary with sufficient
transmission power and knowledge of the physical and medium access
control layer mechanisms can obstruct its neighbors from gaining access
to the wireless medium.
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Assisted by these opportunities that wireless communication offers,
malicious nodes can meaningfully alter, discard, forge, inject, and replay
control and data traffic; generate floods of spurious messages; and, in gen-
eral, avoid complying with the employed protocols. The impact of such
malicious behavior can be severe, especially because the cooperation of
all network nodes provides for the functionality of the absent fixed infra-
structure. In particular, as part of the normal operation of the network,
nodes are transiently associated with a dynamically changing, over time,
subset of their peers; that is, the nodes within the range of their transceiv-
ers or the ones that provide routing information and implicitly agree to
relay their data packets. As a result, a malicious node can obstruct the
communications of potentially any node in the network, exactly because it
is entitled or even expected to assist in the network operation.

In addition, freely roaming nodes join and leave MANET subdomains
independently, possibly frequently, and without notice, making it difficult
in most cases to have a clear picture of the ad hoc network membership.
In other words, there may be no ground for an a priori classification of a
subset of nodes as trusted to support the network functionality. Trust may
only be developed over time, although trust relationships among nodes
may also change, when, for example, nodes in an ad hoc network dynami-
cally become affiliated with administrative domains. This is in contrast to
other mobile networking paradigms, such as Mobile IP or cellular tele-
phony, where nodes continue to belong to their administrative domain in
spite of mobility. Consequently, security solutions with static configuration
would not suffice, and the assumption that all nodes can be bootstrapped
with the credentials of all other nodes would be unrealistic for a wide range
of MANET instances.

From a slightly different point of view, it becomes apparent that nodes
cannot be easily classified as internal or external (i.e., nodes that belong to
the network or not): nodes that are expected to participate and be dedi-
cated to supporting a certain network operation and those that are not. In
other words, the absence of an infrastructure impedes the usual practice
of establishing a line of defense, separating nodes into trusted and not
trusted. As a result, attacks cannot be classified as internal or external
either, especially at the network layer. Of course, such a distinction could
be made at the application layer, where access to a service or participation
in its collaborative support may be allowed only to authorized nodes. In
the latter example, an attack from a compromised node within the group
(i.e., a group node under the control of an adversary) would be considered
an internal one.

The absence of a central entity makes the detection of attacks a difficult
problem, because highly dynamic large networks cannot be easily moni-
tored. Benign failures, such as transmission impairments, path breakages,
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and dropped packets, are a fairly common occurrence in mobile ad hoc
networks and, consequently, malicious failures will be more difficult to dis-
tinguish. This will be especially true for adversaries that vary their attack
pattern and misbehave intermittently against a set of their peers that also
changes over time. As a result, short-lived observations will not allow
detection of adversaries. Moreover, abnormal situations may occur fre-
quently because nodes behave in a selfish manner and do not always assist
the network functionality. It is noteworthy that such behavior may not be
malicious, but only necessary when, for example, a node shuts its trans-
ceiver down to preserve its battery.

Most of the currently considered MANET protocols [30] were not orig-
inally designed to deal with malicious behavior or other security threats.
Thus, they are easy to abuse. Incorrect routing information can be
injected by malicious nodes that respond with or advertise nonexistent
or stale routes and links. In addition, compromised routes (i.e., routes
that are not free of malicious nodes), may be repeatedly chosen with the
encouragement provided by the malicious nodes themselves. The result
is that pairs of communicating end nodes will experience DoS and may
have to rely on cycles of time-out and new route discovery to find opera-
tional routes, with successive query broadcasts imposing additional
overhead. Or even worse, the end nodes may be easily deceived for some
period of time that the data flow is undisrupted, although no actual com-
munication takes place. For example, an adversary may drop a route
error message, hiding a route breakage, or forge network and transport
layer acknowledgments.

Finally, mobile or nomadic hosts have limited computational capabili-
ties, due to constraints stemming from the nature of the envisioned
MANET applications. Expensive cryptographic operations, especially if
they have to be performed for each packet and over each link of the tra-
versed path, make such schemes implausible for the vast majority of
mobile devices. Cryptographic algorithms may require significant compu-
tation delays, which in some cases would range from one to several sec-
onds for low-end devices [5, 11]. These delays, imposed, for example, by
the generation or verification of a single digital signature, affect the data
rate of secure communication. More important, mobile devices could
become targets of DoS attacks due to their limited computational
resources. An adversary could generate bogus packets, forcing the device
to consume a substantial portion of its resources. Even worse, a malicious
node with valid credentials could frequently generate control traffic, such
as route queries, at a high rate not only to consume bandwidth, but also to
impose cumbersome cryptographic operations on a sizable portion of the
network nodes.
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21.4 Trust Management

The use of cryptographic techniques is necessary for the provision of any
type of security services; mobile ad hoc networks are not an exception to
this rule. The definition and the mechanisms for security policies, creden-
tials, and trust relationships (i.e., the components of what is collectively
identified as trust management) are a prerequisite for any security scheme.
A large number of solutions have been presented in the literature for dis-
tributed systems, but they cannot be readily transplanted into the MANET
context, because they rely on the existence of a network hierarchy and a
central entity. Envisioned applications for the ad hoc networking environ-
ment may require a completely different notion of establishing a trust rela-
tionship, although the network operation may impose additional obstacles
to the effective implementation of such solutions.

For small-scale networks, of the size of a personal or home network,
trust can be established in a truly ad hoc manner, because relationships
can be static and sporadically reconfigured manually. In such an environ-
ment, the owner of a number of devices or appliances can imprint them,
that is, distribute their credentials along with a set of rules that determine
the allowed interaction with and between devices [24]. The proposed secu-
rity policy follows a master–slave model, with the master device being
responsible for reconfiguring slave devices, issuing commands, or retriev-
ing data. The return to the initial state can be performed only by the master
device or by some trusted key escrow service.

This model naturally lends itself to represent personal area networking,
in particular network instances such as Bluetooth® wireless technology
[4], in the sense that within a piconet, the interactions between nodes can
be determined by the security policy. The model can be extended by allow-
ing partial control or access rights to be delegated, so that the secure inter-
action of devices becomes more flexible [25]. However, if the control over
a node can be delegated, the new master should be prevented from eradi-
cating prior associations and assuming full control of the node.

A more flexible configuration, independent of initial bindings, can be
useful when a group of people wish to form a collaborative computing envi-
ronment [9]. In such a scenario, the problem of establishing a trust rela-
tionship can be solved by a secure key agreement, so that any two or more
devices are able to communicate securely. The mutual trust among users
allows them to share or establish a password using an offline secure chan-
nel or perform a preauthentication step through a localized channel [1].
Then, they can execute a password-based authenticated key exchange
over the nonsecure wireless medium. Schemes that derive a shared sym-
metric key could use a two- or a multiparty version of the password
authenticated Diffie–Hellman key-exchange algorithm [3].
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Human judgment and intervention can greatly facilitate the establish-
ment of spontaneous connectivity among devices. Users can select a
shared password or manually configure the security bindings between
devices, as seen above. Furthermore, they could assess subjectively the
security of their physical and networking environment and then proceed
accordingly. However, human assistance may be impossible for the envi-
sioned MANET environment with nodes acting as mobile routers, even
though the distinction between an end device and a router may be only log-
ical, with nodes assuming both roles. Frequently, the sole requirement for
two transiently associated devices will be to mutually assist each other in
the provision of basic networking services, such as route discovery and
data forwarding. This could be so because mobile nodes do not necessarily
pursue collectively a common goal. As a result, the users of the devices
may have no means to establish a trust relationship in the absence of a
prior context.

However, there is no reason to believe that a more general trust model
would not be required in the MANET context. For instance, a node joining
a domain may have to present its credentials to access an available service
and, at the same time, authenticate the service itself. Similarly, two network
nodes may wish to employ a secure mode of multi-hop communication and
verify each other’s identity. Clearly, support for such types of secure interac-
tion, either at the network or at the application layer, will be needed.

A public key cryptosystem can be a solution, with each node bound to
a pair of keys, one publicly known and one private. However, the deploy-
ment of a public key infrastructure (PKI) requires the existence of a certifi-
cation authority (CA), a trusted third party responsible for certifying the
binding between nodes and public keys. The use of a single point of service
for key management can be a problem in the MANET context, especially
because such a service should always remain available. It is possible that
network partitions or congested links close to the CA server, although they
may be transient, could cause significant delays in getting a response.
Moreover, in the presence of adversaries, access to the CA may be
obstructed or the resources of the CA node may be exhausted by a DoS
attack. One approach is not to rely on a CA and thus abolish all the advan-
tages of such a facility. Another approach is to institute the CA in a way that
answers the particular challenges of the MANET environment.

The former approach can be based on the bootstrapping of all network
nodes with the credentials of every other node. However, such an assump-
tion would dramatically narrow the scope of ad hoc networking, because it
can be applied only to short-lived mission-oriented, and thus, closed net-
works. An additional limitation may stem from the need to ensure a suffi-
cient level of security, which implies that certificates should be refreshed
from time to time, requiring, again, the presence of a CA.
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Alternatively, it has been suggested that users certify the public keys of
other users. One such scheme proposes that any group of K nodes may
provide a certificate to a requesting node. Such a node broadcasts the
request to its one-hop neighborhood, each neighbor provides a partial cer-
tificate, and if sufficient K such certificates are collected, the node acquires
the complete certificate [14, 29]. Another scheme proposes that each node
select a number of certificates to store, so that, when a node wants the
public key of one of its peers, the two certificate repositories are merged,
and if a chain of certificates is discovered, the public key is obtained [13].

The solution of a key management facility that meets the requirement of
the MANET environment has been proposed in [29]. To do so, the pro-
posed instantiation of the public key infrastructure provides increased
availability and fault tolerance. The distributed instantiation of the CA is
equipped with a private/public key pair. All network nodes know the public
key of the CA and trust all certificates signed by the CA’s private key. Nodes
that wish to establish secure communication with a destination query the
CA and retrieve the required certificate, thus being able to authenticate the
other end and establish a secret shared key for improved efficiency. Simi-
larly, nodes can request an update from the CA (i.e., change their own pub-
lic key and acquire a certificate for the new key).

The distributed CA is instantiated by a set of nodes (servers), as shown in
Figure 21.1, for enhanced availability. However, this is not done through naïve
replication, which would increase the vulnerability of the system, because
the compromise of a single replica would be sufficient for the adversary to
control the CA. Instead, the trust is distributed among a set of nodes that
share the key management responsibility. In particular, each of the n servers
has its own pair of public/private keys and they collectively share the ability
to sign certificates. This is achieved with the use of threshold cryptography,

Figure 21.1. Configuration of a Key Management Service Comprising n Servers
The service, as a whole, has a public/private key pair K/k. The public key K is 
known to all nodes in the network, whereas the private key k is divided into n 
shares s1, s2, … , sn, with one share for each server. Moreover, each server has a 
public/private key pair Ki /ki and knows the public keys of all nodes. 
(Source: L. Zhou and Z.J. Haas, Securing Ad Hoc Networks, IEEE Network Magazine, November/ 
December 1999. © 1999 IEEE) Used with permission.)
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which allows any t + 1 out of n parties to perform a cryptographic opera-
tion, although t parties cannot do so. To accomplish this, the private key of
the service, as a whole, is divided into n shares, with each of the servers
holding one share. When a signature has to be computed, each server uses
its share and generates a partial signature. All partial signatures are sub-
mitted to a combiner, a server with the special role to generate the certifi-
cate signature out of the collected partial signatures, as shown in Figure
21.2. This is possible only with at least t + 1 valid partial signatures.

The application of threshold cryptography provides protection from
compromised servers, because more than t servers have to be compro-
mised before it assumes control of the service. If fewer than t + 1 servers
are under the control of an adversary, the operation of the CA can con-
tinue, because purposefully invalid partial signatures, contributed by
rogue servers, will be detected. Moreover, the service provides the assur-
ance that the adversary will not be able to compromise enough servers
over a long period of time. This is done with the help of share refreshing, a
technique that allows the servers to calculate new shares from the old
ones without disclosing the private key of the service. The new shares are
independent from the older ones and cannot be combined with the old
shares in an attempt to recover the private key of the CA. As a result, to
compromise the system, all t + 1 shares have to be compromised within
one refresh period, which can be chosen appropriately short in order to

Figure 21.2. Calculation of a Threshold Signature
As an example, the service consists of three servers and uses a (3, 2) threshold 
cryptography scheme. K/k is the public/private key pair of the service and each 
server has a share si of the private key. To calculate the threshold signature on a 
message m, each server generates a partial signature PS(m, si) and correct server 
1 and server 3 forward their partial signatures to a combiner c. Even though server 
2 fails to submit a partial signature, c is able to generate the signature <m>k 
(m signed by the service private key k).
(Source: L. Zhou and Z.J. Haas, Securing Ad Hoc Networks, IEEE Network Magazine, November/ 
December 1999. © 1999 IEEE) Used with permission.)
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decrease vulnerability. The vulnerability can be decreased even further,
when a quorum of correct servers detects compromised or unavailable
servers and reconfigures the service. In other words, the quorum gener-
ates and distributes a new set of n shares, t + 1 of which need be combined
now to calculate a valid signature. It is noteworthy that the public/private
key pair of the service is not affected by share refreshing and reconfigura-
tion operations, which are transparent to all clients.

The threshold cryptography key management scheme can be adapted
further by selecting different configurations of the key management ser-
vice for different network instances. For example, the numbers of servers
can be selected according to the size or the rate of membership changes of
the network; for a large number of nodes within a large coverage area, the
number of servers should also be large, so that the responsiveness of the
service can be high. Nodes will tend to interact with the closest server,
which can be only a few hops away, or with the server that responds with
the least delay. Another possibility is to alternate among the servers within
easy reach of the client, something that can happen naturally in a dynami-
cally changing topology. This way, the load from queries and updates will
be balanced among different servers and the chances of congestion near
one of the servers will be reduced. At the same time, the storage require-
ments can be traded off for interserver communication, by storing at each
server a fraction of the entire database.

Additionally, the efficient operation of the CA can be enhanced when it
is combined with secure route discovery and data forwarding protocols.
Such protocols could, in fact, approximate the assumption of reliable links
between servers in [29] even in the presence of adversaries. In particular,
two of the protocols that will be discussed below — Secure Routing Proto-
col (SRP) and Secure Message Transmission (SMT) — lend themselves nat-
urally to this model. Any two servers can discover and maintain routes to
each other and forward service-related traffic, regardless of whether or not
intermediate nodes are trusted.

21.5 Secure Routing

The secure operation of the MANET routing protocol is of central impor-
tance because of the absence of a fixed infrastructure. Instead, nodes are
transiently associated and will cooperate with virtually any node, includ-
ing those that could potentially disrupt the route discovery and data for-
warding operations. In particular, the disruption of the route discovery
may be an effective means to systematically obstruct the flow of data.
Adversaries can respond with stale or corrupted route replies or broad-
cast forged control packets to obstruct the propagation of legitimate que-
ries and routing updates.
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However, the usual practice for securing Internet routing protocols [19]
cannot be applied in the MANET context. The schemes proposed to secure
Internet routing rely mainly on the existence of a line of defense, separating
the fixed routing infrastructure from all other network entities. This is
achieved by distributing a set of public keys/certificates, which signify the
authority of the router to act within the limits of the employed protocol
(e.g., advertise certain routes) and allow all routing data exchanges to be
authenticated, not repudiated, and protected from tampering. However,
such approaches cannot combat a malicious router disseminating incor-
rect topological information. More importantly, they are not applicable in
the MANET context because of impediments such as the absence of a fixed
infrastructure and a central entity.

Although the appropriate design could provide increased assurances of
the availability of an online CA, the requirement to authenticate all nodes
assisting the route discovery and data communication may not be practi-
cal. The interaction with the CA could become a limiting factor, because a
node would have to acquire and validate the credentials of all intermediate
network nodes along the discovered routes. Clearly, at least one route to
the server has to be discovered before the node can contact the node insti-
tuting the CA server. But the problem is that, in the presence of adversar-
ies, forged replies would still require the server’s response to be validated.
Another important limitation arises from the frequently changing topology
and network membership, which would incur frequent queries addressed
to the CA. In addition, congested links close to the server, although they
may be transient or intermittent, could result in significant delays or even
total failure to provide the certification services.

The protection of the route discovery process has been regarded as an
additional Quality-of-Service (QoS) issue [28], by choosing routes that sat-
isfy certain quantifiable security criteria. In particular, nodes in a MANET
subnet are classified into different trust and privilege levels. A node initiat-
ing a route discovery sets the sought security for the route, that is, the
required minimum trust level for nodes participating in the query/reply
propagation. Nodes at each trust level share symmetric encryption and
decryption keys. Intermediate nodes of different levels that cannot deter-
mine whether the required QoS parameter can be satisfied or decrypt
in-transit routing packets drop them. This scheme provides protection
(e.g., integrity) of the routing protocol traffic against adversaries outside a
specific trust level.

An extension of the Ad hoc On-Demand Distance Vector (AODV) [20] rout-
ing protocol has been proposed [10] to protect the routing protocol mes-
sages. The Secure-AODV scheme assumes that each node has the certified
468
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public keys of all network nodes, because intermediate nodes validate all
in-transit routing packets. The basic idea is that the originator of a control
message appends a RSA signature [23] and the last element of a hash chain
[15] (i.e., the result of n consecutive hash calculations of a random num-
ber). As the message traverses the network, intermediate nodes crypto-
graphically validate the signature and the hash value, generate the k-th ele-
ment of the hash chain, with k being the number of traversed hops, and
place it in the packet. Route replies are provided either by the destination
or by intermediate nodes that have an active route to the sought destination.

A second proposal to secure AODV makes use of public key cryptogra-
phy as well and operates in two stages — an end-to-end authentication and
an optional secure shortest path discovery [7]. First, a signed route
request propagates to the sought destination, which returns a signed
response to the querying node. At each hop, for either direction, the
receiving node validates the received control packet and forwards it after
signing it. At the second stage, a shortest path confirmation packet is sent
toward the destination, while now intermediate nodes sign the message in
an onion-like manner to disallow changes of the path length.

21.5.1 The Secure Routing Protocol

The SRP [17] for mobile ad hoc networks provides correct end-to-end rout-
ing information over an unknown, frequently changing network, in the
presence of malicious nodes. It is assumed that any two nodes that wish to
employ SRP have a security association (SA), such as a symmetric shared
secret key. Communication takes place over a broadcast medium and it is
assumed that malicious nodes, which may concurrently corrupt the route
discovery, cannot collude during a single route discovery. Moreover, we
assume that nodes have a single data link interface, with a one-to-one cor-
respondence between data link and IP addresses. Under these assump-
tions, the protocol is proven robust.

SRP provides one or more route replies, the correctness of which is ver-
ified by the route geometry itself, and compromised and invalid routing
information is discarded. The route request packets verifiably propagate
to the destination, and route replies are returned to the querying node
strictly over the reversed route, as accumulated in the route request
packet. To guarantee this crucially important functionality, SRP employs
an explicit interaction with the network layer (i.e., the IP-related function-
ality). Moreover, a number of novel features allow SRP to safeguard the
route discovery operation, as explained below.

21.5.1.1 The Neighbor Lookup Protocol. The Neighbor Lookup Proto-
col (NLP) is an integral part of SRP responsible for the following tasks: 
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1. It maintains a mapping of Media Access Control and IP layer
addresses of the node’s neighbors.

2. It identifies potential discrepancies, such as the use of multiple IP
addresses by a single data-link interface.

3. It measures the rates at which control packets are received from
each neighbor, by differentiating the traffic primarily based on Media
Access Control addresses. 

The measured rates of incoming control packets are provided to the rout-
ing protocol as well. This way control traffic originating from nodes that
selfishly or maliciously attempt to overload the network can be discarded.

Basically, NLP extracts and retains the 48-bit hardware source address
for each received (overheard) frame along with the encapsulated IP
address. This requires a simple modification of the device driver [27], so
that the data link address is passed up to the routing protocol with each
packet. With nodes operating in promiscuous mode, the extraction of such
pairs of addresses from all overheard packets leads to a reduction in the
use of the neighbor discovery and query/reply mechanisms for medium
access control address resolution. Each node updates its neighbor table by
retaining both addresses. The mappings between data-link and network
interface addresses are retained in a table as long as transmissions from
the corresponding neighboring nodes are overheard; a time-out period is
associated with each entry removed from the table upon expiration.

NLP issues a notification to SRP in the event that according to the con-
tent of a received packet: 

1. A neighbor used an IP address different from the address currently
recorded in the neighbor table.

2. Two neighbors used the same IP address (i.e., a packet appears to
originate from a node that may have spoofed an IP address).

3. A node uses the same medium access control address as the detect-
ing node (in that case, the data link address may be spoofed). 

Upon receiving the notification, the routing protocol discards the packet
bearing the address that violated the aforementioned policies.

Even without cryptographic validation, NLP thwarts adversaries from
presenting themselves at the routing layer as more than one node. This
would have been possible if different IP addresses were inserted in or used
as the source address of the control traffic the adversary relays or origi-
nates. However, the effectiveness of NLP relies on the fact that medium
access control addresses are either hardwired or may be changed only
with substantial latency. In the former case, NLP can provide strong assur-
ances; in the latter one, it will be a significant line of defense, deterring, for
example a malicious node from flooding the network with spurious traffic.
Moreover, NLP can use cryptography and establish pair-wise security
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associations (e.g., symmetric secret keys) among neighbors, so that nodes
can authenticate traffic received from their neighbors. In any case, we
should note that it is not of interest for SRP whether a relay node indeed
presented itself with its actual IP address, but whether the node partici-
pated in the discovery of the route.

21.5.1.2 The Basic Secure Route Discovery Procedure. The querying
node maintains a query sequence number, Qseq, for each destination it
securely communicates with. The monotonically increasing sequence
number allows the destination to detect outdated route requests. At the
same time, route requests are assigned a pseudorandom query identifier, QID,
which is used by intermediate nodes. QID is statistically indistinguishable
from a random number and thus unpredictable by an adversary with limited
computational power. As a result, broadcasted fabricated requests will fail to
cause subsequent legitimate queries to be dropped as previously seen, if, for
example, the forged packets carry a higher sequence number.

Both QID and Qseq are placed in the SRP header, along with a message
authentication code (MAC) that covers the shared key, KS,T , and the proto-
col header. Fields that are updated as the packet propagates toward the
destination, such as the accumulated addresses, are excluded from the
MAC calculation.

Nodes compare the last entry in the accumulated route to the IP data-
gram source address, which belongs to the neighboring node that relayed
the request. If there is a mismatch, or NLP provides a notification that the
relaying neighbor violated one of the enforced policies, the query is
dropped. Otherwise the QID and the source and destination addresses are
placed in the query table, so that previously seen queries are discarded.
Fresh route requests are rebroadcast, with intermediate nodes inserting
their IP address in the request packet.

The destination validates the integrity and freshness of queries originat-
ing from nodes it is securely associated with. It generates a number of
replies that does not exceed the number of its neighbors, so that a mali-
cious neighbor does not control more than one route. The reversed accu-
mulated route serves as the source route of the reply packet, which is iden-
tified by QID and Qseq. The appended MAC covers the SRP header,
including the source route. This way the source can be provided with evi-
dence that the request had reached the destination and, in conjunction
with the source route, that the reply was indeed returned along the reverse
of the discovered route.

As the reply propagates along the reverse route, each intermediate node
simply checks whether the source address of the route reply datagram is
the same as the one of its downstream node, as determined by the route
reply; if not, the reply is discarded. Ultimately, the source validates the
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reply by first checking whether it corresponds to a pending query. Then, it
is sufficient to validate the MAC, because the IP source-route already pro-
vides the (reversed) route itself.

21.5.1.3 Priority-Based Query Handling. To guarantee the responsive-
ness of the routing protocol, nodes maintain a priority ranking of their
neighbors according to the rate of queries observed by NLP. The highest
priority is assigned to the nodes generating (or relaying) requests with the
lowest rate and vice versa. Quanta are allocated proportionally to the pri-
orities and low-priority queries that are not serviced are eventually dis-
carded. Within each class, queries are serviced in a round robin manner.
Selfish or malicious nodes that broadcast requests at a very high rate are
throttled back, first by their immediate neighbors and then by nodes far-
ther from the source of potential misbehavior. Nonmalicious queries (i.e.,
queries originating from benign nodes that regulate in a nonselfish manner
the rate of query generation) will be affected only for a period equal to the
time it takes to update the priority (weight) assigned to a misbehaving
neighbor. In the mean time, the round robin servicing of requests provides
the assurance that benign requests will be relayed even amid a storm of
malicious or extraneous requests.

21.5.1.4 The Route Maintenance Procedure. The route-error packets
are source-routed to the end node along the prefix of the route that is being
reported as broken. The intermediate upstream nodes, with respect to the
point of breakage, check whether the source address of the route error dat-
agram is the same as the one of their downstream node as reported in the
broken route. Then, if there is no notification from NLP that the relaying
neighbor violated one of the enforced policies, they relay the packet
toward the source. In this case, NLP prevents an adversary that does not
belong to the route, but lies at a one-hop distance from it, from generating
an error message, because an inconsistency with the addresses already
used (during the route discovery) by the actual downstream neighbor will
be detected. 

The notified source compares the source-route of the error message to
the prefix of the corresponding active route. This way, it verifies that the
provided route error message refers to the actual route and that it is not
generated by a node that is not part of the route. The correctness of the
feedback (i.e., whether it reports an actual failure to forward a packet) can-
not be verified, though. As a result, a malicious node lying on a route can
mislead the source by corrupting error messages generated by another
node or by masking a dropped packet as a link failure. However, it can harm
only the route it belongs to, something that was possible in the first place
if it simply dropped or corrupted the data packets. To ensure that a non-
operational route is detected or to verify that a route remains operational,
472
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the source can utilize feedback from the trusted destination. This function-
ality can be provided by secure data communication protocols, such as the
Secure Message Transmission (SMT) protocol. We discuss this in Section
21.6.1, with route maintenance providing complementary information.

21.5.1.4 The SRP Extension. The basic operation of SRP can be
extended to allow for nodes other than the destination to provide route
replies. This would be possible only under additional trust assumptions,
when, for example, nodes sharing a common objective belong to the same
group and mutually trust all the group members. In particular, this could
be the case when all group members share a secret key.

Under this assumption, a querying node appends to each query an addi-
tional MAC calculated with the group key, which we call Intermediate Node
Reply Token (INRT). The functionality of SRP remains as described above,
with the following addition: each group member maintains the latest QID

seen from each of its peers and can thus validate both the freshness and
origin authenticity of queries generated from other group nodes.

If a node other than the sought destination receives such a valid query,
it can respond to the request if it has knowledge of a route to the destina-
tion in question. However, the correctness of such a route is conditional
upon the correctness of the second portion of the route, which is provided
by the intermediate node.

This functionality can be provided independently from and in parallel
with the one relying solely on the end-to-end security associations. For
example, it could be useful for frequent intragroup communication; any
two members can benefit from the assistance of their trusted peers, which
may already have useful routes.

21.6 Secure Data Forwarding

The frequent interaction with a CA and the frequent use of computationally
expensive cryptographic tools are restrictive assumptions, especially for
secure data-forwarding schemes. Such protocols must also take into
account the inherent limitations of the MANET paradigm, exploit its fea-
tures, and incorporate widely accepted and evaluated techniques to be
efficient and effective. The above SRP for mobile ad hoc networks satisfies
the above-stated goals.

However, SRP or any other underlying routing protocol cannot guarantee
that the nodes along a correctly discovered route will, indeed, relay the data
as expected. An adversary may misbehave in an intermittent manner (i.e.,
provide correct routing information during the route discovery stage and
later forge or corrupt data packets during the data-forwarding stage). This is
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exactly the function that is required by any secure data-forwarding protocol:
to secure the flow of data traffic in the presence of malicious nodes, after the
routes between the source and the destination have been discovered.

One of the solutions targeting the MANET environment proposes two
mechanisms that detect misbehaving nodes and report such events, by
maintaining a set of metrics reflecting the past behavior of other nodes
[16].

To alleviate the detrimental effects of packet dropping, nodes choose the
best route, comprised of relatively well-behaved nodes (i.e., nodes that do
not have a history of avoiding forwarding packets). Among the assump-
tions in the above-mentioned work are a shared medium, bidirectional
links, use of source routing (i.e., packets carry the entire route that
becomes known to all intermediate nodes), and no colluding malicious
nodes. Nodes operating in promiscuous mode overhear the transmissions
of their successors and may verify whether the packet was forwarded
intact to the downstream node. Upon detection of a misbehaving node, a
report is generated, and nodes update the rating of the reported misbehav-
ing node. The ratings of nodes along a well-behaved route are periodically
incremented, although reception of a misbehavior alert dramatically
decreases the nodes rating. When a new route is required, the source node
calculates a path metric equal to the average of the ratings of the nodes in
each of the route replies and selects the route with the highest metric.

A different approach is to provide incentive to nodes so that they com-
ply with protocol rules, i.e., properly relay user data. The concept of ficti-
tious currency is introduced in [6] to endogenize the behavior of the
assumed greedy nodes, which would forward packets in exchange for cur-
rency. Each intermediate node purchases from its predecessor the
received data packet and sells it to its successor along the path to the des-
tination. Eventually, the destination pays for the received packet. This
scheme assumes the existence of an overlaid geographic routing infra-
structure and a PKI. All nodes are preloaded with an amount of currency,
have unique identifiers, and are associated with a pair of private/public
keys. Finally, the cryptographic operations related to the currency trans-
fers are performed by a physically tamper-resistant module.

Another approach appropriate for MANET, which departs significantly
from the two above-mentioned schemes, is presented below. Low-cost
cryptography is used to protect the integrity and origin authenticity of
exchanged data, without placing any overhead at intermediate nodes.
Moreover, the feedback that determines the security of the chosen paths
originates only from trusted destinations, thus allowing safe inferences on
the quality of the paths. Finally, the reliability and fault tolerance of data
transmissions is enhanced significantly.
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21.6.1 Secure Message Transmission Protocol

The SMT protocol [18, 31] is a network-layer secure and fault-tolerant
data-forwarding scheme, tailored to the MANET characteristics. In short,
SMT is provided with routing information by a protocol such as SRP. This
allows SMT to determine a set of diverse paths connecting the source and
the destination, as shown in the example of Figure 21.3. Then, it introduces
limited transmission redundancy across the paths, by dispersing a mes-
sage into N pieces, so that successful reception of any M-out-of-N pieces
allows the reconstruction of the original message at the destination. Each
piece, transmitted over one path, is equipped with a cryptographic header
that provides origin authentication, integrity, and replay protection. Upon
reception of a number of pieces, the destination informs the source of
which pieces, and thus routes, were intact. To enhance the robustness of
the feedback mechanism, the small-sized acknowledgments, also pro-
tected by a cryptographic header, are maximally dispersed, so that suc-
cessful reception of one piece is sufficient. If less than M pieces of the mes-
sage were received, the source retransmits the remaining pieces over the
intact routes or in general the ones deemed as more secure. If too few
pieces were acknowledged or too many messages remain outstanding, the
protocol adapts its operation by determining a different path set, reencod-
ing undelivered messages, and reallocating pieces over the path set. Oth-
erwise, it proceeds with subsequent message transmissions.

SMT exploits MANET features such as the topological redundancies,
interoperates widely with accepted techniques such as on-demand route
discovery and source routing, relies on a security association only
between the source and the destination, and makes use of highly efficient
symmetric-key cryptography. Moreover, the routing decisions are made by
the querying node, based on the feedback that the destination and the under-
lying SRP provide. At the same time, no additional processing overhead is

Figure 21.3. SMT Protocol Uses Multiple Diverse Paths Connecting the Source 
and the Destination
In particular, the APS contains paths that have not been detected as failed, either 
due to path breakage or because of the presence of an adversary on the path.
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imposed on intermediate nodes, which do not perform any cryptographic
operation but simply relay the message pieces. However, the use of multi-
ple paths and the resultant greater number of nodes involved in the for-
warding of a single message can be admittedly considered as the price to
pay to achieve the sought robustness.

On the one hand, SMT’s robustness can be enhanced by the adaptation
of parameters such as the number of paths and the ratio of the numbers of
transmitted to required pieces, termed as the redundancy or dispersion
factor. On the other hand, in a low-risk environment with limited malicious
failures, the same parameters can be adjusted so that the imposed trans-
mission overhead is reduced to a level close to that of a single-path
scheme. An additional element that contributes to the flexibility of SMT is
that different algorithms can be implemented for the selection of the path
set, based on different metrics and interpretations of the network feed-
back. SMT can yield 100 percent successful message reception even in a
highly adverse environment, when, for example, 20 percent of the network
nodes are malicious, while keeping the message and computation over-
head low.

The two communicating end nodes make use of the Active Path Set
(APS), comprising diverse paths that are not deemed failed. The sender
invokes the underlying route discovery protocol, updates its network
topology view, and then determines the APS for a specific destination. This
model can be extended to multiple destinations, with one APS per destina-
tion. At the receiver’s side, the APS is used for the transmission of the feed-
back, but if links are not bidirectional, the destination will have to deter-
mine its own reverse APS.

The dispersion of messages, which is performed by the information dis-
persal algorithm (IDA) [22], is coupled to the APS characteristics through
an appropriate selection of the dispersion algorithm parameters. For
example, in low connectivity conditions (small number of disjoint paths),
the sender may increase the redundancy factor to provide increased assur-
ance and possibly low transmission delay. The adaptation of the protocol
is the result of the interplay among the following parameters:

• K, the (sought) cardinality of APS
• k, the S,T-connectivity, i.e., the maximum number of S,T node-disjoint

paths from the source (S) to the destination (T)
• r, the redundancy factor of the IDA encoding
• x, the maximum number of malicious nodes

Clearly, the condition for successful reception is x ≤ [K·(1 – r –1] which
demonstrates the coupling among choices of parameters.

In particular, K can be determined as a function of r, so that the proba-
bility of successful transmission is maximized. (Note that K is equal to N
opyright © 2005 by CRC Press



Securing Mobile Ad Hoc Networks

AU1971_C021.fm  Page 477  Monday, November 15, 2004  12:16 PM

C

477

when one message piece is allocated per path.) To do so, the source starts
by determining an APS of the k shortest, in number of hops, node disjoint
paths. Then, let PGOAL be the sought probability of successful reconstruc-
tion of a dispersed message. PGOAL can be provided from the application
layer and may correspond to the features of the supported application, for
example. Given PGOAL and k, the node calculates the required redundancy
factor, rGOAL, for a given or estimated fraction of present adversaries. The
source disperses outgoing messages with the redundancy value closest to
rGOAL, with M and N selected to minimize the transmission overhead.

Once dispersed, the message pieces are transmitted across APS. If N < k,
the node selects the N paths of the APS with the highest rating. If the
receiver cannot reconstruct the message, the source retransmits the
pieces that were not received, according to the feedback provided by the
destination. Message pieces are retransmitted by SMT a maximum number
of times, RetryMAX, which is a protocol selectable parameter. If all retrans-
missions fail, the message is discarded. This way, limited retransmissions
enhance the efficiency of SMT by alleviating the overhead from retransmit-
ting the entire amount of data while SMT promptly detects failures and
adapts its operation to remain effective and efficient (Figure 21.4).

The transmission of data is continuous over the APS, with retransmis-
sions placed at the head of the queue, upon reception of the feedback. The
continuous usage of the APS allows SMT to update quickly its assessment
on the quality of the paths. For each successful or failed piece, the rating
of the corresponding path is increased or decreased, respectively. When
the rating drops below a threshold, the path is discarded. The path rating
is also decreased slowly as time goes by to reduce the chance of using a
stale path. Moreover, the simultaneous routing over a number of paths, if
not the entire APS, provides the opportunity for low-cost probing of the
paths. In particular, the source can easily tolerate the loss of a piece that
was transmitted over a low-rated path.

Figure 21.4. APS with Three Paths
For an APS with three paths, the source can disperse each message into three piec-
es and transmit them across APS. The destination responds to each message Mk 
with an acknowledgment ACKk, notifying explicitly which pieces were received. 
This feedback allows the source to quickly update the rating of the APS paths and 
retransmit lost pieces across the operational paths if the message cannot be recon-
structed at the destination.
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21.7 Discussion

The fast development of mobile ad hoc networking technology over the
last few years, with satisfactory solutions to a number of technical prob-
lems, supports the vision of widely deployed mobile ad hoc networks with
self-organizing features and without the necessity of a preexisting infra-
structure. In this context, the secure operation of such infrastructureless
networks becomes a primary concern. Nevertheless, the provision of secu-
rity services is dependent on the characteristics of the supported applica-
tion and the networked environment, which may vary significantly. At one
extreme, we can think of a library or an Internet café, which provides
short-range wireless connectivity to patrons, without any access con-
straint other than the location of the mobile device. At the other extreme,
a military or public safety unit can make use of powerful mobile devices
capable of performing expensive cryptographic operations. Such devices
would communicate only with other trusted devices.

Between these two ends of the spectrum, a multitude of MANET
instances will provide different services, assume different modes of inter-
action and trust models, and admit solutions such as the ones surveyed
above. Moreover, it is probable that instead of a clear-cut distinction
among network instances, devices and users with various security require-
ments will coexist in a large, open, frequently changing ubiquitous net-
work.

In this context, an important related issue is the IP addressing scheme
employed in the MANET environment. The common assumption that node
credentials (e.g., certificates) are bound to IP addresses may need to be
revisited, because one can imagine that roaming nodes will join MANET
subdomains and IP addresses will be assigned dynamically (e.g., DHCP [8]
or IPv6 auto-configuration [26]) or even randomly (e.g., Zero-Configuration
[12]).

A type of ad hoc network with particular requirements is a sensor net-
work, which requires multi-hop communication throughout a network of
hundreds or even thousands of nodes, with relatively infrequent topologi-
cal changes. It is expected that a single organization will undertake the
deployment and administration of these networks. Moreover, sensing
devices have limited computational capabilities, network transmission
rates are relatively low, and communications are mostly data driven. These
requirements may affect, in different ways, the design of security measures
for sensor networks, as demonstrated by the schemes proposed in the lit-
erature.

One of the proposals to secure sensor networks provides a protocol for
data authentication, integrity, and freshness and a lightweight implementa-
478
opyright © 2005 by CRC Press



Securing Mobile Ad Hoc Networks

AU1971_C021.fm  Page 479  Monday, November 15, 2004  12:16 PM

C

479

tion of an authenticated broadcast protocol [21]. The scheme targets a
restricted, infrastructure-oriented environment, with a trusted central
entity instituted by a set of base stations. Sensor nodes communicate only
with a base station, which broadcasts messages toward the sensors. The
base station and all nodes initially possess a symmetric encryption and
authentication key, which secures the exchanged traffic, and later, the base
station periodically broadcasts the key that was used to authenticate
transmissions during the last period.

An approach that has similarities but targets a more general setting pro-
poses a key management scheme for sensor networks [2]. The focus is on
resource-constrained large sensor networks, comprising nodes that are
assumed tamper-resistant and equipped with a secret group key. Similarly
to the previous scheme, the use of symmetric key cryptography is pro-
posed as the only feasible, low-cost solution. However, frequent rekeying
(i.e., periodic regeneration of the single key that is used to encrypt all data
transmitted by sensors) is proposed to protect it from possible compro-
mise. To make this reconfiguration operation efficient, the sensors are
organized into clusters with a two-hop diameter and clusterheads are
elected and form a backbone. Then, from a subset of the backbone, a ran-
domly elected node generates the new key.

The simplified trust models of sensor networks, which, nonetheless,
lead to efficient solutions, may not necessarily be usable in other ad hoc
networking instances. The circumstantial coexistence of disparate nodes
or the requirement of fine-grained trust relationships call for solutions that
can adapt to specific contexts and support the corresponding application.
However, although the requirements of the application are expected to dic-
tate the characteristics of the required security mechanisms, some
aspects of security, such as confidentiality, may not be different at all in the
MANET context. Instead, the greatest challenge is to safeguard the basic
network operation.

In particular, the securing of the network topology discovery and data
forwarding is a prerequisite for the secure operation of mobile ad hoc net-
works in any adverse environment. Furthermore, the protection of the
functionality of the networking protocols will be in many cases orthogonal
to the security requirements and the security services provided at the
application layer. For example, a transaction can be secured when the two
communicating end nodes execute a cryptographic protocol based on
established mutual trust, with the adversary being practically unable to
attack the protocol. But this does not imply that the nodes are secure
against denial of service attacks; the adversary can still abuse the network
protocols, and in fact, do it with little effort compared to the effort needed
to compromise the cryptographic protocol.
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The self-organizing networking infrastructure has to be protected
against misbehaving nodes, with the use of low-cost cryptographic tools,
under the least restrictive trust assumptions. Moreover, the overhead
stemming from such security measures should be imposed mostly, if not
entirely, on nodes that communicate in a secure manner and that directly
benefit from these security measures. Furthermore, we believe that the
salient MANET features and the unique operational requirements of these
networks call for security mechanisms that are primarily present at, and
closely interwoven with, the network-layer operation, to realize the full
potential of this promising new technology.
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Chapter 22

Ad Hoc Network 
Security 
Hao Yang, Haiyun Luo, Jiejun Kong, Fan Ye, 
Petros Zerfos, Songwu Lu, and Lixia Zhang 

Abstract

Security is a basic requirement for mobile ad hoc networks (MANETs) in
order for users to perform protected peer-to-peer communication over
multi-hop wireless channel. Depending on the application context, a user
may desire various security services such as confidentiality, authentica-
tion, integrity, nonrepudiation, and access control. As a basis to support
these services, the functionality of a MANET to deliver data bits from one
node to another must be protected at the first place. Unlike wired networks
that have dedicated routers, MANET has no infrastructure support; each
mobile node may function as a router and forward packets for other nodes.
The wireless medium is open and incurs far more dynamics than in wired
networks. These characteristics present a set of unique challenges to
secure a MANET: 

• No clear line of defense — MANET does not offer a clear line of
defense. There is no well-defined place/infrastructure where we may
deploy a single security solution. Moreover, the wireless channel is
accessible to both legitimate users and malicious attackers. The
boundary that separates the inside network from the outside world
becomes blurred. 

• Resource constraints — the wireless channel is bandwidth con-
strained and shared among multiple networking entities. The com-
putation and energy resources of a mobile node are also constrained.
For example, although some devices, such as notebook computers,
may be capable of performing computation-intensive tasks, other
low-end devices, such as personal digital assistants (PDAs), may
have limited computation capability and energy supply. 
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• Network dynamics — the topology of MANETs is highly dynamic as
nodes freely roam in the network, join or leave the network on their
own will, and fail occasionally. The wireless channel is also subject
to interferences and errors, exhibiting volatile characteristics in
terms of bandwidth and delay. Despite such dynamics, mobile users
roaming in the network may request for anytime, anywhere security
services. 

• Device compromise or theft — portable devices, as well as the
system security information they store, are vulnerable to compro-
mises, especially for those low-end devices with weak protection.
These subverted nodes may further pose as the weakest link in the
system and incur the domino effect for security breaches. 

Security solutions for MANET have to meet the following design goals
while addressing the above mentioned challenges: 

• Comprehensive protection — the solution should thwart threats
from both outsiders, which launch attacks on the wireless channel
and network topology, and insiders, which sneak into the system
through compromised or stolen devices and gain access to certain
system knowledge. 

• Efficiency — the solution should be efficient in terms of communi-
cation overhead and energy consumption and computationally
affordable by a portable networking device. 

• Scalability — the design should scale well to a large number of nodes
in terms of state maintenance complexity, packet exchange amount,
etc. 

• Robustness — the design should adapt well to channel errors and
network dynamics due to node mobility, arrival, departure, failure,
etc. 

• Availability — the security service should be highly available to
network nodes at any time and at any place. 

In this chapter, we survey the state-the-art solutions for securing a
MANET. We describe the main designs of these solutions, critique their
strength and limitations, and identify a few new directions for future
research. The rest of the chapter is organized as follows:

• Section 22.1 provides an overview. 
• Section 22.2 discusses the link-layer security solutions that ensure

one-hop connectivity. 
• Section 22.3 describes the proactive and reactive approaches to

securing routing protocols and packet forwarding operations. 
• Section 22.4 further describes solutions for key management, a crit-

ical supporting subsystem. 
• Section 22.5 identifies possible future directions. 
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22.1 Overview

To fulfill the main functionality of delivering bits between two communicat-
ing nodes, a MANET must provide network connectivity over potentially
multi-hop wireless channels through the following two steps: 

1. Ensure one-hop connectivity between a node and its neighbors,
typically through link-layer protocols (e.g., wireless Media Access
Control [MAC])

2. Extend connectivity to multiple hops through network-layer routing
and data forwarding-protocols (e.g., ad hoc routing) 

Accordingly, current MANET security proposals can be roughly catego-
rized as link-layer solutions and network-layer solutions. Both types are
required for the ultimate solution to protect the whole system. 

The MANET link layer, specifically the de facto standard IEEE® 802.11,
assumes cooperation among neighboring nodes for channel contention
and reservation, which is not true in a malicious environment. An attacker
that does not follow the rules can launch DoS attacks and deny wireless
channel access to its neighbors or selectively jam the channel. Implement-
ing and enforcing a fair MAC protocol is a necessary, but not sufficient, con-
dition to solve this problem. The built-in security mechanism Wired Equiv-
alent Privacy (WEP) protocol in 802.11 is also vulnerable to a number of
sophisticated attacks due to its misuse of cryptographic algorithms.
Recent research efforts such as 802.11i/WPA and robust security network/
AES counter mode with CBC-MAC protocol (RSN/AES-CCMP) [17] have
mended most such loopholes. 

The network-layer security solutions protect the network-layer func-
tionality of MANET (i.e., routing and packet forwarding). They seek to
ensure that the routing information exchanged between nodes is consis-
tent with the protocol specification and that the data packet forwarding
behavior of each node is consistent with its routing states. Based on their
perspectives in tackling the problem, the existing solutions can be classi-
fied into proactive and reactive approach. The proactive approach
attempts to thwart security threats at the first place, typically using vari-
ous cryptographic techniques. However, the reactive approach seeks to
detect threats a posteriori and react accordingly. Each approach has its
own merits and is suitable for different subproblems in this domain. For
example, most secure routing protocols adopt the proactive approach to
secure routing messages and the reactive approach is widely used to pro-
tect the packet forwarding operations. 

Due to the absence of a clear line of defense, a complete security solu-
tion for MANETs should integrate both proactive and reactive approaches
and encompass all three components of prevention, detection, and reaction.
485
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The prevention component deters the attacker by significantly increasing
the difficulty to penetrate the system. However, the history of security has
clearly shown that a completely intrusion-free system is infeasible, no mat-
ter how carefully the prevention mechanisms are designed. This is espe-
cially true in MANET, because mobile devices are prone to compromise or
physical capture. Therefore, the detection and reaction components,
which discover the occasional intrusions and take reactions to avoid per-
sistent adverse effects, are indispensable for the security solutions to
operate in the presence of limited intrusions. 

In the MANET context, the prevention component is mainly achieved by
secure ad hoc routing protocols that prevent the attacker from installing
incorrect routing states at other nodes. These protocols enhance current
ad hoc routing protocols such as Dynamic Source Routing (DSR), Ad Hoc
On-Demand Distance Vector (AODV), and Destination-Sequenced Dis-
tance-Vector (DSDV), and employ cryptographic primitives (e.g., HMAC,
digital signature, hash chain) to authenticate the routing messages. The
detection component discovers ongoing attacks through identification of
abnormal behavior exhibited by the attacker. Such misbehaviors can be
detected by the neighboring nodes through overhearing the channel and
reaching collaborative consensus. Once the attacker has been detected,
the reaction component makes adjustments in routing and forwarding
operations, ranging from avoiding the node in route selection to collec-
tively excluding the node from the network.

22.2 Link-Layer Security

The link-layer security solutions protect one-hop connectivity between
neighboring nodes. Here we focus on the security concerns of 802.11, the
de facto standard MAC protocol for MANETs. 

22.2.1 802.11 MAC Vulnerabilities

The 802.11 DCF mode uses Carrier Sense Multiple Access (CSMA) with colli-
sion avoidance (CSMA/CA) to arbitrate wireless medium access among mul-
tiple local transmitters. Before data transmission, a sender must reserve the
channel by broadcasting a request to send (RTS) frame, and only the
intended unicast receiver replies with a clear to send (CTS) frame. Any coop-
erative node overhearing either frame defers transmission based on the
channel reserve duration information (NAV) contained in RTS/CTS frames. 

One basic assumption of such operations is that all neighbors are coop-
erative. This is unfortunately not true in a hostile environment. The adver-
sarial nodes can exploit this loophole to deny channel access to their
neighbors. In the denial-of-service (DoS) attack described in [25], a malicious
neighbor of either the sender or the receiver can intentionally introduce 1-bit
error into a victim’s link-layer frame by wireless interference. The corrupted
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frame has to be discarded by the receiver upon error detection. Because the
adversary knows the transmission duration based on the NAV field, it only
needs to transmit a few bits to disrupt a legitimate frame of thousands or
even tens of thousands of bits. Thus the power consumption battle favors
the adversary side rather than the legitimate side. Continuous attacks on
a link can cause the channel goodput degrades to zero and disconnect all
multi-hop connections going through this link. Even worse, by deploying a
limited number of nodes at the right locations, the adversary can disable
critical links and partition the network. 

The attacker can also exploit the binary exponential back-off scheme of
802.11 to launch DoS attacks [11, 21]. Because the last winner is always
favored among the local contending node set, a continuously transmitting
node can always capture the channel and cause other nodes to back off
again and again. Moreover, the back-offs at the link layer can incur a chain
reaction in upper layer protocols using back-off schemes (e.g., Transmis-
sion Control Protocol [TCP]’s window management). Gupta et al. [11] use
simulations to show that implementing a fair MAC protocol is a necessary,
but not sufficient means to solving the problem. Ensuring fairness only at
link layer is not the final answer to the problem. A more robust MAC proto-
col with fairness guarantees is demanded to secure the link-layer opera-
tions in MANET. 

22.2.2 802.11 WEP Vulnerabilities

It is well-known that 802.11 WEP [16] is vulnerable to attacks of two cate-
gories: 

1. Message privacy and message integrity attacks [4]. These attacks
are based on various mechanisms like short IV, linear CRC-32 check-
sum, and key stream recovery by known plaintext attacks. 

2. Probabilistic cipher key recovery attacks such as Fluhrer–Man-
tin–Shamir attack [31]. These attacks are based on the fact that the
initial output in the RC4 key stream is disproportionately affected
by a small number of key bits, especially the prefix and postfix parts
of the key [9]. 

Fortunately, the recently proposed 802.11i/WPA [17] has mended all
obvious loopholes in WEP. Future countermeasures like RSN/AES-CCMP
[17] are also being developed to improve the strength of wireless security.
We do not provide more details here because these cryptographic prob-
lems are not unique to ad hoc networks and have been extensively studied
in the context of wireless LANs. 

22.3 Network Layer Security

The network-layer security designs for MANET are concerned with protecting
both routing and packet forwarding operations. The secure ad hoc routing
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protocols take the proactive approach and prevent the attacker from poi-
soning the routing states at other nodes, typically through authentication
of routing messages exchanged between nodes. On the other hand, the
packet forwarding operations are protected by the reactive approach that
detects and reacts to ongoing attacks. Before we introduce these security
solutions, we first describe the trade-off behind different cryptographic
primitives for message authentication, the essential component in any
security design. 

22.3.1 Message Authentication Primitives

There are three cryptographic primitives widely used for authenticating
the content of messages exchanged among nodes. 

1. HMAC1 — message authentication codes. If two nodes share a secret
symmetric key K, they can efficiently generate and verify a message
authenticator hK(·) using a cryptographic one-way hash function h.
The computation is efficient, even affordable by low-end devices
such as small sensor nodes [32]. However, an HMAC can be verified
by only the intended receiver, making it unappealing for broadcast
message authentication. Besides, establishing the secret key
between any two nodes is a nontrivial problem. If a pairwise shared
key is used, a total number of (n·(n–1))/2 keys have to be maintained
in a network with n nodes. Secure Routing Protocol (SRP) for DSR
[27] takes this approach with pairwise shared keys. 

2. Digital signature — digital signature is based on asymmetric key
cryptography (e.g., RSA), which involves much more computation
overhead in signing/decrypting and verifying/encrypting operations.
It is less DoS resilient because an attacker may feed a victim node
with a large number of bogus signatures to exhaust the victim’s
computation resource for verifying them. Each node also needs to
keep a certificate revocation list (CRL) of the revoked certificates.
However, one signature can be verified by any node given that it
knows the public key of the signing node. This makes digital signa-
ture scalable to large numbers of receivers. Only a total number of
n public/private key pairs need to be maintained in a network of n
nodes. Secure AODV (SAODV) [35] and Authenticated Routing for
Ad hoc Networks (ARAN) [7] take the digital signature approach. 

3. One-way HMAC key chain — many cryptographic one-way functions
exist such that given the output f(x), it is computationally infeasible
to find the input x. By applying f(·) repeatedly on an initial input x,
one can obtain a chain of outputs fi(x). These outputs can be used
in the reverse order of generation to authenticate messages: a mes-
sage with an HMAC using fi(x) as the key is proven to be authentic
when the sender reveals fi - 1(x). Commonly used are one-way hash
chains [30]. Secure Efficient Distance (SEAD) protocol for DSDV [12],
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Ariadne for DSR [13], and packet leashes [14] for wormhole attacks
all take this approach. 

The computation involved in one-way key chain based authenti-
cation is lightweight and one authenticator can be verified by large
numbers of receivers. However, these benefits come with certain
costs. First, hash-chain-based authentication requires clock synchro-
nization at granularities that may need special hardware support.
Second, receivers need to buffer a message to verify them when the
key is revealed. The delay in the verification of routing messages
may greatly decrease the responsiveness of the routing protocol. If
immediate authentication is desired, tight clock synchronization and
large storage are necessary (e.g., TESLA with instant key disclosure
(TIK) [14]). Third, the release of the key involves a second round of
communication. The timer has to be carefully gauged according to
the specific context. Finally, the storage of the hash chain is non-
trivial for long chains, as required in the scenarios with large rekey-
ing intervals. 

22.3.2 Proactive Approach to Secure Ad Hoc Routing

Using the cryptographic authentication primitives, mobile nodes can pro-
actively sign their routing and data messages so that other collaborative
nodes are able to efficiently differentiate legitimate traffic from external
outsiders’ unauthenticated packets. However, an authenticated node may
be compromised and controlled by an attacker. We have to further ensure
proper compliance with the routing protocols, even for an authenticated
node. In the following, we describe how different types of routing protocols
are secured. 

22.3.2.1 Source Routing. For MANET source routing protocols such as
DSR, the main challenge is to ensure that each intermediate node cannot
remove existing nodes from or add extra nodes to the route. The basic
technique is to attach a per hop authenticator for the source routing for-
warder list so that any altering of the list can be immediately detected (or
after the key is disclosed for HMAC key chain-based authentication). 

A secure extension of DSR is Ariadne [13]. It uses one-way HMAC key
chain (i.e., Timed Efficient Stream Loss-tolerant Authentication [TESLA])
for the purpose of message authentication. By key management and distri-
bution, a receiver is assumed to possess the last released key of the
sender’s TESLA key chain. Take the following example as an illustration.
Source node S using source routing to connect to the destination D through
three intermediate node A, node B, and node C. The protocol will establish
a hash chain at the destination 

H C H B H A HMAC S DKSD
( , ( , ( , ( , ))))
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where HMACKSD(M) denotes message M’s HMAC code generated by a key
shared between S and D. The well-known one-way hash function H authen-
ticates the contents in the chain and HMACKSD(S,D) authenticates the
source–destination relation. The propagation of the route request (RREQ)
and route reply (RREP) messages is described below, where ∗ denotes a
local broadcast and HMACKX

 (·) denotes HMAC code generated on node X.

At the destination, D can compute mS because information of pS is con-
tained in pC. D dynamically computes hC’s value according to the explicit
node list embedded in pC, then compares this hC to the one embedded in pC

for forgery detection. At RREP phase, there is no need to generate sepa-
rated authentication code for every RREP packet. By trapdoor commit-
ment, any forwarder X already committed the one-way function output
mX = HMACKX

(·) at RREQ phase, then at RREP phase the commitment
mX→KX is fulfilled by revealing the key KX. 

22.3.2.2 Distance Vector Routing. For distance vector based routing
protocols such as DSDV and AODV, the main challenge is that each inter-
mediate node has to advertise the routing metric correctly. For example,
when hop count is used as the routing metric, each node has to increase
the hop count by one exactly. Hop count hash chain [12, 35] is devised so
that an intermediate node cannot decrease the hop count in a routing
update. Note that hash chain for this purpose does not need time synchro-
nization, which is different from one-way HMAC key chain for authentication. 
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Assuming the maximum hop count of a valid route is n, a node generates
a hash chain of length n every time it initiates a RREP message: 

where hi = H(hi–1) and H(·) is a well-known one-way hash function. The node
then adds hx = h0 and hn into the routing message, with Hop_Count set to
0. Note that hn and Hop_Count are authenticated with an authenticator,
according to the adopted authentication strategy as we discussed at the
beginning of this section. 

When a node receives a RREQ or RREP packet, it first checks if: 

where Hm(h0) denotes the result of applying H(·) m times on hx. Then the
node sets: 

.

Finally, the node increments the Hop_Count by 1, updates the authenti-
cator, and forwards the route discovery packet. 

This approach provides authentication for the lower bound of a hop
count, but it does not prevent a forwarder from advertising the same hop
count as the one from another forwarder. In [14], a more-complicated
mechanism called hash tree chain is proposed to ensure a monotonically
increasing hop count as the routing update traverses the network. One
general limitation of the above approaches is that they can be only used to
protect discrete metrics. For continual metrics that take noninteger values,
the one-way chain is ineffective. 

22.3.2.3 Link State Routing. Secure Link State Routing (SLSP) [28] is a
link state routing protocol for ad hoc networks. Its operations are similar to
Internet link state routing protocols (e.g., Open Shortest Path First
[OSPF]): each node seeks to understand its neighborhood by Neighbor
Lookup Protocol (NLP) and periodically floods link state update (LSU)
packets to propagate link state information. NLP is responsible for:

• Maintaining a mapping of MAC and IP addresses of a node’s neigh-
bors

• Identifying potential discrepancies, such as the use of multiple IP
addresses on a single link

• Measuring the control packet rates from each neighbor 

Neighbors use one-hop hello message to discover each other and con-
nectivity is assumed to be lost if hello message is not received within a
time-out. 

h h h hn0 1 2, , , ,�

h H hn
n Hop Count
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A node collects LSUs from all over the network to construct the global
topology and calculate the route to any destination. Based on NLP, one LSU
packet is constructed for each neighbor. Each LSU packet contains a
sequence number and a hop count. Like DSR and AODV, duplicate LSU
packets with previously seen sequence numbers are suppressed. The hop
count determines the packet’s time-to-live, so that an LSU packet only trav-
els within a zone, as in hybrid routing protocols like ZRP. An LSU-receiving
node adds a link to its global topology only if two valid LSUs from both
nodes of the link are received. Thus one malicious node alone cannot inject
false link information successfully. 

SLSP adopts a digital signature approach in authentication. NLP’s hello
messages and LSU packets are signed with sender’s private key. Any veri-
fier can use the public key vouched by the sender’s valid certificate to ver-
ify message’s veracity. A certificate can be delivered to verifiers either by
attachment to LSU packet or by dedicated public key distribution (PKD)
packets. Unlike ARAN, SLSP’s NLP/LSU/PKD components employ various
rate control mechanisms like time-to-live and rate throttle. Thus SLSP is
less vulnerable to DoS attack when attackers present large amount of
bogus messages to consume the victim’s resource. 

22.3.2.4 Other Routing Protocols. ARAN [7] ensures each node knows
the correct next hop on a route to the destination by public key cryptogra-
phy. Each message is signed and the sender’s certificate is attached to
prove the authenticity of its public keys. A source S floods the network with
a signed RREQ packet. Upon receiving the first copy of RREQ, a node sets
up state of reverse path, pointing to the node from which it receives the
RREQ. It then signs and broadcasts the packet. Upon receiving the RREQ,
the destination D signs a RREP and unicasts it back on the reverse path.
Each node along the reverse path signs the RREP and sends it to the next
hop, which verifies the signature of the previous hop, until S receives the
RREP. Thus the discovered path is the one along which the first copy of
RREQ reaches D from S; each node on this path knows the correct next
hop, but not the whole path. It does not use any metric such as hop count,
so the discovered path may not be optimal. 

Awerbuch et al. [2] propose to flood both RREQ and RREP to defend
against byzantine failures. When a source S needs a route to a destination
D, it signs and floods a RREQ throughout the network. When D receives the
first copy of the request, it signs and floods a RREP, which carries a route
list so that each intermediate hop can appends its identifier. When a node
receives the reply, it computes the total cost of the path as contained in the
route list of RREP. If the cost is smaller than that of any previously received
RREP, it verifies the packet, appends its own identifier to the route list,
signs the packet and broadcasts it. Finally when S receives a reply, it can
492
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verify that it is from D and each hop in the route list is signed properly. Dif-
ferent from ARAN where only one, possibly nonoptimal path, is discovered,
here S may receive multiple replies for different routes. Each route con-
tains the full list of intermediate nodes and has a total cost. S can choose
the one with minimum cost or hop count for actual data delivery. 

22.3.3 Reactive Approach to Protecting Packet Forwarding

The protection of a routing message exchange is only part of the net-
work-layer security solution for MANET. A malicious node may correctly
participate in the route discovery phase, but fail to correctly forward data
packets. The security solution should ensure that each node indeed for-
wards packets according to its routing table. This is typically achieved by
reactive approach, because attacks on packet forwarding cannot be pre-
vented: an attacker may simply drop all packets passing through it, even
though the packets are carefully signed. At the heart of the reactive solu-
tions are a detection technique and a reaction scheme, which are
described as follows. 

22.3.3.1 Detection. Because the wireless channel is open, each node
can perform localized detection by overhearing the ongoing transmissions
and evaluating the behavior of its neighbors. However, its accuracy is lim-
ited by a number of factors such as channel error, interference, mobility,
etc. A malicious node may also abuse the security solution and intention-
ally accuse legitimate ones. In order to address such issues, the detection
results at individual nodes can be integrated and refined in a distributed
manner to achieve consensus among a group of nodes. An alternative
detection approach relies on explicit acknowledgment from the destina-
tion or intermediate nodes to the source, so that the source can figure out
where the packet was dropped. 

• Localized detection — Marti et al. [24] propose Watchdog to monitor
packet forwarding on top of source routing protocols like DSR. It
assumes symmetric bidirectional connectivity (i.e., if A can hear B,
then B can also hear A). Because the whole path is specified, when
node A forwards a packet to the next hop B, it knows B’s next hop
C. It then overhears the channel for B’s transmission to C. If it does
not hear the transmission after a time-out, a failure tally associated
with B is increased. If the tally exceeds a threshold bandwidth, A
sends a report packet to the source notifying B’s misbehavior. 

Yang et al. [33] follows the same concept but works with dis-
tance-vector protocols such as AODV. It adds a next_hop field in
AODV packets so that a node can be aware of the correct next hop
of its neighbors. It also considers more types of attacks, such as
packet modification, packet duplication, and packet jamming DoS
493
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attacks. Each independent detection result is signed and flooded;
multiple such results from different nodes can collectively revoke a
malicious node of its certificate, thus excluding it from the network. 

• ACK-based detection — the fault detection mechanism proposed in
[2] is based on explicit acknowledgments (ACKs). The destination
sends back ACKs to the source for each successfully received
packet. The source can initiate a fault detection process on a suspi-
cious path that has recently dropped more packets than an accept-
able threshold. It performs a binary search between itself and the
destination and sends out data packets piggybacked with a list of
intermediate nodes, also called probes, which should send back ACKs.
The source shares a key with each probe and the probe list is onion
encrypted. Upon receiving the packet, each probe sends back an ACK,
which is encrypted with the key shared with the source. The source
in turn verifies the encrypted ACKs and attributes the fault to the node
closest to the destination that sends back an ACK. 

22.3.3.2 Reaction. Once a malicious node is detected, certain actions
are triggered to protect the network from future attacks launched by this
node. The reaction component typically is related to the prevention com-
ponent in the overall security system. For example, the malicious node
may be revoked of its certificate or have a lower chance to be chosen in
future forwarding paths. Based on their scope, the reaction schemes can
be categorized as global reaction and end-host reaction. In the former
scheme, all nodes in the network react to a malicious node as a whole. In
other words, the malicious node is excluded from the network. On the con-
trary, in the end-host reaction scheme, each node may make its own deci-
sions about how to react to a malicious node (e.g., putting this node in its
own blacklist or adjusting the confidentiality weight of this node). 

• Global reaction — the reaction scheme in [33] falls into the global
reaction category. It is based on the ubiquitious and robust access
control (URSA) framework [18]. Once multiple nodes in a local neigh-
borhood have reached the consensus that one of their neighbors is
malicious, they collectively revoke the certificate of the malicious
node. Consequently, the malicious node is isolated in the network
as it cannot participate in the routing or packet forwarding opera-
tions in the future. 

• End-host reaction — the Pathrater in [24] allows each node to main-
tain its own rating for every other node that it knows about. A node
slowly increases the rating of well-behaving nodes over time, but
dramatically decreases the rating of a malicious node that is
detected by its Watchdog. Based on the rating, the source always
picks up a path with highest average rating. Clearly each node may
have different opinion about whether another node is malicious and
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make its independent reaction accordingly. Awerbuch et al. [2]
extend their idea with security protection of the routing messages,
as we discussed earlier. 

22.3.4 Sophisticated Intrusion Detection System

Intrusion detection systems (IDSs) can be used to detect a wide range of
security violations ranging from attempted break-ins by outsiders to sys-
tem penetrations and abuses by insiders. The packet forwarding monitor-
ing techniques described earlier are simple prototypes of IDS, but there are
also more sophisticated designs that are not limited by packet forwarding
misbehaviors. 

In general, an IDS can be classified as anomaly detection and misuse
detection. An anomaly detection IDS records the system usage patterns
and evaluates the current system behavior with a statistical model, which
is built over time based on previously recorded patterns. However, a mis-
use detection IDS proactively establishes an a priori misuse profile data-
base based on the knowledge about the well-known attacks or loopholes.
Zhang and Lee [36] argue to mainly use reactive anomaly detection tech-
niques for MANET intrusion detection, because it is generally hard to
obtain an a priori misuse profile that characterizes the wireless communi-
cation pattern due to the significant dynamics in the network. 

Zhang and Lee [36] provide an architectural overview of MANET intru-
sion detection, which is based on localized detection by each node and col-
laborative decision making by multiple nodes. In this architecture, each
node implements an intrusion detection agent that performs two tasks: 

1. Local data collection, detection, and response modules
2. Global cooperative communication, detection, and response modules 

An anomaly detection model is used in the local detection engine to find
anomalies in the agent-residing node’s locality. If an agent detects a known
intrusion or anomaly with strong evidence, then the local response module
launches a corresponding countermeasure. However, it is likely the evi-
dence is not strong, hence multiple nodes collaborate to decide whether
the intrusions are indeed real threats or false alarms. They use their com-
munication and global detection modules to evaluate the suspicious event
following a rule-based distributed consensus algorithm, which computes a
probabilistic estimation value for a reported intrusion event. Local and glo-
bal responses (e.g., channel reinitialization and node excommunication)
are triggered if the intrusion is confirmed. 

We have described in Section 22.3.3 the Watchdog technique [24] in the
DSR context and its variants [33] in the AODV context. These overhear-
ing-based detection schemes typically require each node to buffer the
495
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overheard packets for certain amount of time. Despite the memory require-
ment, they are easy to implement and lightweight in terms of communica-
tion and computation overhead. However, due to factors such as channel
contention, link congestion, interference, mobility, etc., the information
gathered from channel overhearing is not sufficient to clearly differentiate
malicious nodes from legitimate ones. The detection accuracy can be
improved by distributed consensus algorithms, but how to adapt the
threshold used by these algorithms remains an open problem. 

The packet leash [14] is concerned with wormhole attacks in which an
attacker tunnels packets from one point to another in the network. It
embeds a time–space virtual bound in a packet flow. When sending a
packet, the sender includes in the packet its own location stamp, ps, and its
sending time stamp, ts. When receiving a packet, a receiver compares these
values to its own location, pr, and its receiving time, tr. For packet leash to
function, the sender’s and the receiver’s clocks must be synchronized to
within ±∆. Then the distance traveled by a packet is bounded by the maxi-
mum mobility as well as the computable physical distance between the
sender and the receiver. 

Kong et al. [19] proposed an adaptive design to accommodate both cen-
tralized and fully distributed decision making. Every legitimate node is
capable of public key crypto-processing and holds an authority-signed cer-
tificate before it joins the network. A local report is a record of the suspi-
cious node’s behavior so that the agent-residing node will not serve the
suspicious node in the future. A global report is a signed packet against the
suspicious node. In both centralized and fully distributed scenarios, the
signed reports function as signed votes in decision making. In the central-
ized case, the signed votes are sent to centralized authority. If the number
of signed votes collected from legitimate members exceeds a threshold,
the authority responds by signing a counter-certificate against the con-
victed suspect, who is excommunicated from the network because its cer-
tificate is revoked. In the fully distributed case, each legitimate member is
capable of being a partial authority using a localized threshold cryptosys-
tem. Therefore, in a locality, multiple nodes can locally exchange their
reports and sign a counter-certificate right on site to excommunicate an
intruder. 

22.4 Supporting Element: Trust and Key Management

Trust and key management is a critical supporting element in any security
system. Its basic operations include establishing trust and secret connec-
tions, as well as key exchange and update. Keys are the basic blocks of
symmetric and asymmetric cryptographic functions, which in turn fur-
nish authentication, confidentiality, integrity, and nonrepudiation secu-
rity services. 
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The main body of trust and key management in MANET is concerned
with a hybrid of asymmetric and symmetric cryptosystems, where trust is
established via credential verification, and shared secrets are exchanged
for latter use in efficient symmetric cryptosystems. An inherent issue in
trust management is the trust graph, where the nodes correspond to the
network entities and edges to the verifiable credentials. A directed edge is
added from node X to node Y if X’s credentials are verifiable by Y. Although
such trust can be established by noncryptographic means (e.g., by check-
ing physical IDs), digitally signed credentials (e.g., certificates or tickets)
are widely used in computer networks to implement verifiable credentials.
The concept of a trust graph provides a means for classifying the various
key management systems proposed in the literature. In general, there are
three popular trust graphs: 

1. Trusted third party (TTP) [29] — a centralized authority (e.g., a key
distribution center [KDC] or certification authority [CA]) is trusted
by every entity and an entity A is trusted by another if the authority
claims A is trustworthy. This scheme is centrally managed, thus the
neighborhood of the central point is potentially the bottleneck of a
scalable network and subject to DoS attacks. 

2. Web-of-trust [38] — no particular structure exists in such trust
graphs. Each entity manages its own trust based on direct recom-
mendation from others. The scheme is fully distributed, making it
resilient to attacks, but also difficult to achieve consensus among
various entities. 

3. Localized trust [23] — this model is the middle ground of the pre-
vious two. A node is trusted if any k trusted entities among the
node’s one-hop neighbors claim so, within a bounded time period.
As trust management and maintenance are fully distributed in both
space and time domains, the model fits in large dynamic ad hoc net-
works with mobility and on-demand authentication requirements. 

Based on the above trust models, different solutions have been pro-
posed. 

22.4.1 Trusted Third Party

Zhou and Haas [37] propose a certification service distributed among n
special nodes designated as the server infrastructure. It does not use a cen-
tralized server as the CA or a hierarchical scheme as is the current practice
on the Internet [1]. It employs threshold cryptography [8] to distribute n
shares of the private key of the key management service among the server
nodes in a secure way, even though the respective public key is assumed to
be known to all members of the network. Consequently, the ability to sign
certificates is also shared and performed by generating and combining par-
tial signatures from t + 1 < n servers. The system is able to tolerate up to t
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server compromises and in order to protect against mobile adversaries
[26] and adapt its configuration to changes in the network, proactive share
refreshing periodically updates the shares without disclosing the service
private key to any subset of servers of the size < t + 1. 

Similar to [37], the MOCA framework in [34] also establishes trust
through a TTP entity (the CA service) and employs threshold cryptogra-
phy among n MOCA servers to collectively provide the functionality of a
CA. But different from [37], MOCA employs on-demand service discovery
to contact t + 1 MOCA servers without assuming a server infrastructure.
Certification service is rendered by selecting t + 1 best routes to MOCA
servers via dynamic on-demand route discovery, which is implemented by
certification request (CREQ) and certification reply (CREP) packet flows,
similar to route request and reply flows used in on-demand routing discov-
ery. 

22.4.2 Web-of-Trust

A fully distributed, self-organized public-key management system for
mobile ad hoc networks that shares conceptual similarities with the Pretty
Good Privacy (PGP) [38] web-of-trust framework is proposed in [5, 15]. In
the scheme, there is no concept of a trusted authority: every node acts as
its own authority. The main difference between PGP and the scheme is that
there is no longer a well-known certificate directory where all certificates
are stored. Instead, each node maintains a local certificate repository.
When two nodes want to verify the public keys of each other, in PGP they
must find a trust chain between them based on the well-known certificate
directory. In self-organized web-of-trust, this problem is translated into
using a shortcut search algorithm to find an intersecting point between the
partial trust chains carried on the two nodes. Through simulation results,
they show that after a short convergence time, a node’s repository con-
tains almost the whole certificate trust graph. Although the web-of-trust
approach suits for totally self-organized networks relying on informal rec-
ommendations, there is no definite trust anchor like the CA in other
CA-based PKI approaches. 

In [6], web-of-trust is built on top of direct communication through
secure side channels. The direct point-to-point contact works only when
two nodes are within a secure range of each other, thus being able to
directly exchange information and credentials (e.g., using infrared inter-
faces). This idea essentially mimics human behavior and is similar to that
proposed in [3], where a preauthentication phase between two mobile
devices makes possible the secure exchange of public keys of the nodes
over location-limited channels. A distinction of [6] is that friend nodes that
have established security associations via direct contact also trust other
nodes with whom either of them has already directly encountered. This
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expedites the process of setting up trust and security associations. But
unlike [5], the friend relationship is assumed to be nontransitive. 

22.4.3 Localized Trust

According to recent analysis [10, 22], per node capacity of ad hoc wireless
networks rapidly approaches zero as network size increases linearly, par-
ticularly when network traffic is not localized. To achieve balance among
global consensus on trust, system scalability, and availability of security
service, [20] proposes a framework that employs threshold secret sharing
to distribute the functionality of a CA into any node that carries a share of
the private key of the key management service. Now, any t + 1 nodes in the
local neighborhood of the requesting node can collectively provide certifi-
cation services. The localized traffic pattern of security service provision-
ing minimizes its impact on network scalability and performance concerns
and meanwhile maximizes security service’s availability. 

In addition, a localized secret share refresh mechanism protects the pri-
vate key of the service by updating all shares periodically. Contrary to non-
local approaches, it is sufficient to refresh only the first t + 1 nodes in a
locality to hold appropriate shares, then nodes that do not yet have a
refreshed share (including nodes just newly joined the network) can
locally obtain one from any refreshed group of t + 1 nodes. For bootstrap-
ping of the entire network, the first t + 1 shares are allocated by an
out-of-band CA, which is not needed afterward. To complete the set of key
management operations provided by this scheme, two certificate revoca-
tion mechanisms are also described: the explicit revocation in which an
explicit counter-certificate carries out the task of invalidating previously
issued certificates and the implicit, which is based on the expiration time
each certificate carries. 

22.5 Future Directions

The research on MANET security is still in its early stage. There are many
possible new directions, the following provides a sample set. 

22.5.1 Security in Depth

From the systems perspective, the security solution should provide multi-
ple fences of defense. It is hard to believe that a single fence is sufficient to
thwart all threats. Moreover, even though it may exist, the resource con-
straint at each device may prohibit the deployment of such a solution. In
the envisioned multi-fence security system for wireless networks, security
is built into possibly every component, resulting in an in-depth protection
solution that offers multiple lines of defense against many possible secu-
rity threats. The individual fence adopted by a device may vary in secu-
rity strength depending on the available resources, deployment cost, and
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complexity concerns of the device. The system does not stipulate the min-
imum requirement that a component must have. Instead, it expects a
best-effort approach from each component. The more strength a compo-
nent has, the higher degree of security it has. The system security strength
relies on the collective behaviors of individual fences. 

22.5.2 Evaluation

Though many solutions provide preliminary security and network perfor-
mance analysis, it is recognized that the current evaluation for the
state-of-the-art wireless security solutions is quite ad hoc. The research
community still lacks effective analytical tools, particularly in a large-scale
wireless network setting. The multidimensional trade-offs among security
strength, communication overhead, computation complexity, energy con-
sumption, and scalability, still remain largely unexplored. 

22.5.3 Solutions Anticipating Unknown Attacks

The state-of-the-art solutions are typically designed with some attack
model in mind. Therefore, they work well in the presence of designated
attacks but may collapse with unanticipated attacks. On the other hand, it
may be feasible to design security solutions that can handle unexpected
attacks. The solution may incorporate additional information and perform
additional operations for security purpose. At each step of the protocol
operation, the design makes sure what it has done is completely along the
right track. Anything deviating from the valid operations is treated with
caution. This way, the protocol tells right from wrong because it knows
right with higher confidence, not necessarily knowing what is exactly
wrong. The design strengthens the correct operations and may handle
even unanticipated threats at the runtime operations. 

Note
1. In network literatures, MAC normally refers to Media Access Control protocol at link

layer. To avoid ambiguity we use MAC to refer to link layer medium access control,
and use HMAC to refer to keyed hashing for message authentication.
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Chapter 23
Modeling Distributed 
Applications for Mobile 
Ad Hoc Networks Using 
Attributed Task Graphs
Prithwish Basu, Wang Ke, and Thomas D.C. Little

Abstract

Mobile ad hoc networks (MANETs) have received significant attention from
the research community recently owing to the growth in popularity of por-
table computing and wireless networking. Although researchers have pri-
marily focused on developing lower layer mechanisms such as channel
access and routing for making MANETs operational, higher layer issues
such as application modeling have largely remained ignored. In this chap-
ter, we present a novel distributed application framework based on attrib-
uted task graphs that enables a large class of resource discovery-based
applications on mobile, failure-prone environments such as MANETs. A dis-
tributed application is represented as a task comprising smaller subtasks
that need to be performed on different classes of computing devices with
specialized roles. Execution of a particular task on a MANET requires sev-
eral logical patterns of data flow between nodes representing such device
classes. As a result, dependencies are induced between the different classes
of devices that need to cooperate to execute the application. Such dependen-
cies yield a task graph, representation of the distributed application. 

We consider the problem of executing distributed tasks on a MANET by
means of dynamic selection of specific devices that are needed to execute
the subtasks. We present simple and efficient algorithms for dynamic dis-
covery and selection of suitable devices in a MANET from among a number
of them providing the same functionality. This is carried out with respect
to the proposed task graph representation of the application. We call this
0-8493-1971-4/05/$0.00+$1.50
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process task embedding or anycasting. Because MANETs are prone to dis-
connections, we advocate periodic monitoring of the selected devices by
one another. In the event of an application disruption owing to node mobil-
ity or failures, our algorithms adapt to the situation and dynamically redis-
cover the affected parts of the task graph, if possible. We propose metrics
for evaluating the performance of these algorithms and report simulation
results for a variety of application scenarios differing in complexity, traffic,
and device mobility patterns. We demonstrate by simulation that our pro-
tocol can instantiate and reinstantiate task group nodes effectively in
mobile scenarios; also the delivered effective throughput is near perfect at
low to medium degrees of mobility and moderately high for high mobility
scenarios.

23.1 Introduction

The shrinking size of tetherless computing devices and increasing diver-
sity of their capabilities has dramatically increased the value of pervasive
computing. Exploiting the full potential of a large network of such devices
while not frustrating the end user with interminable configuration tasks
poses several interesting challenges for a developer of distributed applica-
tions. Wireless networking technologies such as IEEE® 802.11b (or wireless
fidelity [Wi-Fi]) [12], Bluetooth® [9], and ZigBee™ [19] have begun to
enable several distributed applications on truly tetherless computing envi-
ronments for end users. These technologies are capable of enabling con-
nectivity between possibly mobile users through infrastructureless net-
working, also known as mobile ad hoc networking. Formally, a mobile ad
hoc network (MANET) is a rapidly deployable, autonomous system of
mobile devices that are connected by wireless links to form an arbitrary
graph at any instant of time. 

With the ubiquity of portable devices and wireless network connectiv-
ity, MANETs are likely to gain popularity in the near future, especially in set-
tings where a networking infrastructure is impossible, cumbersome, or
expensive to establish. We can conceive scenarios in which the environ-
ment surrounding us consists of a large number of specialized as well as
multipurpose devices, many of them portable, and linked through wireless
connections, albeit with fluctuating link availability. When a large number
of computing devices become equipped with wireless connectivity and
they form an ad hoc network, they can offer services to other devices for
performing several tasks. Ideally, such pervasive networks can enable a
broad range of distributed applications that need exchange of information
between multiple devices. In such scenarios, because the service provid-
ing devices may themselves be mobile, a user cannot rely on one particular
device for a certain service as its reachability or availability is not guaran-
teed. Instead, a user must be prepared to access the required service from
504
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any of several devices in the MANET providing similar services. Besides,
the user may not have a preference for a specific device as long as her task
is accomplished in a seamless manner. 

To realize the above features, we advocate the decoupling of the logical
structure of a distributed application or task (consisting of subtasks) from
the actual physical devices that execute the application. We propose the
use of the task graph abstraction for representing the structure of the user
applications in terms of smaller subtasks. It is a graph composed of nodes
and edges, where the nodes represent the classes1 of devices or services
needed for processing data related to the task and the edges represent nec-
essary associations between different nodes for performing the task. 

Thus when a task is to be executed, specific devices are selected (instan-
tiated) at runtime and are made to communicate with one another accord-
ing to the specifications of the task graph. More specifically, for each class
of device in task graph, one suitable instance needs to be chosen to take
part in task execution. We call this process dynamic task-based anycasting
or embedding [6]. 

When a participating device becomes unavailable, a new substitute
device with similar capabilities is selected to continue the task. Therefore,
a basic proposition in our model is that as long as there is one accessible
device in the entire network capable of performing a particular subtask as
requested by the user-level application, the latter can proceed. Obviously,
the application should be elastic enough to adapt to the changing condi-
tions of the mobile multi-hop network. 

The task graph abstraction of a distributed task is advantageous in
many ways. It is inherently distributed, as most pervasive applications and
services of the future are likely to be, because more and more specialized
devices will need to communicate with one another to offer more and more
powerful services. It also offers hierarchical composability, as collections
of devices can be logically grouped together to constitute a single node in
a task graph [5]. 

The rest of the chapter is organized as follows: 

• Section 23.2 introduces the basic modeling framework with the nec-
essary terminology. 

• Section 23.3 presents task graph instantiation algorithms for map-
ping applications onto MANETs. 

• Section 23.4 presents simulation results under various degrees of
mobility. 

• Section 23.5 presents related work on the topic. 
• Section 23.6 concludes the chapter. 
opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

    

AU1971_book.fm  Page 506  Thursday, November 11, 2004  10:08 PM

C

506

(a)

(b)

Figure 23.1. Smart Office and Home Applications
(A) Smart presentation task, (B) Stereo music service.
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23.2 Modeling Distributed Tasks with Task Graphs

In the past few decades, a variety of distributed applications have been
enabled by many advances in computer networking. A distributed net-
worked application or task is composed of several components or sub-
tasks. These components often execute on different hardware devices and
communicate among each other in order to yield a desired result. Tradi-
tional parallel and distributed computing platforms are composed of high
performance nodes internetworked with static high capacity links. How-
ever, as mentioned in Section 23.1, the computation and communication
substrate offered by a MANET is potentially mobile and hence, prone to
link failures. Therefore, it is necessary to develop a model for a distributed
application that decouples the bindings between its logical components
and the actual hardware devices that they are executed on until applica-
tion runtime. Additionally, the model should use the component-level
structure of an application to dynamically discover and select appropriate
devices in the network with desired capabilities for hosting and executing
the aforementioned application components. 

23.2.1 A Modeling Framework for Task Execution

In this section, we propose the modeling framework which advocates the
decoupling of the needs and structure of a distributed task from the phys-
ical network. We begin with an introduction of the necessary terminology. 

23.2.1.1 Preliminaries. A device in our context is a physical entity that
performs at least one particular function such as interaction with its phys-
ical surroundings, computation, and communication with other devices. It
may be equipped with an embedded processing element, sensors and actu-
ators for interacting with the physical environment, a wireless communica-
tion port, or a user interface. 

If a device primarily performs one specific function, it is called a special-
ized device, otherwise, it is referred to as a multipurpose device. Examples
of the former type include digital cameras, speakers, printers, keyboards,
display devices, etc.; examples of the latter include personal digital assis-
tants (PDAs) and portable notebook computers. 

The capabilities of each device can be summarized in their attributes.
Attributes can be static (i.e., time-invariant) or dynamic (i.e., time-variant).
For example, a network digital camera can have a static attribute resolu-
tion that can take values like 320 × 240, 640 × 480, etc. Examples of dynamic
attributes include location (absolute or relative, depending on the avail-
ability of GPS), available computational power, and current load. In this dis-
sertation, we only consider devices with their principal attribute (i.e., their
primary function). Multi-attribute extensions are possible and are consid-
ered elsewhere [1]. 
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A service is a functionality provided by a device or a collection of coop-
erating devices. A service provided by a single device is referred to as a
simple service, whereas one provided cooperatively by a collection of
devices is referred to as a composite service. 

Multiple devices can exist in the MANET for providing the same service.
For example, there can be multiple wireless cameras in the network from
which a user can choose for taking a picture. We refer to this situation as
multiple instances of wireless camera services.

Service composition is the process of constructing an instance of a com-
posite distributed service from other simple or composite service
instances available in the current networked physical space. In this chap-
ter, we concentrate on the composition of composite services from simple
services only. However, service composition can be carried out in a hierar-
chical manner: complex services can be constructed from composite ser-
vices using hierarchical task graphs [5]. 

A node is an abstract representation of a device or a collection of
devices characterized by a minimal set of attributes that can offer a partic-
ular service. 

A node is simple when it represents a single physical device. It is com-
plex when it represents multiple simple nodes. We refer to the principal
attribute of a node or a device as its class or category or type. Examples of
classes include printer, speaker, joystick, etc. 

An edge is a necessary association between two nodes with attributes
that must be satisfied for the completion of a task. Examples of edge
attributes include causal ordering, relative importance in the overall task,
required data rate between nodes, allowable bit error rate, and physical
proximity. 

23.2.1.2 Tasks and Task Graphs. A task can be described as work exe-
cuted by a node with a certain expected outcome. The work done by a com-
ponent of a complex node is considered a subtask of the larger task. An
atomic task is an indivisible unit of work that is executed by a simple node.
Atomicity is related to the core capability of a device, described through its
attributes, and is partially constrained by subjective design choices. 

A task graph is a graph TG = (VT,ET) where VT is the set of nodes that
need to participate in the task T and ET is the set of edges denoting data
flow between participating nodes. 

Instantiation or embedding of a task graph TG on a MANET represented
by a graph G is the process of mapping all nodes of TG to nodes in G such
that their attributes match. The process also maps edges in TG to paths
(single-hop or multi-hop) in G.
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We explain the abstractions developed so far by means of a simple
example. Consider a scenario in which there is a PostScript® (PS) printer
connected to a computer (print server) running conversion software that
can convert portable document format (PDF) files to printable PS format.
The printer node and the computer node each represent devices that offer
particular services. The printer is considered a specialized device offering
the service of converting PS files into printed pages, but the computer is a
multipurpose device that has among its many offered services the one ser-
vice of converting PDF files into PS format. This example is illustrated in
Figure 23.2 where the task of printing a PDF document to a single or multi-
ple printers has been logically represented as a task graph. 

The printer is a physical device representation of a simple node with
certain attributes (e.g., print resolution, color capabilities) and it offers the
service of converting PS files into printed pages. Analogously, the print
server computer plus its conversion software can be viewed as a represen-
tation of a PDF → PS converter node. By taking these two nodes together
we can form a complex node that offers a PDF printing service. Let a task
be the printing of one PDF document. In this specific case, based on sub-
jective criteria, we define an atomic task to be the printing of one page of
the document.2 The entire document can be then printed on a set of avail-
able printers as shown in Figure 23.2. The mechanisms of how appropriate
physical devices are discovered and selected to perform a subtask are dis-
cussed later in this section. 

Note that in the above scenario, we formed a new composite service —
PDF printing — by composing simpler existing service instances.
Although this example is simplistic, we believe that research that enables

Figure 23.2. A Smart Printing Service
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such capability in today’s MANETs for arbitrary device types and quanti-
ties is essential for exploiting the network’s full potential. 

23.2.1.3 A Taxonomy of Tasks. We broadly classify tasks into the fol-
lowing distinct categories. 

23.2.1.3.1 Preassigned Tasks. In this category of tasks, specific devices
need to participate; nodes in the task graph already have devices mapped
to them and hence discovery is not required. These nodes are referred to
as bound nodes. Therefore, the problem of embedding a task is equivalent
to finding suitable (not necessarily the shortest) routes between pairs of
devices that are directly connected by an edge in the task graph. If the opti-
mization variable is load on intermediate forwarding devices instead of
delay, algorithms for load balancing should be executed instead of a short-
est path algorithm. 

23.2.1.3.2 Nonpreassigned Tasks. This category of tasks entails a number
of homogeneous or heterogeneous computing devices in the network pro-
viding specific services. Unlike the preassigned case, nodes in the task
graph are logical entities and do not signify devices with specified physical
addresses. In fact, any device that can satisfy the requirements specified in
a task graph node’s attribute set is a candidate for participating in the task.
We, therefore, refer to such tasks as anycastable. Communication between
selected devices needs to satisfy the edge attributes as well. Because all
nodes in a task graph corresponding to such a task are free to be chosen,
we refer to them as free nodes, as opposed to those in a preassigned task,
which are referred to as bound nodes. Optimization of certain performance
measures is desirable during the process of instantiation of task graphs.
This is described in more detail in Section 23.2.3. 

Partially preassigned tasks have a subset of task graph nodes that are
bound. These bound devices have to be selected in the physical network,
whereas the remaining free nodes can be chosen smartly. As in anycastable
tasks, the choice of free nodes is governed by certain optimization criteria. 

Most existing networked distributed applications fall into the preas-
signed category, as there is no freedom in the choice of devices and the
user decides beforehand which devices participate in the application. We
believe that with the advent of pervasive computing, a whole class of any-
castable tasks will emerge by exploiting the philosophy of loose coupling
between services and the devices offering them. 

In the context of the smart presentation application, a pocket PDA con-
taining the presentation slides and a particular overhead display can be
bound devices, but the keyboard, the mouse, and the smart storage are
free devices, instances of which can be smartly chosen from the available
network. 
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23.2.1.4 A Data Flow Tuple Representation Model for Distributed Tasks.
In this section, we propose a simple data flow tuple-based model for the
high-level representation of the logical relationships between different
components of a distributed application. The entire application is modeled
by a set of tuples, each corresponding to a particular data flow in the appli-
cation. In other words, each tuple corresponds to a logical unit of data pro-
cessing that is needed between the distributed components of an applica-
tion. Every application component is characterized by a tuple node with
the same semantics as that of a node described in Section 23.2.1. Each unit
of data flow is originated at a certain tuple node and is consumed at one or
more terminal tuple nodes (called sinks) after being processed and relayed
by a set of intermediate tuple nodes. Consider the smart presentation
application described in Section 23.1. The following data flows can charac-
terize a sample presentation: 

1. Presenter’s PDA (U) sends presentation data (e.g., a PowerPoint®

slide) to Smart Storage (SS) device, which hosts appropriate presen-
tation software. 

2. Keystrokes are originated at a wireless keyboard (K) by the pre-
senter. 

3. Mouse commands are originated at a wireless mouse (M) by the
presenter. 

4. SS receives presentation data, keystrokes, and mouse clicks; pro-
cesses the data; and displays it on a projected display (D) and a
local screen (LS). SS also extracts and sends the ASCII part of the
presentation and some corresponding notes to the user on that
user’s PDA screen (U). 

To represent such application data flow between nodes, we employ a
generalized tuple architecture. If a node of type X receives data from nodes
of types A, B, and C and sends the processed data to nodes of types D and
E for a certain application flow (e.g., mouse commands or keystrokes or
something more application specific), we can represent this data flow
schematically using the following tuple: 

Each data flow can be uniquely identified at any node by its tag attribute.
We denote by {processing}, the transformation of the incoming data units
from source nodes before they are transmitted to the destination nodes.

23.2.1.4.1 Generating Task Graphs from Tuples. The user node is expected
to specify the data flows in the distributed application as a set of tuples using
a standardized language. A task graph representation can be easily generated
from a tuple representation: each task graph node is derived directly from the
corresponding tuple node as it bears one-to-one correspondence with the

X A B C processing D E tag: , , ;{ }; ,[ ]
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latter. A task graph edge is created between task graph nodes Xi and Xj if a
data flow exists between the tuple nodes corresponding to Xi and Xj,
respectively. 

The application data flows for the smart presentation application can be
depicted as tuples as shown in Table 23.1 and they translate to the task
graph shown in Figure 23.1A. 

23.2.1.4.2 Advantages of the Tuple Representation. Having a data-flow tuple
representation for a task serves two purposes: 

1. It is a natural and structured specification of the data flows in a task
from which a task graph can be derived easily. 

2. After the logical resources specified in the task graph are mapped
to physical devices in the MANET, tuples govern the flow of actual
application data at each participating device. 

Examples of data-flow tuples presented in this section contain only the
essential information for data exchange, namely the data source and the
data destination, and whether the incoming data needs any processing
before it is relayed to another device. In general, the edges in a task graph
can have attributes such as upper bounds on channel error rates, band-
width, etc., which reflect the quality-of-service (QoS) needs of a distributed
application. These, and requirements such as proximity (devices like key-
board, mouse, etc., should be located as near the user as possible), can
also be integrated in the task graph via the tuple architecture. A direct way
of incorporating such requirements and task constraints is by specification
of edge attributes in the tuple. For example, consider a scenario where a
node of type X needs to communicate with another node of type D such
that the separation between them is no more than three MANET hops and
that the average delay over that path does not exceed ten milliseconds.
These two requirements are specified as attributes of the edge e = (X, D) in
the corresponding task graph: e.separation ≤ 3 and e.delay ≤ 0.01s. Imple-
mentation details of most of these edge attributes are beyond the scope of
this research and are not considered further. 

Table 23.1. Data Flow Tuples for the Smart Presentation Task

ID Node Data-Flow Tuples

1 U 

2 SS 

3 K [– ; SS]keys

4 M [– ; SS]clicks

5 LS [SS ; –]ppt,keys,clicks

6 D [SS ; –]ppt,keys,clicks

[ ] [ ]− −; ;SS SSppt notes

[ ] [ ] [ ] [U LS D K LS D M LS D U ppppt keys clicks; , ; , ; , ;{ tt notes U notes→ }; ]
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Now we give another example of an application — location based wire-
less polling — that can be enabled by the proposed attributed task graph
framework. Imagine a full capacity Fenway Park (approximately 34,000)
hosting a Red Sox game. As Nomar Garciaparra hits a home run, the sta-
dium authorities decide to poll the people in the stadium with a question:
“Was Ted Williams a better hitter than Nomar?” Polling can be achieved
over the wireless ad hoc network in the stadium formed by the PDAs
owned by the fans. 

Suppose that one wants to conduct a poll in a scientific or controlled
fashion. Instead of broadcasting the query to all PDAs in the stadium and
processing all responses, one wants only a fraction of people in the audi-
ence to reply as long as people from most profiles are represented propor-
tionally in the poll results. The advantages of doing this are twofold: 

1. Less wireless bandwidth will be consumed in the polling process. 
2. The poll results are likely to represent samples from different sec-

tions of the population in a fair and controlled fashion. 

The extent of fairness and control in the polling process can be defined by
the poller quantitatively by means of a task graph. 

A sample task graph depicting a structured poll is shown in Figure 23.3.
The poller wants a specified proportion of votes (specified by parameters
k,l,m,…) from spectators in particular age groups sitting in specific sec-
tions of Fenway Park as shown in the figure. The simplest way to perform
the poll would be as mentioned before: flood the query throughout the
MANET and collect the responses. In addition, only k,l,m,… responses
need to be processed by the poller. Because this wastes wireless band-
width, expanding ring search (also known as TTL scoping) can be used
until the requisite amount of responses have been gathered. However, even
this suffers from one problem that virtually all pollees will respond to the
single poller node, which will be swamped with incoming traffic. In fact, the
nodes within a few wireless hops of the poller will be busy routing the
incoming packets toward it. 

A task–graph-based solution can mitigate the above problems by dele-
gating the task of polling to an intermediate layer of nodes that have
enough computing resources and are less power constrained in their oper-
ation. We call these nodes poll managers. They conduct the polls based on
the set of profiles that they are responsible for and act as aggregators of
poll results, which are processed and then returned back to the poller. If
the poll managers are spatially spread out uniformly across the network
(they are selected based on their location attributes), it will result in less
channel contention and hence reduce hot spots in the network. Another
advantage of using intermediate poll managers is that they can localize the
detection of mobility of a device in the middle of a poll transaction. 
opyright © 2005 by CRC Press
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23.2.2 Embedding Task Graphs onto Networks

The first step in executing a distributed application on a set of specialized
devices is to discover appropriate devices in the network and to select
from the ones who responded, the devices that are suitable for the execu-
tion of the more complex application. Mathematically speaking, embed-
ding a task graph TG = (VT, ET) onto a MANET graph G = (VG, EG) involves
finding a pair of mappings (ϕ,ψ) such that ϕ : VT → VG and ψ : ET → PG, where
the type or class of v ∈VT is the same as that of ϕ(v) and PG is the set of all
source–destination paths in G. Figure 23.4A depicts a hypothetical task
graph. Figure 23.4B and Figure 23.4C show a sample network topology with
two possible embeddings of TG on it.

The complete process of device discovery, selection of a device from
multiple instances of devices in the same category, and the assignment of
a physical device to a logical node in the task graph is referred to as instan-
tiation. We also refer to the collective process of instantiating all task graph
nodes as task embedding or task-based anycasting [6]. 

Figure 23.3. A Task Graph for Location-Based Wireless Polling
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23.2.3 Metrics for Performance Evaluation

The embedding function (ϕ,ψ) maps nodes and edges in TG = (VT, ET) to
devices and paths in G. Average (Maximum) Dilation of an embedding is the
average (maximum) length of such paths taken over all edges in TG. Mathe-
matically, if �a, b�G denotes the length of a shortest path between node a and
node b in G, average and maximum dilation are respectively given by: 

(23.1) 

(23.2)

Average dilation is a significant metric because it impacts the through-
put between instantiated devices. An embedding with large dilation signi-
fies long paths between directly communicating devices, which is undesir-
able in MANETs because Transmission Control Protcol (TCP) throughput
drops significantly with increase in hop distance [16]. In contrast, an
embedding with low dilation results in better task throughput. We consider
the weighted version of the metric in Section 23.3.1 where we formally
describe the optimal embedding problem. 

Instantiation time is a metric that measures the time taken to embed or
instantiate all nodes in TG onto G. Reinstantiation time measures the time
taken to find a replacement device after an embedding is disrupted owing
to node, link, or route failures. 

Average Effective Throughput, (AvgEffT), is the average number of appli-
cation data units (ADUs) actually received at instantiated data sinks
divided by the number of ADUs that were supposed to be received at the
intended targets in an ideal situation.3 Therefore, 0 ≤ AvgEffT ≤ 1. It is a use-
ful metric for measuring the resilience of the protocols to failures. 

Source-to-sink delay is the latency suffered by an ADU as it funnels itself
through various intermediate relay nodes in the instantiated task graph.
This metric is useful for measuring application performance during trans-
mission of task data. 

The above metrics are useful in the performance evaluation of our
embedding algorithms (see Section 23.4). Additional metrics that have not
been investigated in this research have been listed in [4]. 

23.3 Algorithms and Protocols for Task Graph Instantiation

In this section, we describe how task graphs can be mapped onto MANETs
with respect to certain optimization criteria. First, we formulate an optimi-
zation problem and show how it can be efficiently solved exactly for tree
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task graphs. We then give a greedy heuristic than is amenable to a simple
distributed implementation. 

23.3.1 Optimization Problem Formulation

We formulated the constrained task graph embedding problem (CC-EMBED)
as the following optimization problem: 

If C be a set of principal attributes (or classes) of specialized devices;
G = (VG, EG) represents the MANET topology, with the class of each
device in VG belonging to C; TG = (VT, ET) is a task graph such that the
class of each node in VT belongs to some S ⊆ C; and function w : ET R+

defines edge weights which could signify application data-flow require-
ments, find mappings ϕ : VT → VG and ψ : ET → PG, where the class of
v ∈ VT is same as that of ϕ(v) and PG is the set of all paths in the network
G, such that the weighted average dilation given by: 

(23.3)

is minimized, where �a,b�G denotes the shortest path between devices a
and b in G. 

The computational complexity of the general version of the problem
where a task graph can have multiple nodes belonging to the same class
and then that of a more specialized version of the problem where all nodes
in a task graph belong to distinct classes have been investigated in [4]. The
above problem has been shown to be NP-complete in both these situa-
tions. However, the problem becomes tractable when the task graph is a
tree with nodes belonging to distinct classes; we give an exact polynomial
time algorithm for this scenario in Section 23.3.2. The solution approach in
Section 23.3.2 assumes that the user node possesses the knowledge of the
entire network topology as well as that about the capabilities of the
devices in the network. In Section 23.3.4, we propose distributed algo-
rithms for embedding, which albeit suboptimal, operate locally and are effi-
cient. 

23.3.2 An Optimal Polynomial-Time Embedding Algorithm for Tree 
Task Graphs with Distinct Labels

Although the CC-EMBED problem is NP-complete with respect to the aver-
age dilation metric for the general graphs, there is an interesting special
case of a tree which lends itself to an optimal polynomial time solution. 

We present below TREEEMBED, an optimal algorithm (with respect to Davg)
for embedding a tree task graph TG onto a host network G. The running time
is polynomial in |G| as well as |TG|. The algorithm minimizes searching in
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the solution space by exploiting the tree structure of TG and is based on
the principle of optimality.4 The algorithm requires that the node executing
the algorithm have complete knowledge of the snapshot of the network
topology at the given instant of time. 

For each node X in TG, Algorithm 23.1 seeks to discover the best embed-
ding for each child node Z at every instance (x) of X in G. After the best
child candidates are known for all instances, the optimal cost embedding
ϕ is selected starting at root node U. 

The algorithm proceeds by the propagation of a certain value function
v(.) from the leaf nodes of TG toward the root node U. The crux of the idea
is that the principle of optimality holds because of the tree structure of TG:
if a device instance x of node X is selected by its parent and is optimal, then
the choice of instance z (of X’s child Z) is optimal too. This greatly reduces
the search space for an exact optimal embedding. Moreover, embedding of
children nodes can proceed independently of each other because they pos-
sess distinct attributes. After carrying out this step for all children of X for
each instance x, assign the sum of the calculated minimum values to v(x).
Figure 23.5 illustrates the procedure for a task graph of six nodes. ΓB =
child(B) is the set of children of B in TG. kj is an instance in G of child K of
B in TG. 

The running time of the TreeEmbed algorithm can be calculated as fol-
lows: assigning levels to TG nodes takes O(|VT|) time. In the worst case,
the maximum level of a TG, Lmax = |VT| = O(|VT|); although in more bal-
anced trees, Lmax = O(log|VT|). Suppose there are |C| classes of devices in
G with |V|/|C| instances of each class on average. For every parent
instance x ∈ V, each child instance z ∈ V is considered by the embedding
algorithm: the shortest path between x and z is computed (in O(|V|2)
time); the minimization step in line 11 of Algorithm 23.1 is performed (in
O(|V|/|C|)time). Because this process is performed for all edges in TG,
the time complexity of Algorithm 23.1 (line 7 through line 17) is 

Figure 23.5. Outline of the Exact Optimal Polynomial–Time Algorithm
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.

Note that the for loops in Algorithm 23.1 (line 7 and line 8) are subsumed
in this calculation and because |V| is the dominant term, the time com-
plexity is given by the above expression itself. 

If Warshall–Floyd’s all-pairs shortest path algorithm is used (running
time is O(|V|3) and extraction of shortest path cost is O(1) assuming ran-
dom access storage), then the running time of TreeEmbed is 

23.3.3 A Greedy Algorithm for Task Graph Embedding

If TG is a general graph (and not a tree), then the task embedding problem
is much harder because the principle of optimality may not hold in that
case. This is because the optimal embedding of every pair of nodes and the
edge connecting them in TG cannot be done independently of other edges
and nodes in TG, as can be done if TG were a tree. In the case of a tree TG,
as we propagate the values from the leaves to the root, the optimal embed-
dings of each subtree are retained and used later while embedding a node
closer to the root. This is not possible for any general task graph with
greater connectivity than a tree. 

Algorithm 23.1 suffers from large time complexity even though it is poly-
nomial, the main reason for this being that all devices in the network G are
considered as candidates for embedding and the dynamic programming
algorithm chooses the best subset among them systematically. Moreover,
the algorithm may often fail to run in polynomial time if a few nodes of the
same class occur more than once in TG. Due to these reasons, we devel-
oped a simple greedy algorithm GreedyEmbed, which is suboptimal (even
for trees) but has lower time complexity and works for the case where all
node types in TG are not distinct. We briefly describe it below.

The greedy algorithm begins the search for candidate devices from the
user node U itself and conducts it in a breadth-first manner. At every step
of the breadth first search (BFS) process, an unvisited task graph node is
instantiated greedily by the nearest candidate device in G, which matches
the requested attributes. Ties are broken arbitrarily and there is no looka-
head. Because only nearby devices in G (from the current location) are
considered as candidates, searching for the nearest suitable instance of a
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13:         ; /* update value

14:       end for

15:     end for

16:   end for

17: end for

18: for ( ) do

19:   ; 

20:   while ( ) do

21:     ; /* note that  */

22:     for all ( ) do

23:       ; ; /* optimal 

24:     end for

25:   end while

26: end for
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task graph node may not require a complete traversal of G. Hence the algo-
rithm trades off optimality for time efficiency. 

GreedyEmbed also possesses a few clear advantages over TreeEmbed
in its functionality and implementation. Unlike the latter, GreedyEmbed
can handle the case in which multiple nodes in TG possess the same
attributes. Moreover, distributed implementations of GreedyEmbed are
facilitated easily due to the nature of BFS. We describe a distributed
approach based on these principles in the next section. 

23.3.4 A Distributed Algorithm for Task Graph Instantiation

In this section, we present a distributed approach for solving the task
graph embedding problem in a MANET with an objective of minimizing
Davg. We assume here that each heterogeneous device can provide a single
type of service and that all nodes in the network are simple. The additional
nuances of the homogeneous case have been elaborated upon in [4]. We
assume the presence of a MANET routing protocol — Dynamic Source
Routing (DSR) — and a reliable transport protocol — TCP — for control
and application data packet transmission. 

All devices in the network execute copies of the same algorithm except
the user node U, which executes a different algorithm because it acts as a
state synchronizer or coordinator in the initial phases of the embedding
process. In our opinion, the user devices are best suited for acting as coor-
dinators because they usually originate the application data flows, and
even under mobility, always remain near the user. 

The embedding process begins at U with a distributed search that pro-
ceeds through the MANET G hand-in-hand with a BFS through TG. Figure
23.10 depicts a task graph with its BFS and non-BFS edges. We call the span-
ning tree on TG induced by BFS and rooted at U, a BFS tree (BFSTTG) of TG.
We propose a greedy solution much like the GreedyEmbed algorithm
described in Section 23.3.3 to keep the dilation of the embedding low: the
algorithm begins from U by progressively mapping the nodes of BFSTTG to
nearest devices and the edges to shortest paths in G. Instantiation of any
pair of nodes x, y ∈ VT cannot affect each other if x is not a parent of y in
BFSTTG or vice versa. Hence, the search can proceed in a distributed man-
ner along the branches of BFSTTG. 

A sample path of the instantiation protocol helps illustrate the salient
steps of the algorithm. These have been shown in Figure 23.6 as a message
exchange diagram and are also summarized below. Details of the protocol
including finite state machine descriptions can be found in [4, 6].

1. U broadcasts search queries for each neighbor category in TG5

(A and B). 
2. Available instances of each queried node reply to U. Candidate

devices that reply first (Ai, Bj) become the chosen instances at U. 
opyright © 2005 by CRC Press
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3. U sends an ACK to these selected devices which send back confir-
mations. 

4. If there are any uninstantiated nodes rooted at any instance in TG
(such as C below Bj), then it broadcasts search query packets for
all those node categories and the instantiation proceeds further.6 

5. When confirmations from all nodes reach U, the data transmission
can begin.7 

The task graph itself is sent as control data during the instantiation pro-
cess. After the selection of a device, control packets and application data
are transmitted using TCP because packet losses due to route errors are
common in MANETs. 

23.3.4.1 Handling Device Mobility. When mobility causes network
partitions or disconnections, the instantiated devices may no longer be
able to communicate if the partition breaks all paths between them. In such
situations, new instances need to be selected. The necessary first step in
this direction is the detection of disconnections. We propose a lightweight,
soft-state exchange protocol for detecting disconnections in an instanti-
ated task graph. The protocol requires each instantiated device to send peri-
odic HELLO messages (with period T) to its logical neighbor instances in TG,
which reply with a HELLO-ACK. This has been demonstrated in Figure 23.9.

Specifically, each instantiated device keeps track of its BFS parent and
BFS children and some additional information. Figure 23.8 shows the infor-
mation that each instantiated device stores for detecting disconnections
and performing recovery. We refer to this as the two-hop logical neighbor-
hood information [4]. The instance of node C (denoted by c) keeps track of
the instance of node A (its BFS parent) as well as of the instances of node

Node Parents Children Grandchildren Siblings

Root — a,b c,d,e —

a Root c,d f,g b

b Root {c},e d,f,g a

c a,{b} f,g h d

d a,{e} {g} — c

f c h — —

g c,{d} — — —

h f — — —

Figure 23.8. Logical Neighbor Table Information at Instantiated Nodes
Letters enclosed in { } represent devices that are non-BFS parents and non-BFS 
children.

Root

a b

c

d e

f

h

g
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F and node G (BFS children). If a BFS parent device stops hearing from one
of its BFS children,8 it uninstantiates its child and starts looking for a
replacement of the same type. The child meanwhile would stop hearing
HELLO-ACKs from the parent (assuming bidirectional links) and will unin-
stantiate itself. This has been illustrated in Figure 23.9. On average, if the
HELLO timer at every instantiated device is set to time period T, disconnec-
tions will be detected after time (3/2)T. 

Although one-hop logical neighborhood information is sufficient for
detecting disconnections in the instantiated task graph, two-hop logical
neighborhood information as illustrated in Figure 23.8 is necessary and suf-
ficient to recover from single persistent disconnections without any extra
unnecessary reinstantiations of downstream nodes in TG [4]. The process
of reinstantiation involves:

1. Discovery of a suitable replacement
2. Transfer of instantiated logical neighborhood information from par-

ents and children
3. Resumption of application data transfer 

We do not discuss these schemes in detail in this chapter and direct the
reader to references [4, 6]. 

23.3.4.1 Impact of Disconnections on Application Layer.   The applica-
tion layer of every participating device keeps up-to-date (in–out) tuple
information for parent and children devices. If disconnection of some par-
ticipating devices disrupts a running task, then it is the responsibility of
the BFS parent node to transfer the application state to the newly instanti-
ated replacement device and then resume the application data flow. Mean-
while, data packets reaching old node instances are dropped by those
devices. The average effective throughput (AvgEffT) metric tries to capture
the effectiveness of our disruption handling algorithm by measuring the
fraction of the data that actually reached the current data sinks from the
source. An application layer buffer management scheme at the BFS parent
node instance can increase the reliability of task completion. We plan to
investigate these issues in future. 

Mobility of devices may also result in lengthening or shortening of
routes between device instances, and ideally, if there is no disconnec-
tion/partition, the application should proceed without disruption. But
such ideal conditions may not hold in reality where route failures can trig-
ger route discovery, which along with TCP retransmissions after time-outs,
may sometimes take several seconds to complete. Hence, this can result in
HELLO-ACKs not coming back in T seconds, which results in the conclu-
sion that a disconnection has happened, even when the nodes are reach-
able from one another. 
opyright © 2005 by CRC Press
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Researchers have proposed solutions to the above problem based on
explicit notification of route errors to TCP [11]. However, in this work, we
do not attempt to alter TCP or DSR (including their default timer settings);
we simply develop our protocol on top of these protocols. Hence, if a
device does not receive a HELLO-ACK from its neighbor in T seconds, we
deem the neighbor to be disconnected. A reasonable value of T is one
which is not low enough to cause significant control overhead,9 and not
high enough such that disconnections are not detected fast enough. For
our simulations, we chose T = 7 seconds (> 6s, the default TCP retransmis-
sion timer). 

23.4 Performance Evaluation

We simulated the greedy instantiation/reinstantiation algorithms pro-
posed in Section 23.3.4 using the network simulator ns-2 [2]. 100 mobile
devices with specialized roles (represented by their principal attributes)
were simulated in a 1500 × 600 area. Node motion was governed by the
Random Waypoint Mobility Model; the velocity was randomly chosen from
[0, vmax] where vmax = {1, 5, 10, 15, 20} m/s. We assume that the devices are
constantly moving between waypoints. The simulated transmission range
for each node was 250 m. We show simulation results for task graphs in Figure
23.10. We refer to them as Tree TG, Non-Tree TG-1, and Non-Tree TG-2,
respectively. The principal attribute of each device belonged to 1 of 12 dif-
ferent classes. The attributes were uniformly distributed across the
MANET. 

The total simulation time was 400 s — the instantiation process began at
200 s, and at 600 s, the user/root node started sending data to the data
sinks. The data flow consisted of a constant bit rate (CBR) source, with a
burst of S bytes of data every T seconds. We report results for (S, T) =
(2500, 1). Devices that are not part of the instantiated task graph do not for-
ward packets and such packets are not buffered; in other words, if a device
that was part of an instantiated task graph becomes disconnected while
there is a packet in transit, the packet is lost. 

23.4.1 Dilation

First we analyze the constant mobility scenarios for different simulation
parameters. We first evaluate the quality of embedding using the average
dilation metric. For every mobility scenario, dilation is measured initially
after completion of instantiation and subsequently after every reinstantia-
tion event. These values are then averaged over the simulation time period
to yield one number. We observe from Figure 23.11 that average dilation for
the embedding scheme does not vary greatly with speed; in fact, davg lies
between 1.25 and 2 for all three task graphs at all different values of Max-
Speed. This means that the average number of physical hops between two
opyright © 2005 by CRC Press
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instantiated nodes in TG is low and remains approximately constant under
mobility. This is because of the approximately uniform spatial distribution
of device categories and the reasonable abundance of devices of each cat-
egory in the network (5 to 13 of each type). 

However, we do observe that davg increases when the maximum speed is
increased above 1 m/s. The principal reason for this is the following: at 1
m/s speeds, reinstantiations are rare and the davg does not deviate too
much from its value after initial instantiation. However, at greater speeds,
reinstantiation events occur more frequently because of logical neighbor
instances either having moved far away from each other or having been
disconnected by a network partition. Either of these events disrupts the
usual smooth exchange of HELLO messages resulting in reinstantiations.
Owing to the uniform distribution of device categories in space, the rein-
stantiation process will find another device with similar attributes within
its vicinity. Although that keeps the contribution of the new path length
toward davg low, the hop distances between existing instances along other
task graph edges are likely to have increased over time (although not high
enough to cause reinstantiations along those edges). This causes davg to
increase at higher speeds on the whole. 

Figure 23.11. Average Dilation versus Maximum Speed
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Another observation from Figure 23.11 is that at lower speeds, davg is
lower for TG-1 (a tree) than TG-2. This is obvious because, our heuristic
algorithm attempts to minimize the hop count only along the BFS tree
edges of a task graph both during instantiation as well as reinstantiation;
because TG-2 has extra edges, the minimization does not occur along those
edges, thus yielding a higher dilation, in general. The above reasoning does
not hold at high rates of mobility as all instantiated paths break more often
and device category distribution is spatiotemporally more uniform in the
neighborhood of a device. Hence, non-BFS tree edges are likely to be
mapped onto paths with similar lengths as BFS tree edges quite often and
that causes davg to be similar for both TG-1 and TG-2. 

23.4.2 Embedding Time

Table 23.2 compares the times taken for embedding each task graph on the
network. We depict the minimum, maximum, and median times for each
task graph for three different maximum speeds. We show the median
instantiation time instead of the average instantiation time because the
time samples are skewed. Generally, the times for TG-2 exceed those for
TG-1 and Tree, because the former is a larger task graph and it needs
exchange of packets between a larger number of devices during instantiation.

Table 23.2. Task Embedding Time

TG/Scenario Minimum (s) Maximum (s) Median (s)

Tree (1 m/s) 0.795719 6.561610 1.435320

TG-1 (1 m/s) 0.810867 6.819640 1.399530

TG-2 (1 m/s) 2.170060 7.957830 6.674960

Tree (5 m/s) 0.670853 6.111210 1.728970

TG-1 (5 m/s) 0.536686 7.708620 6.278840

TG-2 (5 m/s) 1.742180 9.537000 7.827160

Tree (10 m/s) 0.643709 1.438240 1.216280

TG-1 (10 m/s) 0.842213 6.694860 1.530080

TG-2 (10 m/s) 3.337190 9.168950 7.275040

Tree (15 m/s) 0.749414 4.039460 1.062140

TG-1 (15 m/s) 0.446600 6.511620 0.909011

TG-2 (15 m/s) 1.520370 4.090240 3.241610

Tree (20 m/s) 0.651414 2.062220 1.088190

TG-1 (20 m/s) 0.717359 4.022630 1.484370

TG-2 (20 m/s) 1.361380 7.674460 5.262870
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Some samples are much greater than the rest owing to the role of TCP
(over DSR routing protocol) in the instantiation process. After the candi-
date’s response reaches a coordinator node, it sends ACKs encapsulated in
TCP packets, because they can be lost if sent using an unreliable transport
protocol. TCP is also used in all subsequent communication (except broad-
cast and candidate response packets). 

Now, if for some reason a route error occurs while a TCP transmission
has not completed, TCP attempts redelivery only after waiting for a period
of time even if a new route is rediscovered immediately by DSR. This period
can be as large as 6 seconds (default retransmission timer of TCP) if no
prior communication has happened between the two communicating
devices. If a route error occurs shortly after two devices have communi-
cated using TCP but before another TCP transmission is completed, the
retransmission timer is set based on the round trip time estimate between
those two devices and hence it can be lower than 6 seconds. Hence, we see
instantiation time samples greater than 6 seconds on several occasions. If
mechanisms such as explicit feedback [11] are added to TCP, then these
times can be reduced significantly. Also, no monotonic pattern is observed
as a result of the increasing mobility of devices. This can be attributed to
the uniform spatial distribution of device classes in all random mobility
patterns as well as the large variability in TCP timers during the multiple
steps of the instantiation process. 

23.4.3 Effective Throughput

After the completion of the instantiation process, we begin data transmis-
sion from the user node (source) to the various sinks shown in Figure 23.10
according to particular tuple specifications. In Tree TG, instances of A, C,
and E receive one flow each. In TG-1, the instance of E receives four flows
through instances of various relay nodes. In TG-2, instances of D and H
receive one flow each and the instance of G receives four flows. We plot
normalized AvgEffT for all three task graphs in Figure 23.12. We generate
task data traffic using two different patterns: periodic CBR bursts and
bursts with exponentially distributed sizes after exponentially distributed
interarrival times (resulting in Poisson distributed bursts). The mean burst
sizes and interarrival times are kept constant for both cases. A maximum
aggregate throughput of 300 kbps can be reached for the TG-2 scenario
assuming simultaneous transmission at all instantiated devices in accor-
dance with the underlying tuple architecture. 

In Figure 23.12 we can see that at low mobility, AvgEffT is almost perfect
(close to 1.0). We can also observe that in general, AvgEffT drops with
increase in the maximum speed of devices for most situations. This is to be
expected because higher speeds generally result in more reinstantiations
and that results in more ADUs not reaching their intended destinations.
opyright © 2005 by CRC Press



Modeling Distributed Applications for Mobile Ad Hoc Networks

AU1971_book.fm  Page 533  Thursday, November 11, 2004  10:08 PM

C

533

However, AvgEffT rarely drops below 70 percent in the simulated scenarios
even under heavy mobility. This demonstrates that our protocols adapt
fairly well to mobility and are able to recover from disruptions in task data
flow. We can make some more observations from the two figures: 

• Exponential traffic pattern occasionally results in a lower throughput
than the CBR traffic pattern in scenarios involving nontree task
graphs.

• TG-1 usually yields lower throughput than Tree TG. 

Exponentially distributed data generation times can occasionally result
in large periods without much network activity and this causes the
on-demand routing protocols to lose routes to destinations. More route
errors cause more frequent TCP back-offs and sometimes result in rein-
stantiation even if the devices are graph-theoretically reachable from one
another. Loss of throughput is greater in the case of nontree TGs than Tree
TG, because recovery from the loss of a non-BFS child usually takes more
time than a BFS child. On the contrary, in the CBR case, periodic generation
of packets keeps routes fresh and hence the task graph suffers less rein-
stantiation. 

Figure 23.12. Average Effective Throughput versus Variation of Maximum Speed

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

1 5 10 15 20

A
ve

ra
ge

 E
ff

ec
tiv

e 
T

hr
ou

gh
pu

t

Maximum Speed (m/s)

100 devices in 1500x600 area, Pause Time = 0 sec (constant mobility)

Tree:(|V|=6,|E|=5) : CBR (no cross traffic)
Tree:(|V|=6,|E|=5) : CBR (with cross traffic)

TG1:(|V|=6,|E|=7) : CBR (no cross traffic)
TG1:(|V|=6,|E|=7) : CBR (with cross traffic)
TG2:(|V|=9,|E|=11) : CBR (no cross traffic)

TG2:(|V|=9,|E|=11) : CBR (with cross traffic)
opyright © 2005 by CRC Press



MOBILE COMPUTING HANDBOOK

AU1971_book.fm  Page 534  Thursday, November 11, 2004  10:08 PM

C

534

(a)

(b)

Figure 23.13. (a) Number of Reinstantiations, (b) Average Reinstantiation Time
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23.4.4 Number and Time of Reinstantiation

Figure 23.13A shows the average number of reinstantiations underwent
during the entire simulation time (400 s). The rate of change in network
topology increases with mobility causing more network partitions or route
errors. These events in turn prevent HELLO packets from arriving in time
and thus triggering more reinstantiations. Because packets caught in tran-
sit during the reinstantiation process are dropped (as mentioned earlier,
we do not consider application layer buffering in this work), AvgEffT is
directly affected by reinstantiations. 

Although Tree TG is a subgraph of TG-1, for the CBR data case, TG-1 suf-
fers less reinstantiations because data flow along the non-BFS edges of
TG-1 results in the presence of more valid alternate routes (or parts of
them). Hence, when a route error happens along a BFS edge (the primary
cause of reinstantiations) of TG-1, often these alternate routes come to the
rescue before the HELLO timer expires, thus reducing the rate of reinstan-
tiations. TG-2 generally suffers more reinstantiations because it is a larger
graph with more depth. 

In spite of Tree TG having more reinstantiations than TG-1, it experi-
ences better AvgEffT than TG-1. This is because the data tuples of TG-1 (as
well as TG-2) involve flows along non-BFS edges in the graph. Also, the set
of reinstantiation events is only a subset of the set of all disruptions. When
a non-BFS parent loses a child instance momentarily due to partitions or
HELLO time-outs, a reinstantiation will not be triggered because that is the
responsibility of the BFS parent of the child instance. Hence, the through-
put is affected until a new instance is found by a BFS parent and the
non-BFS parent is informed of this event by a one-logical-hop broadcast or
a route to the old instance is restored. Also, Tree TG has sinks at all depths,
unlike TG-1. Hence, the latter’s effective throughput suffers more from a
reinstantiation of an intermediate relay node. Exponential traffic generally
affects reinstantiations more than CBR traffic especially for the nontree
graphs as explained before. The result of that is slightly lower throughput
in the respective cases. 

Figure 23.13B shows the variation of times taken to reinstantiate a task
graph: the times taken to discover a new replacement for a disconnected
device which can participate in the task. This time is measured from the
time when the rediscovery broadcast is sent out until the time instant
when a confirmation is received from the new candidate (this involves two
round-trip handshaking steps including the broadcast). Our reinstantiation
protocol is able to find a new device nearby within one second. In fact, in
most cases, these times are only a few hundred milliseconds. Local net-
work effects are dominant factors in the determination of this metric at
higher speeds; hence, there is not much correlation between the values in
such cases. 
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23.4.5 Cumulative ADU Delay Distributions

We now examine the nature of the delay distributions that occur as a result
of sending task data using CBR and exponential traffic patterns. Figure
23.14 shows the empirical cumulative probability distributions (CDF) of
ADU delay samples. A logarithmic scale is used for the delay samples to dif-
ferentiate between delays at lower and higher ends more effectively. In Fig-
ure 23.14A, delays for the static case are plotted. We observe that CBR
delay values span a much smaller range than their exponential counter-
parts. The shape of the task graph does not seem to affect that of the CDF
curves. That is primarily because the distribution of sinks in both TG-1 and
TG-2 have a common aspect that is a dominant factor in the determination
of ADU delays: two sinks each in TG-1 are three and four logical hops away
from the source, respectively, but in TG-2, four sinks are three logical hops
away and two sinks are four logical hops away from the data source. 

(a)

Figure 23.14. Cumulative Probability Distribution for ADU Delay
(a) Static, (b) Constantly mobile.

10
3

10
2

10
1

10
0

10
1

10
2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ADU Delay [src → sink] (in seconds)

P
r{

D
el

ay
 >

 x
}

Complementary CDF (params: 100 devices, static scenario)

TG1–CBR
TG1–EXPO
TG2–CBR
TG2–EXPO
opyright © 2005 by CRC Press



Modeling Distributed Applications for Mobile Ad Hoc Networks

AU1971_book.fm  Page 537  Thursday, November 11, 2004  10:08 PM

C

537

CDF curves of delays in the constant mobility scenario have been plot-
ted in Figure 23.14B. We can easily see that although the shapes of the
curves are similar at lower values of delay, they become much flatter and
somewhat heavy tailed at larger values for both TGs and traffic patterns.
These samples correspond to ADUs that had to experience delays due to
route errors and expiry of TCP timers. In this work, we do not attempt to
investigate the exact statistical nature of the distribution and leave that as
a topic of future research. 

23.5 Related Work

Service discovery in networks has been a popular topic of research in the
industry as exemplified by Service Location Protocol (SLP) [14] and Sun’s
Jini™ network technology [18]. In both these schemes, a service providing
computer registers itself with its attributes at a centralized directory
server that the clients can lookup on demand. MOCA is a variation of Jini
without any centralized registry [7]. It is specifically designed for mobile

(b)

Figure 23.14 (Continued)

10
3

10
2

10
1

10
0

10
1

10
2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ADU Delay [src → sink] (in seconds)

P
r{

D
el

ay
 >

 x
}

Complementary CDF (params: 100 devices, constant mobility scenario)

TG1–CBR
TG1–EXPO
TG2–CBR
TG2–EXPO
opyright © 2005 by CRC Press



MOBILE COMPUTING HANDBOOK

AU1971_book.fm  Page 538  Thursday, November 11, 2004  10:08 PM

C

538

computing devices: every device has a service registry component that
only the applications running on the local and surrounding devices can
benefit from. Our approach is different from these as it operates at a logical
layer above service discovery and it can coexist with any of these
schemes. Also, it does not depend upon any centralized directory service. 

International Naming System (INS) proposes to capture user-intent for
discovering appropriate devices suitable to them. The user intent is
abstracted into collections of attribute–value pairs that describe the needs
of the user. The specific devices that will perform the desired service will
be selected by special entities called Intentional Name Resolvers. INS has
a feature called Intentional Anycast and late binding, which is somewhat
similar to what we call instantiation of task graph nodes. However, INS does
not to attempt to systematically use the logical structure of a distributed
task for resilient application execution. 

Hodes et al. [15] have investigated means of composing services for het-
erogeneous mobile clients. Their work primarily focuses on controlling
office equipment from mobile devices and design of client–device inter-
faces. They too have not addressed the issues involved in composing com-
plex services from simple devices with specific interaction patterns
between them. In general, none of the aforementioned approaches con-
sider scenarios in which multiple specialized devices need to offer their
services in a cooperative manner for the provision of a more complex ser-
vice, a case that we believe will be increasingly common in a ubiquitously
networked world. 

IBM’s Platform-Independent Model for Applications (PIMA) [3] has a
vision somewhat similar to ours. Although they argue briefly for the design
of applications in terms of subtasks instead of specific devices, they have
not mentioned any approach for realizing this vision so far. Our task graph
concept on the other hand is a systematic and concrete approach that can
help realize this vision. 

The concept of a task graph was originally proposed in the parallel com-
puting and scheduling literature for representing tasks that can be split
temporally into subtasks and then allocated to different homogeneous pro-
cessors connected by a fixed high-performance interconnect for reducing
the total completion time [10, 17]. Our notion of a task graph is different
from this classical one. We are not necessarily concerned with tasks that
are distributable among multiple homogeneous processors for speed-up.
Rather, most tasks that we are concerned with in this work involve several
specialized heterogeneous devices that communicate with each other and
are possibly mobile, and there is no notion of minimizing the total comple-
tion time. However, if we are interested in solving a large scale distributed
computing task on a network of homogeneous mobile devices, then our
notion of a task graph will be similar to the classical one. Therefore, our
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task graph formulation is more general than the one used in the parallel
computing context. 

23.6 Conclusion

In this chapter, we presented a framework for embedding and executing a
distributed application on a network of specialized, potentially mobile
devices. We developed a task graph abstraction for applications by taking
into account the dependencies induced by the data flows existing between
the components of an application. We described the task embedding prob-
lem and presented an optimal polynomial time algorithm with respect to
an average hop-count measure called dilation, for the special case where
the task graph is a tree. We also described how it can be heuristically
extended for general graphs. Owing to the unreasonable requirements and
time complexity of the aforementioned algorithm, we presented a more
practical distributed heuristic algorithm (and protocol) for embedding a
given task graph onto a MANET. We also presented a scalable, local discon-
nection detection and repair mechanism for recovering from task disrup-
tions caused by node mobility and failures. 

We showed by simulations that our protocols are able to instantiate and
reinstantiate task graphs satisfactorily in constantly mobile scenarios,
although the use of a better reliable transport protocol than TCP can yield
better performance. As a part of future work, we plan to investigate mech-
anisms of developing user level applications on top of the task graph layer
described in this chapter. These applications will be completely oblivious
of the task graph node–physical address mappings during their execution
and this can be a major benefit in failure prone mobile networked environ-
ments. 
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Notes

1. Printer, photocopier, digital picture frame, etc., are examples of classes.
2. We assume that the printer Application Programming Interface does not work at the

granularity of printing a dot.
3. If a relaying node in the path from source to sink becomes uninstantiated, effective

throughput will be affected because some data flows will be discarded and will not
reach the data sinks.

4. The Principle of Optimality holds for problems whose structure is such that their
optimal solutions contain the same for the smaller subproblems [8].
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5. The broadcast is controlled by sending the query packet to all one-hop neighbors,
which examine its contents and decide whether to rebroadcast it. A time-to-live (TTL)
field in the packet also prevents it from causing a storm.

6. Bj here acts as the local coordinator responsible for instantiation of nodes rooted
below it.

7. In an ideal situation, all data originating at the source should reach the instances of
the sink nodes in TG (Ai and Ck in the example in Figure 23.6) after having been
massaged and relayed by the intermediate devices (Bj).

8. The parent concludes this if it does not get a HELLO-ACK from that child before the
expiry of its HELLO timer.

9. Although exchanging HELLO messages with higher frequency could result in the DSR
caches having fresher routes.
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Chapter  24

Medium Access 
Control Mechanisms 
in Mobile Ad Hoc 
Networks
Chansu Yu, Ben Lee, Sridhar Kalubandi, and 
Myungchul Kim

Abstract

Media Access Control (MAC) protocol plays an important role in providing
fair and efficient allocation of limited bandwidth in wireless LANs. The
basic medium access model in the IEEE® 802.11 standard, known as distrib-
uted coordination function (DCF), is widely used in wireless LANs. Research
efforts in wireless multi-hop networks, where wireless nodes need to for-
ward packets on other’s behalf, try to measure up to or improve upon this
standard. This chapter presents an in-depth discussion on the problems
with IEEE 802.11, especially those relevant in a multi-hop network, and dis-
cusses various techniques that have been proposed to enhance the chan-
nel utilization of multi-hop wireless networks.

24.1 Introduction

Mobile devices coupled with wireless network interfaces will become an
essential part of future computing environment consisting of infrastruc-
tured and infrastructureless wireless LAN networks [1]. Wireless LAN suffers
from collisions and interference due to the broadcast nature of radio com-
munication and thus requires special MAC protocols. These protocols
employ control packets to avoid such collisions, but the control packets
themselves and packet retransmissions due to collisions reduce the avail-
able channel bandwidth for successful packet transmissions. At one
543
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extreme, aggressive collision control schemes can eliminate the retrans-
mission overhead, but at the cost of large control overhead. At the other
extreme, the lack of control over collisions offers zero control overhead,
but it may need to expend a large amount of channel bandwidth for retrans-
missions.

DCF is the basic medium access method in IEEE 802.11 [4], which is the
most popular wireless LAN standard, and it makes prudent trade-offs
between the two overheads. DCF supports best effort delivery of packets
at the link layer and is best described as the Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) protocol. Although DCF works reason-
ably well in infrastructured wireless LAN environment, this is not necessar-
ily true in a mobile ad hoc network (MANET) environment. A MANET is an
infrastructureless multi-hop network that consists of autonomous,
self-organizing, and self-operating nodes, each of which communicates
directly with the nodes within its wireless range or indirectly with other
nodes via a dynamically computed, multi-hop route.

Although the multi-hopping technique can potentially maximize the
channel use by allowing multiple simultaneous transmissions occurring
separated in space [2, 3], all participating nodes must undertake the role of
routers engaging in some routing protocol required for deciding and main-
taining the routes. In comparison to one-hop wireless networks with base
stations, multi-hop networks suffer from more collisions because nodes
are not partitioned into a number of disjoint cells, but are overlapped suc-
cessively in space. Therefore, congestion at one particular area in a
MANET may affect the neighboring areas and can propagate to the rest of
the network. In addition, multi-hopping effectively increases the total data
traffic over the network by a factor of the number of hops. Moreover, it
potentially causes self-generating collisions in addition to those from other
data streams because each node acts as a router and uses a single network
interface to receive a packet as well as to forward the previous packet of
the same data stream to the next hop node.

This chapter overviews key elements of DCF, discusses problems of DCF
when used in a multi-hop MANET environment, and surveys various mech-
anisms that balance the above mentioned two overheads to enhance the
channel use in the presence of increased chance of collisions. These mech-
anisms can be broadly classified as temporal and spatial approaches
depending on their focus of optimization on the channel bandwidth. The
temporal approaches attempt to better use the channel along the time
dimension by optimizing the parameters or improving the backoff algo-
rithm of the DCF protocol [5–8]. On the other hand, the spatial approaches
try to find more chances of spatial reuse without significantly increasing
the chance of collisions. These mechanisms include busy tone channel [9],
transmission power control [10–12], and directional antenna [13–17].
opyright © 2005 by CRC Press



  

Medium Access Control Mechanisms in Mobile Ad Hoc Networks

                          

AU1971_book.fm  Page 545  Thursday, November 11, 2004  10:08 PM

C

545

The organization of the chapter is as follows: 

• Section 24.2 provides a general description of MAC algorithms and
discusses DCF of IEEE 802.11. 

• Section 24.3 and Section 24.4 discuss the temporal and spatial MAC
techniques, respectively, to enhance the channel use based on DCF. 

• Section 24.5 presents concluding remarks.

24.2 MAC Protocols

A MAC protocol in a multiaccess medium is essentially a distributed sched-
uling algorithm that allocates the channel to requesting nodes. Two com-
monly used access principles in wireless networks are fixed-assignment
channel access and random access methods [18]. In the former method, a
pair of nodes is statically allocated a certain time slot (frequency band or
spread spectrum code), as is the case for most voice-oriented wireless net-
works. On the other hand, in random access MAC protocols, the sender
dynamically competes for a time slot with other nodes. This is a more flex-
ible and efficient method of managing the channel in a fully distributed
way, but suffers from collisions and interference. This section provides a
general discussion on the random access MAC and then offers an in-depth
discussion on DCF of IEEE 802.11.

24.2.1 Random Access MAC

Random access MAC protocol in radio networks has long been an active
research area. The throughput of ALOHA carrier sensing protocols in the
presence of collisions has been analyzed with a wide range of system
parameters, such as propagation delay and offered load. A key factor here
is the vulnerable period, during which for a node to transmit a packet suc-
cessfully without collisions, other interfering nodes should not attempt to
transmit during the node’s transmission time [19]. In the pure ALOHA
scheme, the vulnerable period is twice the packet transmission time as
shown in Figure 24.1. This is fairly large and cannot be ignored unless com-
munication traffic is sufficiently light. It has been reported that the maxi-
mum achievable channel use is only 18 percent for pure ALOHA and 36 per-
cent for slotted ALOHA even including retransmissions [19]. The carrier-
sensing mechanism reduces this period substantially by sensing the
medium before attempting to transmit a packet. The chance of collisions is
reduced to the case where a node does not sense the medium correctly
due to the propagation delay, which is fairly small compared to the packet
transmission time.

Unfortunately, collisions are not completely avoidable in carrier-sensing
MAC protocols due to interfering hidden terminals [21]. When a mobile
node is located near the receiver, but far from the sender, this node may be
unaware of the on-going communication and causes collisions at the
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receiver by initiating its own data transfers. In Figure 24.1, NR is an example
of a hidden terminal when node S and node R are the sender and the
receiver, respectively. Here, the sender S cannot sense NR’s transmission,
even though it is strong enough to corrupt the transmission from S to R.
The shaded area shown in Figure 24.1, where the hidden terminals can
hide, is called the vulnerable region.

A busy tone is one approach used to avoid the hidden terminal problem
in a carrier sensing radio network [20]. Whenever any node detects a
packet being transmitted, it starts to send a signal, called a busy tone, in a
separate frequency channel. For example, when node S starts to send a
packet to node R, node R as well as node NS will start to send a busy tone.
All the nodes that can hear the busy tone will not initiate their own trans-
mission and thus node R will not experience collision. A critical problem
with the use of busy tones is that too many nodes (all two-hop neighbors
of node S) will be inhibited from transmitting. The number of nodes
affected will typically be about four times the number of nodes within the
transmission range of the receiver, which is the only set of nodes that
should be inhibited. Therefore, even though this approach almost com-
pletely eliminates collisions, it is not a very promising approach from a
throughput standpoint [20].

24.2.2 DCF of IEEE 802.11 MAC

The IEEE 802.11 wireless LAN standard adopts a dynamic channel alloca-
tion scheme based on a carrier-sensing technique, called DCF, as its basic
MAC layer algorithm. Four key elements of DCF are ACK, RTS/CTS with NAV,
IFS, and Backoff algorithm with CW . This subsection introduces these four
key elements, which are essential for understanding the utilization enhanc-
ing techniques in the following sections.

Figure 24.1. Vulnerable Period and Vulnerable Region in Random Access MAC 
Protocols

NR would collide with Sía Tx at R.

Packet Tx
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time
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24.2.2.1 ACK for Collision Detection. Acknowledgment (ACK) packets
enable a mobile node to determine whether its transmission was success-
ful or not because it cannot otherwise detect a collision. The sender is
made aware of the collision after it times out waiting for the corresponding
ACK for the packet transmitted. If no ACK packet is received or an ACK is
received in error, the sender will contend again for the medium to retrans-
mit the data packet until the maximum allowed number of retransmissions
has been tried. If all fails, the sender drops the packet, consequently leav-
ing it to a higher level reliability protocol. Note that this sort of link level
ACK is not usually used in wired networks because wired links are quite
reliable and collisions are easily detected.

24.2.2.2 RTS/CTS and NAV for Solving Hidden Terminal Problem. In DCF,
collisions from the nodes hidden in the vulnerable region can be effectively
avoided by a four-way handshake based on request-to-send (RTS) and
clear-to-send (CTS) packets. By exchanging the two short control packets
between a sender and a receiver, all neighboring nodes recognize the trans-
mission and back off during the transmission time advertised along with
the RTS and CTS packets. Using this information, each node maintains a
network allocation vector (NAV), which indicates the remaining time of the
on-going communication. Figure 24.2 shows the transmission range of RTS
and CTS control packets. Nodes NS and NR would receive RTS and CTS,
respectively, and set their NAVs accordingly to refrain themselves from
accessing the medium during the transmission of node S. Figure 24.2 shows
the four-way handshake between S and R, as well as IFS and contention win-
dow, which will be described below.

However, as discussed in Section 24.1, the reduction in the chance of col-
lisions occurs at the expense of increased control overhead involved with
the exchange of RTS and CTS packets, which can be significant for short
frames. For this reason, DCF allows the use of the RTS/CTS mechanism, but
does not require it and suggests the use of the RTSThreshold parameter
to determine the payload size for which RTS/CTS should be used [7]. This
parameter is not fixed and has to be set separately by each mobile node.

24.2.2.3 IFS for Prioritized Access to the Channel. Interframe spacing
(IFS) is the time interval during which each node has to wait before trans-
mitting any packet and is used to provide a prioritized access to the chan-
nel. For example, short IFS (SIFS) is the shortest and is used after receiving
a DATA packet to give the highest priority to an ACK packet. DCF IFS (DIFS)
is larger than SIFS and is used when initiating a data transfer. When
RTS/CTS is used, the RTS packet can be transmitted after waiting for DIFS
duration of time. All other frames (CTS, DATA, and ACK) use SIFS before
attempting to transmit. Figure 24.2 shows the usage of DIFS and SIFS. Two
other IFSs are point coordination function IFS (PIFS) and extended IFS (EIFS),
which will be discussed shortly in this section.
opyright © 2005 by CRC Press
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24.2.2.4 Backoff Algorithm with CW to Provide Fair Access with Conges-
tion Control. The above mentioned IFS is followed by an additional waiting
time defined by the backoff algorithm used in DCF. The main purpose of the
backoff algorithm is to reduce the probability of collisions when conten-
tion is severe. After waiting for the IFS duration, each competing node
waits for a backoff time, which is randomly chosen in the interval (0, CW),
defined as contention window. During the first transmission of a packet,
CW is set to its minimum preset value, CWmin. If the channel continues to
be idle during the backoff time, it transmits (winner). Other waiting nodes
(losers) become aware of the transmission, freeze their backoff time, and
contend again in the next competition cycle after the current transmission
completes. Now, the frozen backoff time plays an important role in ensur-
ing fairness. Definition of fairness may differ, but in general all nodes enter-
ing the competition for the first time should have on an average equal
chance of transmitting and nodes that have lost in the previous competi-
tion cycle should have higher priority than newly arrived nodes during the
current competition cycle. The losers are given a higher priority by using
the remaining frozen backoff time, thereby preserving the first-come,
first-serve policy.

The aforementioned access scheme has problems under heavy or light
loads. If CW is too small compared to the number of competing nodes, it
causes many collisions. On the other hand, if CW is too large, it causes
unnecessary delays [21]. DCF adopts the binary exponential backoff
scheme to allow an adaptive solution to this problem. When a node fails to
receive an ACK in response to transmission of a DATA packet, it needs to
contend in the next competition cycle. However, CW is doubled after the
collision and this continues until CW reaches a preset limit, CWmax. It is
noted that CW is restored to its minimum, CWmin, when a node success-
fully completes a data transmission. Figure 24.3 shows the flow chart of the
backoff algorithm used in DCF.

24.2.2.5 EIFS to Protect ACK from Collisions. The RTS/CTS mechanism
together with NAV effectively eliminate the vulnerable region introduced in
Figure 24.1B. However, some packets are still vulnerable to collisions. For
example, consider the coverage area of a radio transmitter, which depends
on the power of the transmitted signal and the path loss. Each radio
receiver has particular power sensitivity; for example, it can only detect
and decode signals with strength larger than this sensitivity [22]. There are
two threshold values when receiving radio signals: receive threshold
(RXThresh) and carrier sense threshold (CSThresh). If the power of the
received signal is higher than RXThresh, it is regarded as a valid packet and
passed up to the MAC layer. The corresponding distance for two nodes to
communicate successfully is called the transmission range.
opyright © 2005 by CRC Press
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On the other hand, if the received signal power is lower than CSThresh, it
is discarded as noise and thus the node can start its own transmission or
reception. If the signal power is in between RXThresh and CSThresh, the node
cannot receive the packet intelligibly but acknowledges that some active
transmission is going on. The corresponding distance is referred to as the
interference range. Thus, when node S transmits a data packet to node R,
there are four different groups of nodes in the network as shown in Figure
24.4:

1. A node is within the transmission range of S or R (Group I). Thus,
it can receive RTS or CTS and sets its NAV accordingly.

2. A node is outside of transmission range of S and R, but is within the
interference range of S and R (Group II). Thus, it cannot receive
packets intelligently but recognizes the on-going communication.

3. A node is outside of interference range of R but is within the inter-
ference range of S (Group III). Thus, it cannot sense CTS and ACK
transmission from R.

4. A node is outside of interference range of S but is within the inter-
ference range of R (Group IV). Thus, it cannot sense data packet
transmission from S.

Figure 24.3. Backoff Algorithm Used in DCF of IEEE 802.11 MAC
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Nodes in Group I correctly set their NAVs when receiving RTS or CTS and
defer their transmission until the S–R communication is finished. Nodes in
Group II cannot decode the packets and do not know the duration of the
packet transmission, but they do sense on-going communications and thus
do not cause collisions.

However, ACKs (from R to S) and DATA (from S to R) are vulnerable to
collisions due to nodes in Group III and Group IV, respectively. Collisions
are critical for any type of packets, but ACK collisions are a more serious
problem because an ACK packet forms a vital piece of information as the
last step of the four-way handshake. A loss of ACK results in retransmission
of long DATA packet and thus significantly degrades the performance.
Extended IFS (EIFS) is used in DCF to prevent collisions with ACK recep-
tions at the sender. When nodes detect a transmission, but cannot decode
it (more specifically, a physical layer header is received correctly, but a
MAC layer frame is received in error), they set their NAVs for the EIFS dura-
tion. For example, in Figure 24.4, when S completes its data transmission at
TC , nodes in Group II and Group III would set their NAV to TC + EIFS. At TC +
SIFS + τ, R replies back to S with an ACK and the transmission is completed

Figure 24.4. Vulnerable Region with Considering the Interference Range 
(ττττ: Propagation Delay)
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at TC + SIFS + 2τ + ACKt , where τ is the propagation delay of the channel and
ACKt is the transmission time for the ACK packet. If EIFS is larger than SIFS
+ 2τ + ACKt , nodes in Group II and Group III would not corrupt the ACK
packet from R to S. These nodes have to wait an additional DIFS to start the
competition, thus EIFS is set to SIFS + ACKt + DIFS in the IEEE 802.11 MAC
standard.

Table 24.1 summarizes the characteristics of a typical radio transceiver
and the four key elements of DCF with typical values for the related param-
eters.

24.2.2.6 Performance Limit of DCF. There has been active research on
estimating the performance of IEEE 802.11 MAC, analytically as well as via
simulation [7, 8, 18, 23–27]. Among them, Cali et al. have provided a math-
ematical model for the maximum achievable throughput [8]. According to
their results, the theoretical throughput is bounded by around 80 percent
when the typical DCF parameters are used (with propagation delay of
1 µsec and packet size of 50 µsec ~ 5 msec). In reality, DCF operates very
far from the theoretical limits due to collisions and control overhead
associated with RTS/CTS and the backoff algorithm.

In a multihop MANET, the situation becomes worse due to the reasons
discussed in Section 24.1. Li et al. showed that the end-to-end throughput
is at most one fourth of the channel bandwidth even without any other
interfering nodes [28]. In other words, when IEEE 802.11based 2 Mbps wire-
less network interface is used, a source-destination pair in a MANET can-
not support more than 500 kbps. This is mainly due to collisions among
intermediate forwarding nodes of the same data stream. In addition, the
control overhead of DCF aggravates the situation and the maximum
throughput is reduced to about one seventh of the channel bandwidth
[28]. When other data traffic exists, the throughput is reduced even fur-
ther. For example, Xu and Saadawi reported that multiple simultaneous
Transmission Control Protocol (TCP) sessions in a MANET result in unrea-
sonably low aggregate throughput and suffers from severe unfairness [23].

24.3 Enhancing Temporal Channel Utilization

As pointed out previously, the performance limitation is mainly due to the
limited capability of MAC protocols in a multi-hop communication environ-
ment. A key idea for improving DCF for MANET is adaptivity. That is, each
node should be able to behave adaptively according to traffic intensity in
its vicinity. This section discusses the non-adaptive characteristics of DCF
and the temporal approaches proposed in the literature [5–8]. These
methods attempt to enhance the effective channel use by reconsidering
the DCF parameters such as RTSThreshold (Section 24.3.1) and the
backoff algorithm (Section 24.3.2) to better schedule the channel along
the time dimension.
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Table 24.1. Radio Transceiver Characteristics and Key Elements of DCF 
(914 MHz, 1 Mbps Lucent WaveLAN using Direct Sequence Spread Spectrum)

Key 
Elements Parameters

Typical 
Values Comment

Radio 
transceiver

Transmission 
power

0.2818 W

RxThresh 3.652 × 10–10 W Transmission range 250 m 
(with two-ray ground 
model)

CSThresh 1.559 × 10–11 W Interference range 550 m 
(with two-ray ground 
model)

ACK ACK frame size 376 µsec 184-bit ACK packet with 144 
and 48 bits of physical layer 
preamble and header over 
1 Mbps link

RTS/CTS and 
NAV

RTS frame size 424 µsec 232-bit RTS packet with 144 
and 48 bits of physical layer 
preamble and header over 
1 Mbps link

CTS frame size 376 µsec 184-bit CTS packet with 144 
and 48 bits of physical layer 
preamble and header over 
1 Mbps link

RTSThreshold Not specified

Retry limit for a 
long packet

4 For DATA packet longer than 
RTSThreshold

Retry limit for a 
short packet

7 For RTS and shorter DATA 
packet

IFS SIFS (Short IFS) 10 µsec For CTS, DATA, and ACK 
packet

DIFS (DCF IFS) 50 µsec For RTS and short DATA 
packet

EIFS (Extended 
IFS)

436 µsec SIFS (10) + ACKt (376) + DIFS 
(50)

Backoff 
algorithm

Slot time 20 µsec

CWmin 32 Equivalent to 640 µsec

CWmax 1024 Equivalent to 20.48 msec
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24.3.1 RTS/CTS Mechanism

24.3.1.1 Optimal Setting of RTSThreshold to Tradeoff between Control
and Collision Overhead. As discussed in Section 24.2.2, the parameter
RTSThreshold determines whether RTS/CTS is used or not. However, this
parameter is not fixed in the DCF standard as discussed previously.
Khurana et al. studied the throughput of an IEEE 802.11-based ad hoc net-
work to obtain the optimal parameters for DCF including the RTSThresh-
old [5]. Assuming that the physical layer uses direct sequence spread spec-
trum (DSSS) and DCF uses typical parameters as in Table 24.1, they
recommend a value of 250 bytes for RTSThreshold [5]. In other words,
the RTS/CTS exchange is beneficial only when DATA packet size is larger
than 250 bytes. Weinmiller et al. performed a similar study and concluded
via simulation that the best throughput is obtained when 200 to 500 bytes
is used for RTSThreshold [7]. Note that this size should take into account
the necessary physical layer preamble and header according to the MAC
packet format called MAC protocol data unit (MPDU) as noted in Table 24.1.

A better idea is to adjust the parameter depending on the traffic and the
collision probability. Even if DATA packet size is large, the RTS/CTS
exchange is a waste of bandwidth if the number of hidden terminals is
small and collisions are unlikely. Therefore, the optimal value for
RTSThreshold would depend on the traffic intensity, which can be esti-
mated indirectly by noting the number of collisions experienced [5, 7].

24.3.2 Exponential Backoff Algorithm

24.3.2.1 Conservative CW Restoration to Reduce Collisions. In DCF of
IEEE 802.11, the contention window is reduced to the minimum value
(CWmin) for every new packet whether the last packet was successfully
delivered or not. Even if the network area is congested with many compet-
ing data streams, each packet transmission starts with the minimum win-
dow size and thus experiences a large number of collisions before its win-
dow size becomes appropriate [8, 24]. In addition, restoration of CW to
CWmin makes the backoff algorithm unfair, because it favors the mobile
node that has most recently transmitted [23]. In the first part of Figure 24.5,
node A wins in the first competition cycle because it chooses the smaller
backoff time (BOFFA) than node B and node C (BOFFB and BOFFC). While
node A restores its CW to CWmin in the next competition cycle, node B and
node C, being losers, keep the same CW as in the second part of Figure 24.5.
Even though node B and node C reduce their backoff time by using the fro-
zen values (BOFFB BOFFA and BOFFC BOFFA, respectively), node A has a bet-
ter chance of winning in the next competition cycle again due to the
reduced CW size.

To solve the collision and fairness problem, Bharghavan et al. proposed
a Multiplicative Increase and Linear Decrease (MILD) algorithm where the
contention window size increases multiplicatively on collisions but
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decreases linearly on successful transmission [6]. MILD algorithm works
well when the network traffic is high. However, under light traffic condi-
tion, it incurs an additional delay to return the CW to CWmin, which is not
the case in the original backoff algorithm.

24.3.2.2 Different Treatment of New and Lost Nodes for Fairness.
Weinmiller et al. investigated the effect of CW restoration to CWmin
together with the frozen backoff time [7]. In the initial state, the backoff
algorithm in DCF results in an equally distributed probability for each slot
to be selected. However, in the following competition cycle, the probability
is not equally distributed. Consider an example in Figure 24.5. Because
BOFFA is the winner’s backoff time in the first competition cycle and the los-
ers use the frozen backoff time in the next competition cycle, the conten-
tion window of these nodes is effectively reduced to (0, CW – BOFFA). Still
within this reduced contention window, all slots are selected with the same
probability by these nodes. However, newly entering nodes will choose
their slot with equally distributed probability within the whole range of the
contention window (0, CW). Therefore, slots later than CW – BOFFA have a
significantly lower probability to be chosen compared to the earlier slots.
After several competition cycles, the slot selection probability becomes a
decreasing staircase function.

As far as the collision probability is concerned, this leads to a high
chance of collisions at earlier slots because these slots will most probably
be selected two or more times. An equally distributed probability for every
slot to be chosen is the favored situation in terms of collision avoidance.
Weinmiller et al. suggested two alternative solutions for this fairness prob-
lem, both of which attempt to offer the later slots in (CW – BOFFA, CW) to
the newly entering nodes and earlier slots in (0, CW – BOFFA) to the nodes
that have lost the previous competition [7]. These schemes assume that a
newly arriving node knows the winning slot of previous competition, which
may not be the case under certain conditions.

24.3.2.3 Dynamic Tuning of CW to Minimize the Collision Probability.
Cali et al. observed that the collision probability increases as the number
of active nodes increases, but it cannot be dynamically controlled due to
the static backoff algorithm of DCF [8]. In other words, the optimal setting
of CW, and thus the optimal backoff time, can be achieved by estimating the
number of active nodes in its vicinity at runtime. Because each node can esti-
mate the number of empty slots in a virtual transmission time by observing
the channel status, the number of active nodes can be computed and
exploited to select the appropriate CW without paying the collision costs [8].

Table 24.2 summarizes the channel utilization enhancing techniques dis-
cussed in this section.
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24.4 Enhancing Spatial Channel Utilization

In this section, we discuss MAC protocols that better utilize the channel
along the spatial dimension. Although the temporal approaches in Section
24.3 can be applied to single-hop wireless LANs as well as multi-hop
MANETs, the spatial approaches discussed in this section focus on
multi-hop MANETs and exploit the characteristics unique to the multi-hop
communication environment. The Dual Busy Tone Multiple Access
(DBTMA) protocol [9] employs a busy tone to reserve only the space
around the receiver to encourage spatial reuse. Based on the same concept
of busy tone, the Power Controlled Multiple Access (PCMA) scheme [10] fur-
ther reduces the interference range by employing the transmission power
control. An alternative to these two approaches is the use of directional
antenna to transmit or receive data only along a certain direction, which
reserves only a fraction of space compared to that of omnidirectional
antenna [13–17]. The following three subsections discuss the three
approaches, respectively.

24.4.1 Busy Tone to Solve the Exposed Terminal Problem

To avoid interference from other transmissions, a source–destination
pair should reserve some spatial area, but the area should be as small as
possible to encourage more spatial reuse. One example of excessive

Table 24.2. Enhancing Temporal Channel Utilization

Key 
Elements Parameter Problem

Solution 
Technique

RTS/CTS 
and NAV

RTSThreshold Undetermined or 
fixed 
RTSThreshold

Optimal preset value:
250 bytes MPDU [5]
200–500 bytes MPDU [7]
Adaptive adjustment based 

on traffic and collision 
probability [5]

collisions experienced [7]

Backoff 
algorithm

CW restoration 
to CWmin

Many collisions 
or large delay

MILD [6]

Frozen backoff 
time

Staircase-like slot 
selection 
probability and 
more collisions

Offer later slots to new nodes 
and earlier slots to old and 
lost nodes [7]

Backoff 
algorithm

CW is not optimal Dynamic tuning with the 
estimation of the number of 
active nodes in its vicinity 
at runtime [8]
557
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space reservation in DCF is the RTS/CTS mechanism: because collisions
occur only at the receiver side, it is not necessary to reserve space around
the sender. This is known as the exposed terminal problem [21], which
means that some nodes around the sender are overly exposed to the
on-going communication and experience unnecessary delay until the
sender completes its data transmission.

The DBTMA protocol [9] uses busy tone with RTS/CTS to solve the
exposed terminal problem. A separate control channel is used for both
control packets (RTS and CTS) and two busy tones (transmit and receive
busy tones, BTt and BTr). The main feature of DBTMA is the use of the con-
trol channel to completely eliminate the hidden as well as the exposed ter-
minal problem. BTt and BTr on the control channel indicate that the node is
transmitting and receiving on the data channel, respectively. All other
nodes sensing the BTr signal (hidden terminals) defer their transmissions;
nodes sensing the BTt signal do not attempt to receive. Thus, exposed ter-
minals can sense BTt, but not BTr , so that they can safely reuse the space
by transmitting their packets. Figure 24.6 shows the DBTMA protocol with
two busy tones on the left.

In addition, busy tone can help solve the collision problem due to mobil-
ity. The conventional RTS/CTS scheme may not work well in a network with
highly mobile nodes. This is because nodes may come within the range of
either the sender or receiver after the RTS/CTS exchange. With DBTMA,
such hidden terminals do not exist because the receiver continuously
sends the BTr signal to its neighbors.

24.4.2 Transmission Power Control to Reduce Interference 
Range Radially

When a node’s radio transmission power is controllable, its direct commu-
nication range, as well as the number of its immediate neighbors, is also
adjustable. Although higher transmission power increases the transmis-
sion range, lower transmission power reduces the collision probability by
reducing the number of competing nodes. In the PCMA protocol [10], a
source–destination pair uses request power to send (RPTS) and acceptable
power to send (APTS) control packets to compute the optimal transmission
power based on their received signal strength, which will be used when
transmitting DATA packets. PCMA also uses the busy tone channel to
advertise the noise level the receiver can tolerate. A potential transmitter
first senses the busy tone to detect the upper bound of its transmission
power for all control and DATA packets. Figure 24.6 shows the PCMA pro-
tocol with busy tone on the right.

Transmission power control approach has been actively studied for
other purposes, such as energy saving or topology control. For example,
Gomez et al. proposed using the maximum power level for RTS and CTS
opyright © 2005 by CRC Press
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packets and lower power levels for DATA packets [11]. This does not
increase or decrease the collision probability, but nodes can save a sub-
stantial amount of energy by using a low power level for DATA packets.
However, this approach has a problem with respect to ACK reception
because EIFS (used to protect ACK) is only effective when DATA packets
are transmitted at full power as discussed in Section 24.2.2. The Power
Control MAC (PCM) protocol addresses this problem by transmitting data
at a reduced power level most of the time, but periodically transmits at the
maximum power level to inform to its neighboring nodes about the current
transmission. Another related area of research is routing protocols based
on transmission power control [29–31]. We do not discuss these protocols
in detail in this chapter because they are designed to save energy rather
than improve channel use. For a detailed discussion on this subject, please
refer to [32].

24.4.3 Directional Antenna to Reduce Interference Range Angularly

Unlike an omnidirectional antenna, a directional antenna has a directional
radiation pattern making it possible to transmit to a subset of its neighbors
[33]. When it is used for transmission, it can significantly reduce the
unwanted interference to nodes outside its directional pattern. Similarly,
when it is used for reception, the receiver can eliminate the interference
signals from directions other than the signal source [13]. Thus, directional
antennas improve spatial reuse and reduce multi-path propagation, which
can result in better channel utilization.

With omnidirectional antennas, one-hop neighbors within the range of
the sender (S) or the receiver (R) defer their transmission based on
RTS/CTS as shown in Figure 24.7A. Although a hidden terminal NR should
defer its transmission to protect node R’s reception, an exposed terminal
NS unnecessarily defers its transmission because it would not have inter-
fered with the ongoing S–R communication. This wastes the spatial chan-
nel bandwidth around node S. Directional antennas can eliminate this
problem by using directional RTS (DRTS) and directional CTS (DCTS)
instead of omnidirectional RTS (oRTS) and omnidirectional CTS (oCTS) as
shown in Figure 24.7B and Figure 24.7C.

A key question then is how can collisions be avoided with DRTS and
DCTS packets. For example, in Figure 24.7C, when NR wishes to transmit
directly to R, it simply transmits because NR did not receive DCTS from
node R and thus it is not aware of the S–R communication (deafness prob-
lem [16]). This may or may not cause collisions at node R depending on the
underlying antenna model (directional hidden terminal problem). Another
important question is how to find the desired direction for the transmis-
sion and reception when initiating DRTS or replying with DCTS. This sec-
tion discusses three representative directional MAC (DMAC) algorithms
opyright © 2005 by CRC Press
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based on oRTS/oCTS [13], DRTS/oCTS [14], and DRTS/DCTS [15], respec-
tively, as shown in Figure 24.7.

24.4.3.1 oRTS/oCTS-Based DMAC. Naspuri et al. proposed the oRTS/oCTS-
based DMAC protocol [13], where all control packets are transmitted omni-
directionally and only DATA packets are transmitted directionally. Colli-
sions are avoided as in conventional omnidirectional MAC algorithms and
the additional benefit is the significant reduction in interference by trans-
mitting and receiving DATA packets over a small angle. The key feature of
this scheme is a mechanism to determine the direction of the other party
of the communication. Here, the radio transceiver is assumed to have mul-
tiple directional antennas and each node is capable of switching any one or
all antennas to active or passive modes, known as directional reception
capability. An idle node listens to on-going transmission on every direction.
When it receives an oRTS addressed to itself, it can determine the direction
of the sender by noting the antenna that received the maximum power of
the oRTS packet1 [13]. Similarly, the sender estimates the direction of the
receiver by receiving the oCTS packet. Thus, a receiver is not influenced by
other transmissions from other directions. Figure 24.7A shows the
oRTS/oCTS-based DMAC scheme.

24.4.3.2 DRTS/oCTS-Based DMAC. Ko et al. proposed two DMAC schemes
based on DRTS [14]. The first scheme trades off between spatial reuse and
collision avoidance by using DRTS and oCTS. Although oCTS helps avoid
collisions from hidden terminals, such as NR in Figure 24.7B, DRTS helps
improve the spatial channel use by eliminating the exposed terminal prob-
lem. (NS is free to attempt its transmission during the S–R communication.)
The second scheme uses both DRTS and oRTS to reduce the probability of
collisions of control packets in the sender’s vicinity caused by the exposed
terminal. The usage rule is if there is no on-going communication in every
direction around a sender, then it transmits an oRTS. Otherwise, the
sender transmits a DRTS. In both schemes, nodes require external location
tracking support such as global positioning service (GPS) to determine the
direction of the nodes they would like to communicate with. Based on the
location of the receiver, the sender may select an appropriate directional
antenna to send packets (DRTS and DATA packets) to the receiver.

24.4.3.3 DRTS/DCTS-Based DMAC. Wang and Garcia-Luna-Aceves
observed that the benefit of spatial reuse achieved by a DMAC protocol
can outweigh the benefit of a conservative collision avoidance mechanism
that sends some omnidirectional control packets to silence potential inter-
fering nodes [15]. Their approach uses both DRTS and DCTS and aggres-
sively reuses the channel along the spatial dimension at the cost of
increased chance of collisions. In Figure 24.7C, NS and NR can initiate their
562
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own transmissions during a S–R communication. It is noted that nodes
have directional reception capability as discussed previously and thus the
transmission from NR does not cause collisions at node R. Location track-
ing support is required for implementing this scheme.

24.4.3.4 Other DMAC Protocols.   Before concluding this section, we
introduce two additional DMAC protocols — Multi-hop RTS MAC (MMAC)
[16] and Receiver-Oriented Multiple Access (ROMA) [16]. Choudhury et al.
made an important observation that the gain of directional antennas is
higher than that of omnidirectional antennas; thus they have a greater
transmission/reception range [16]. Even if the receiver is within the
sender’s transmission range, the receiver may not be able to communicate
with the sender if its reception range does not include the sender. This is
quite possible when the sender transmits directionally knowing the
receiver’s location (via GPS), but the receiver tries to receive omnidirec-
tionally because it does not know about the transmission attempt from the
sender. Therefore, even though DATA packets can be transmitted over a
single hop using directional antenna at both nodes, it is possible for con-
trol packets such as DRTS to take more than one hop. MMAC takes into
account this fact and uses multi-hop RTS for delivering DRTS to the
receiver over a number of hops.

Another  recent  DMAC protocol  proposed by Bao and Gar -
cia-Luna-Aceves is not based on RTS/CTS, but uses a transmission sched-
ule determined statically based on node identifier and time slot number
[17]. Although on-demand medium access schemes determine the commu-
nicating pair by exchanging short control signals such as RTS/CTS before
each transmission session, scheduled medium access schemes prearrange
or negotiate a set of timetables for individual nodes or links. ROMA is such
a schedule-based MAC protocol where the communicating nodes are
paired with the designated time slots based on the schedule; thus the
transmissions are collision-free [17].

Table 24.3 summarizes the channel utilization enhancing techniques dis-
cussed in this section.

24.5 Conclusions

Mobile ad hoc networks are composed of nodes that are self-organizing
and communicate over wireless channels usually in a multi-hop fashion.
They exhibit dynamic topology and share limited bandwidth, with most
nodes having limited processing abilities, and energy constraints. In this
chapter, we have considered some of the techniques in the design of MAC
protocols with DCF of IEEE 802.11 as a reference model. Each of these
schemes tries to maximize network capacity, reduce congestion at the
563
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MAC layer, and ensure fairness by balancing the control overhead to avoid
collisions. Key techniques used to enhance temporal utilization are to opti-
mize the DCF parameters such as RTSThreshold and those associated
with the backoff algorithm, which is used to avoid collisions in DCF. Spatial
reuse assumes special importance in multi-hop networks. Busy tone
method, transmission power control, and directional transmissions are the
key techniques in this direction. Among these, the possibilities provided
by directional transmissions are most promising because they can reduce
interference and collisions considerably and can be used in conjunction
with the other two techniques. Transmission power control methods not
only help in reducing interference, but also in energy conservation.

Table 24.3. Enhancing Spatial Channel Utilization

Conventional 
Facility Problem

Additional 
Facility

Solution 
Technique

Single channel 
for data and 
control 
packet 

Unnecessary space 
reservation around 
the sender by RTS 
(Exposed terminal 
problem)

Separate 
busy tone 
channel

Advertise the 
communication over the 
busy tone channel 
(DBTMA) [9]

Single power 
model

Unnecessary 
interference and 
space reservation 
when the 
communicating 
distance is short

Transmission 
power 
control of 
radio 
transceiver

Advertise the tolerable 
noise level over the 
busy tone channel 
(PCMA) [10]

Use low power for DATA 
packets [11]

Periodic power 
adjustment when 
delivering DATA packets 
(PCM) [12]

Omni-
directional 
antenna 
model

Unnecessary 
interference and 
space reservation 
because 
communication is 
omnidirectional

Directional 
antenna

Omnidirectional control 
packet transfer but 
directional DATA packet 
transfer [13]

Directional RTS [14]
Directional RTS and CTS 

[15]
Multi-hop RTS to take into 

account the difference 
in antenna gain [16]

Schedule-based 
directional MAC [17]
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Note

1. Several directional antenna models have been proposed. A sectored antenna is as-
sumed for the oRTS/oCTS-based scheme. It consists of multiple (M) directional an-
tennas, each of which has a conical radiation pattern spanning an angle of 2π/M
radians. A mobile node can look out simultaneously with all of its M antennas and
recognize the direction of arrival by noting the antenna on which the gain is the
maximum. A directional beam-forming antenna is used for directional transmission or
reception by beam-forming toward the intended receiver or sender. Thus, it is usually
used along with an omnidirectional antenna for listening on all directions. A
multi-beam adaptive array model is based on an antenna array, capable of forming
multiple beams for several simultaneous receptions or transmissions.
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Chapter 25

Quality of Service 
Routing in Mobile 
Ad Hoc Networks: 
Past and Future
Jamal N. Al-Karaki, Ahmed E. Kamal 

Abstract

In recent years, quality of service (QoS) in mobile ad hoc networks
(MANETs) as a research topic has started to receive attention from a grow-
ing number of researchers. Future MANETs are expected to support a wide
range of real-time multimedia applications. The requirements for timely
delivery of multimedia traffic raise new challenges for next generation
MANETs. QoS routing is the first step toward achieving guaranteed
end-to-end QoS in MANETs. A QoS routing protocol selects network routes
with sufficient resources for the satisfaction of the requested QoS parame-
ters. The goal of QoS routing solutions is to satisfy the QoS requirements
for each admitted connection, while achieving the global efficiency in
resource utilization. In this chapter, we present an overview of QoS routing
protocols in MANETs. We discuss several problems that arise in achieving
QoS routing and review proposed QoS routing solutions. We present the
strengths and the weaknesses of the different QoS routing strategies and
point out possible future directions in the QoS routing problem in MANETs. 

25.1 Introduction 

This chapter is concerned with QoS routing in MANET. QoS refers to satis-
fying certain requirements of a connection, in terms of a set of constraints,
which can be link constraints or path constraints. QoS routing is an essential
part of the QoS architecture. Before a connection can be admitted or any
resources can be reserved, a feasible path between a source–destination pair
0-8493-1971-4/05/$0.00+$1.50
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(i.e., a path that has sufficient available resources capable of satisfying the
QoS requirements) must be found. QoS routing is a routing mechanism
under which such paths are determined on the basis of knowledge of
resource availability in the network, as well as the QoS requirements of the
flows or connections [1]. The objectives of QoS routing are to find a feasi-
ble path between a source–destination pair, if one exists, that optimizes
the use of network resources and satisfies the required QoS guarantees.
Although QoS resource reservation and QoS routing problems are closely
related and may be coupled or decoupled in QoS architectures, the two
mechanisms have distinct responsibilities. QoS resource reservation is
used to reserve resources (e.g., buffer space, bandwidth), set up and main-
tain virtual connections, release resources, and tear down connections in
the network. However, the QoS routing algorithm must first select a feasi-
ble path that has a good chance of meeting the QoS requirements [1]. 

On the other hand, a MANET consists of wireless mobile nodes that may
move freely in the absence of a fixed infrastructure resulting in frequent
changes in routes, frequent unpredictable topology changes, and link dis-
connections. The path between any pair of users can traverse multiple
wireless links resulting in multi-hop routing in general (Figure 25.1). Mobile
nodes can be heterogeneous, thus enabling an assortment of different
types of links to be part of the same ad hoc network. The job of the network
is to discover the links between the mobile nodes and to build paths for

Figure 25.1. Mobile Ad Hoc Network: an Example

Wireless Link

Mobile node

Signal range
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user communications. Within the ad hoc network, each node may act as a
router and forward packets on behalf of other nodes. Discovering links and
building paths across the MANET are challenging problems [11, 22]. Such
problems are even exacerbated when these paths have to satisfy some QoS
requirements. Traditional routing algorithms designed for wireline net-
works are not suited for QoS provisioning in MANETs [23]. The main prob-
lem is that traditional routing protocols have been designed for fixed net-
works with infrequent topology changes and typically assume symmetric
and fixed capacity links, which makes them unsuitable for MANETs. 

The challenge of QoS provisioning in MANETs is still an open research
problem due to the unique characteristics of this type of network. To pro-
vide a complete QoS solution, the interaction and cooperation of several
components (e.g., QoS routing, resource reservation, QoS capable Media
Access Control [MAC] layer, and physical layer) must be studied and quan-
tified. This is due to the strong interdependencies between the different
layers. To understand the complexity of the problem, consider a routing
protocol that computes different routes based on the flows requirements.
The set of routes and their flows determine the load on each link in the net-
work. The selection of a link in a certain route also implies the selection of
a certain transmission power that guarantees transmission quality without
degrading the transmission quality of neighboring links. Because the wire-
less medium is shared, interference between links exists and a suitable
design of the MAC protocol must coordinate among transmissions to provide
fair sharing of the wireless link. However, the MAC may not be able to accom-
modate the offered load alone as the channel behavior introduces errors.
This means that the link quality may degrade. When link quality drops as a
result of motion, noise, obstacles, etc., the link metrics exhibit new values and
the routing protocol has to recompute the routes. This process continues
indefinitely among the bottom three layers. One concludes that MAC and
routing protocols depend strongly on each other; therefore, their joint perfor-
mance should be optimized. Note also that the physical layer parameters
have a significant impact on the performance of the MAC protocol and hence
on the routing layers and the end-to-end network performance. The layer
interdependencies may extend all across the protocol stack. 

QoS routing in MANETs has only started to receive attention recently. To
provide QoS in this kind of network, it is important to discover and react to
future effects (e.g., route breakage or topology changes), which will pro-
duce service disruption and may result in the violation of the QoS guaran-
tees. QoS routing, in particular, is more difficult in MANETs than in other
types of networks for the following reasons:

• The absence of a fixed infrastructure coupled with the ability of
nodes to move freely cause frequent route breakage and unpredict-
able topology changes. 
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• The overhead of QoS routing is too high for bandwidth limited
MANET, because the mobile node should have some mechanisms to
store, update, and maintain the precise link state information. 

• The limited bandwidth resource is usually shared among adjacent
nodes due to the wireless medium. 

• The nodes themselves can be heterogeneous, thus enabling an
assortment of different types of links to be part of the same network. 

• The traditional meaning that the required QoS should be ensured
once a feasible path is established is no longer true because of the
mobility-caused path breakage or power depletion of the mobile
nodes. QoS routing should rapidly find a feasible alternate route,
that will guarantee continuous service. 

Designers of QoS routing algorithms for MANETs must consider several
design issues such as: 

• QoS metric selection (e.g., bandwidth, delay) 
• QoS path computation methods (e.g., reactive, proactive) 
• QoS state propagation and maintenance 
• Distributed versus centralized algorithmic design 
• The routing architecture (e.g., flat or hierarchical)
• Scalability for large networks 

The QoS routing protocol must also deal with imprecise state information
due to node (router) movement and topology changes. Furthermore, a QoS
routing scheme for ad hoc networks must balance efficiency and adaptiv-
ity, while maintaining low control overhead. Therefore, a MANET QoS rout-
ing protocol should have the following properties: 

• A routing protocol should be distributed to increase reliability.
Where all nodes are mobile, it is unacceptable to have a centralized
routing protocol. Hence, a distributed operation is a basic require-
ment in the design of any routing protocols in MANETs. 

• A routing protocol should assume routes as unidirectional links.
Wireless medium may cause a wireless link to be available in one
direction only due to physical factors and it may not be possible to
communicate bidirectionally. Thus a routing protocol must be
designed considering unidirectional links. 

• A routing protocol should be power efficient. 
• A protocol should be more reactive than proactive to avoid protocol

overhead. 

Examples of research addressing the QoS routing problem in MANETs
can be found in [2–5]. These protocols differ with regard to the design
choices discussed above. Table 25.1 presents a comparison of the design
choices for some QoS routing protocol classes presented in this chapter. 
opyright © 2005 by CRC Press
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The purpose of this chapter is to provide a survey on the recent devel-
opments in the area of QoS routing in MANETs. We present the different
QoS routing problems and their challenges and the QoS routing strategies.
We classify the different approaches and discuss various techniques
within this classification. We also compare the existing routing algorithms
and then outline the future issues and challenges related to the QoS routing
problem in MANETs. 

The rest of the chapter is organized as follows: 

• Section 25.2, provides the basics of QoS in MANETs as well as the
challenges and difficulties associated with the problem of QoS rout-
ing in MANETs. 

• Section 25.3 presents a general and detailed literature review of the
QoS routing schemes in MANETs and groups different approaches
and classifies them according to many parameters and contrast
similarities and differences among such techniques. 

• Section 25.4 presents a perspective of future directions of QoS routing. 
• Section 25.5 concludes with a summary of the features of QoS pro-

tocols presented and future research directions. 

25.2 Quality of Service in MANETs: The Basics

QoS provisioning in MANETs is different from QoS provisioning in other
networks, whether wireline or wireless infrastructured networks, in the
sense that mobility (e.g., route breakage) may result in service disruption
and cause QoS guarantees to be violated. Therefore, alternate routes that
are also QoS compliant must be found before the existing data connection
over the old route breaks in order to reduce the outage times. QoS support
in MANETs encompasses issues at all layers of the protocol stack (i.e.,
application, transport, network, MAC, and the physical layers). This was
motivated by the emergence of applications that require at least statistical
QoS guarantees and sometimes deterministic guarantees. QoS routing is
the facilitator for QoS provisioning in MANETs and the solution of the
issues related to QoS routing is fundamental for enabling QoS in MANETs.
The basic problem of QoS routing is to find a path that satisfies the QoS
constraints or the required QoS guarantees. 

QoS guarantees can be either deterministic or statistical. Although,
deterministic guarantees will always be met. Under all circumstances, sta-
tistical guarantees allow the guarantee to be met with a certain probability.
The characteristics of wireless MANETs preclude any tight bounds on QoS
performance measures. For example, it would be useless to reserve suffi-
cient resources via a resource reservation protocol to guarantee a worst
case delay for a high priority flow, if we cannot guarantee the delay on wire-
less links, especially that those links are subject to outage. Instead, a QoS
574
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model that provides a statistical differentiation fits better in this environ-
ment. To illustrate this point, let us focus on the provisioning of determin-
istic QoS in MANETs, which requires that QoS guarantees be maintained in
the presence of failures. For example, consider the following two cases of
failures: 

1. Transient data corruption or loss — there are two main options to
address this problem — request a retransmission or accept the loss.
From a QoS point of view, retransmission has the advantage of
maintaining the integrity of the information. However, the act of
requesting and receiving retransmission may be time consuming,
which also impacts the required QoS guarantees. 

2. Failure of part of the network — it is the situation where part of the
network ceases to provide the required QoS in a sustained manner
(e.g., in the case of network congestion or partial network discon-
nection). Two options are available — void the ongoing transmis-
sions that depend on the failed part or relocate the activities from
the failed part elsewhere. The latter option requires redundancy of
services and possibly providing for partial renegotiation of QoS
during the lifetime of a connection. This may raise considerations
of cost in equipment, computations, and network resources. 

To support QoS in MANETs, we need to define the QoS metrics that
quantify QoS and then fully understand the research issues and difficulties
in provisioning QoS in MANETs. This is discussed in detail in the following
subsections. 

25.2.1 QoS Metrics

QoS is usually specified as a set of service requirements that needs to be
met by the network. These service requirements are in terms of end-to-end
performance, such as delay, bandwidth, probability of packet loss, delay
jitter, etc. Power consumption, security, and service coverage area are
other QoS metrics specific to MANETs. Although loss probability, cost, and
delay jitter are useful QoS metrics, delay and bandwidth are the two most
important QoS metrics. In general, the QoS metrics could be concave, mul-
tiplicative, or additive. The following definition illustrates the difference
between the three types. 

Definition 25.1

Let P be a path that consists of the following k nodes (s, n1, n2, …, nk – 3, nk – 2,
d) where (s, d) are the source and destination nodes, respectively. Let M be
a QoS metric on the path P, and let mP(i, j) be the value of the QoS metric
M on the link (i, j) on path P. Let the required value of the QoS metric M on
the path P be represented by V(P). If V(P) = min(mP(s, n1), …, mP(nk – 2,d)),
575
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then metric M is concave. The QoS metric M is additive if V(P) = mP(s, n1)
+ mP(n1, n2) + … …mP(nk – 2, d). Finally, the QoS metric M is multiplicative if
V(P) = Π(mP(s,n1)…mP(nk – 2, d)). 

For example, the bandwidth metric is concave (i.e., a certain amount of
bandwidth must be available on each link along the path). Delay, delay jit-
ter, and cost are additive and the probability of packet loss can be
expressed using a multiplicative relation. The bandwidth considered for
making a routing decision is the residual bandwidth available for new traf-
fic. The bandwidth of a path is defined as the minimum of the residual
bandwidth of all links on the path or the bottleneck bandwidth. The delay
has a number of components — queuing delay, scheduling delay, transmis-
sion delay, and propagation delay. Such metrics are not necessarily inde-
pendent. Queuing delay, for example, is determined by bottleneck band-
width and traffic characteristics. Note that bottleneck bandwidth and the
total delay can be viewed as the width and length of a path. The problem
of QoS routing is then to find a path in the network given the constraints on
its width and length. 

In some recent work, researchers argue that network security should be
regarded as a QoS metric [25]. We will not consider security issues in this
chapter, because it is an independent and a broad topic by itself. However,
it is worth noting that most security protocols increase the overhead in
terms of extra messages and increased data; therefore, the required secu-
rity level may also be subject to a number of trade-offs applied by the QoS
scheme. 

25.2.2 Challenges of QoS Routing Support in MANETs

Several technical challenges face the design of efficient QoS routing proto-
cols in MANETs mostly related to the constantly changing network topol-
ogy, the limited bandwidth of a shared wireless medium, and the limited
power capacity. Different QoS routing approaches were proposed in the lit-
erature in an attempt to overcome various difficulties that prevent the
wide deployment of MANETs. These difficulties are due to the following
challenges: 

• Challenges due to the dynamic topology — the issue of mobility
does not exist in fixed networks. Even in infrastructured wireless
networks, the mobile nodes move from the domain of one access
point to the domain of another access point. In MANETs, there is a
high possibility that the topology may vary at a fast rate. The com-
plications imposed by mobility in MANETs may severely degrade
the network quality. The frequent route breakage is a natural con-
sequence of mobility, which complicates routing. This problem is
exacerbated when paths need to satisfy certain QoS guarantees
during the connection lifetime. When the network topology changes
opyright © 2005 by CRC Press
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frequently enough, it would not be possible for any protocol with
reasonable overhead to discover the paths and establish the con-
nections that provide QoS guarantees. As a result, design of QoS
routing protocols is challenged by frequent topological changes in
MANETs. Such topological dynamics are further complicated by the
natural grouping behavior in the mobile user’s movement, which leads
to frequent network partitioning. Network partitioning poses signifi-
cant challenges not only to the provisioning of QoS in ad hoc networks,
but to connection establishment at large. This is because the partition-
ing disconnects many mobile users from the rest of the network. 

• Challenges due to the scarce resources — the wireless spectrum is
a limited resource that must be used efficiently. In addition, the
wireless medium is a shared medium where signal attenuation, inter-
ference, multipath propagation effects, such as fading, and the
unguided nature of the transmitted wave all contribute to wasting
the bandwidth resource. Moreover, some overhead is often required
to support reliable data transmission. Because bandwidth availabil-
ity has a direct affect on the QoS routing, effective management of
this resource is a key factor in QoS routing. 

• Challenges due to the absence of communication infrastructure —
standard networks use an infrastructure. In MANETs, there is no
preexisting infrastructure, there is no default router, and every
mobile node should be able to act as a router and be able to forward
packets to other nodes. Therefore, a QoS routing protocol must
consider the self-creating and self-organizing features of MANETs. 

• Challenges due to power limitations — power is a limited resource
in MANETs. Solutions that reduce power consumption will often be
favored, all other factors being equal. Mobile nodes need to use their
battery limited power supply in a manner that prolongs the lifetime
of the battery. If the battery power is used blindly, mobile nodes will
fail quickly and this affects the network availability and functionality.
Service disruption due to power failure is therefore a problem that
needs to be avoided. Power-aware routing schemes, therefore, are
designed to provide solutions for this problem. Power-aware routing
routes are selected such that nodes with high remaining power are
selected. 

• Challenges due to heterogeneous nodes and networks — mobile
nodes can be heterogeneous, thus enabling an assortment of differ-
ent types of links to be part of the same ad hoc network. MANETs
are typically heterogeneous networks with various types of mobile
nodes. In a military application, different military units ranging from
soldiers to tanks can come together, hence forming an ad hoc net-
work. Nodes differ in their power capacities and computational pow-
ers. Thus, mobile nodes will have different packet generation rates,
routing responsibilities, network activities, and power draining
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rates. Dealing with node heterogeneity is a key factor for the suc-
cessful operation of heterogeneous MANETs. 

• Challenges due to link quality — the problem of link quality is par-
ticularly significant in MANETs. The essential effect on MANETs is
that the link quality can become extremely variable, often in a ran-
dom manner. Although some parts of this effect can be predicted
because variations in link quality impact packet delivery and trigger
error recovery procedures, the main QoS parameters such as band-
width availability, latency, reliability, and jitter are all affected. This
effect can happen either during or between connections. In the
former case, a link quality might become too bad while a connection
is in place. In the latter, a new connection with the same require-
ments as a previously established one is rejected because link status
variability increases and, as a result, the link becomes unreliable. 

• Challenges due to the maintenance of state information — QoS rout-
ing consists of two basic tasks. The first task is to collect the state
information and keep it up-to-date. The second task is to find a
feasible path for a new connection based on the collected informa-
tion. The performance of any routing algorithm directly depends on
how well the first task is solved. State information can be local or
global. In local state, each node is assumed to maintain its up-to-date
local state, including the queuing and propagation delay, the residual
bandwidth of the outgoing links, and the availability of other
resources. The combination of the local states of all nodes is called
a global state. Every node is able to maintain the global state by
using a link-state based routing protocol, which exchanges the local
states among the nodes periodically. The global state kept by a node
is always an approximation of the current network state due to the
constantly varying network topology and, consequently, link states
that encounter a nonnegligible delay for propagating between nodes.
In general, as the network size grows the imprecision increases. 

• Challenges due to other layers — the choice of the medium access
scheme in MANETs is difficult due to the time-varying network topol-
ogy and the lack of centralized control. Time division multiple access
(TDMA) or dynamic time assignment of frequency bands is complex
because there is no centralized control. Frequency division multiple
access (FDMA) is inefficient in dense networks and code division
multiple access (CDMA) is difficult to implement due to node mobil-
ity and the subsequent need to keep track of the frequency-hopping
patterns or spreading codes for nodes in a time-varying neighbor-
hood. At the MAC layer, we also have link layer reliability problems
that are related to the high bit error rate, in addition to the possible
packet collision problems. QoS at the MAC layer needs further
research (QoS-aware MAC). Note that a QoS-aware MAC can serve
as an infrastructure for facilitating the QoS routing. 
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• Challenges due to lack of centralized control — the QoS path dis-
covery process may be centralized or distributed. In MANETs, dis-
tributed algorithms are preferable due to the lack of a central entity.
Although distributed applications are better suited for MANETs due
to its peer-to-peer architecture, important network applications and
services such as Web servers, location information databases, and
network services (Dynamic Host Configuration Protocol [DHCP],
Simple Network Management Protocol [SNMP]) are inherently cen-
tralized. These services are often critical to the mobile node’s oper-
ation, such that every node requires constant and guaranteed access
to them. Therefore, designing protocols for MANETs requires paying
attention to both issues. 

In the next section, we review the efforts that have been exerted in the
area of QoS routing in MANETs. These efforts attempt to overcome, or at
least circumvent, the above challenges to provide possible solutions for
the problem of QoS routing in MANETs. 

25.3 QoS Routing Protocols in MANETs: Current Trends

In this section, we present a survey of the QoS routing schemes and proto-
cols presented in the literature. Compared to the abundant work on QoS
routing for fixed wireline networks, results for QoS routing in MANETs are
relatively scarce due to the difficulties mentioned earlier, as well as the rel-
ative recency of MANETs. However, some promising work on QoS routing
in MANETs has emerged recently. In the remainder of this chapter, we
present a survey of this work. To streamline this survey, we use a classifi-
cation according to the network structure and quality of service con-
straints. The classification is shown in Figure 25.2. 

QoS routing protocols in MANETs are classified into four broad categories: 

1. Flat routing schemes, which are further classified, according to their
design philosophy, into five classes: 
a. Proactive
b. Reactive
c. Predictive
d. Ticket-based probing
e. Bandwidth-based 

2. Hierarchical routing which can be a multitier network or two-tier
network in its simple form 

3. Position-based routing that may or may not use an external location
determination server (e.g., global positioning system [GPS])

4. Power-based routing that optimizes the use of battery lifetime 

In flat routing approaches, each node participating in QoS routing plays an
equal role. In contrast, hierarchical routing usually assigns different roles
opyright © 2005 by CRC Press
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to mobile nodes. QoS routing that needs help from geographic location sys-
tem (e.g., GPS) requires each node to be equipped with a GPS card. This
requirement is quite realistic today because such devices are becoming
inexpensive and can provide reasonable precision. However, a GPS-free
approach [41] may also be used if GPS use for a certain application is infeasi-
ble. With power being a limited resource in mobile ad hoc networks, routing
that takes into consideration the power level at each node is a necessity. 

25.3.1 QoS Routing in Flat Networks

The protocols we review here fall into five categories: 

1. Proactive, table-based routing schemes 
2. On-demand or reactive routing 
3. Predictive routing 
4. Ticket-based routing
5. Bandwidth-based routing 

Proactive table-based routing schemes require each of the nodes in the
network to maintain and update routing information, which is used to
determine the next hop for a packet transmission to reach destination.
On-demand routing is an emerging routing philosophy in MANETs. Routes
are created when necessary based on a query-reply approach. It differs
from the conventional proactive routing protocols in that no permanent
routing information is maintained at network nodes, thus providing a scal-
able routing solution in large MANETs. Predictive routing detects changes
in link status and network topology a priori and uses this information to
build stable routes that have low probability of failing. The basic idea of
ticket-based probing is described as follows. A ticket is the permission to
search one path. The source node issues a number of tickets based on the
available state information. Probes (routing messages) are sent from the
source toward the destination to search for a low-cost path that satisfies
the QoS requirement. Each probe is required to carry at least one ticket. At
an intermediate node, a probe with more than one ticket is allowed to be
split into multiple ones, each searching a different downstream subpath.
The maximum number of probes at any time is bounded by the total num-
ber of tickets. Because each probe searches a path, the maximum number
of paths searched is also bounded by the number of tickets. If a QoS routing
protocol supports QoS via separate end-to-end bandwidth calculation and
allocation mechanisms, it is called bandwidth-based routing. The band-
width-based routing scheme depends on the use of TDMA medium access
scheme in which the wireless channel is time-slotted and the transmission
scale is organized as frames (each containing a fixed number of time slots).
A global clock or time-synchronization mechanism is used such that the
entire network is synchronized on a frame and slot basis. 
opyright © 2005 by CRC Press
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25.3.1.1 Proactive QoS Routing Protocols. Proactive protocols have
many desirable properties, especially for applications with real-time com-
munications. This type of communication requires QoS guarantees, such
as low-latency route establishment, alternate QoS path support, and
resource state monitoring. Because the satisfaction of such a requirement
is dependent on the accuracy of the routing information stored in the
tables, frequent network topology changes may render this information
obsolete. In MANETs, the performance of proactive routing protocols dete-
riorates with frequent node movement. 

In [2], the Optimized Link State Routing (OLSR) protocol was proposed.
OLSR is a proactive routing protocol that exchanges topology information
with other nodes in the network regularly. The protocol inherits the stabil-
ity of a link state algorithm and has the advantage of having routes imme-
diately available when needed due to its proactive nature. OLSR is an opti-
mization over the classical link state protocol, tailored for mobile ad hoc
networks. The key concept used in the protocol is that of multi-point relays
(MPRs). MPRs are selected nodes that forward broadcast messages during
the flooding process. MPR selection is the key point in OLSR. The smaller
the MPR set is, the less overhead the protocol introduces. The idea of MPR
is to minimize the overhead of flooding messages in the network by reduc-
ing duplicate retransmissions in the same region. Each node in the network
selects a set of nodes in its neighborhood that may retransmit its mes-
sages. Each node selects its MPR set among its one-hop neighbors. This set
is selected such that it covers (in terms of radio range) all nodes that are
two hops away. The nodes which are selected as a MPR by some neighbor
nodes announce this information periodically in their control messages.
Therefore, a node announces to the network, that it has reachability to the
nodes which have selected it as MPR. In route calculation, the MPRs are
used to form the route from a given node to any destination in the network.
The protocol uses the MPRs to facilitate efficient flooding of control mes-
sages in the network. OLSR inherits the concept of forwarding and relaying
from High Performance Radio Local Area Network (HIPERLAN) (a MAC
layer protocol). These MPRs can be used to facilitate the efficient flooding
of control messages. The QoS support in the protocol is implemented by
extending the routing table to include two parameters — minimum available
bandwidth and maximum delay. It is worth mentioning that selecting MPRs is
similar to finding the minimum dominating set of an arbitrary graph. 

Three algorithms were developed in [29] that allow OLSR to find the
maximum bandwidth path. Through simulation, these algorithms were
shown to improve OLSR in the static network case. Two of the proposed
algorithms, called OLSRR2 and OLSRR3 and discussed below, were found to
perform well (i.e., guarantee that the highest bandwidth path between any
two nodes is found). In the first algorithm, called OLSRR1, MPR selection is
582
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almost the same as that of OLSR described earlier. However, when there
are more than one one-hop neighbors covering the same number of uncov-
ered two-hop neighbors, the one with the largest bandwidth link to the cur-
rent node is selected as MPR. The idea behind the second algorithm, called
OLSRR2, is to select the best bandwidth neighbors as MPRs until all the
two-hop neighbors are covered. The third algorithm, called OLSRR3, selects
the MPRs in a way such that all the two-hop neighbors have the optimal
bandwidth path through the MPRs to the current node. Here, optimal band-
width path means the bottleneck bandwidth path is the largest among all
the possible paths. Note that the overhead when using OLSRR3 may
increase compared with the original OLSR algorithm because we may
increase the number of MPRs in the network. This is because OLSRR3 may
select a different MPR for each two-hop neighbor. 

25.3.1.2 Reactive QoS Routing Protocols. A recent approach intended
to overcome the scalability and routing overhead problems of proactive
protocols is the reactive, on-demand routing. Examples are destination
sequenced distance vector (DSDV) [18] and Dynamic Source Routing
(DSR) [17], which split routing into discovering a path and maintaining a
path. Maintaining a path happens only while the path is in use in order to
make sure that it can still be used. Thus, no periodic updates are needed.
The key distinguishing feature of DSR is the use of source routing. That is,
the sender knows the complete hop-by-hop route to the destination. These
routes are stored in a route cache. The data packets carry the source route
in the packet header. If any link on a source route is broken, the source
node is notified using a route error (RERR) packet. The source removes any
route using this link from its cache. A new route discovery process must be
initiated by the source if this route is still needed. 

The Ad Hoc On-Demand Distance Vector Routing Protocol (AODV) [28]
has been proposed for best effort routing in MANETs. When a route to a
new destination is needed, the node broadcasts a route request (RREQ)
packet to find a route to the destination. Each node that participates in the
route acquisition process places in its routing table the reverse route to
the source node. A route reply (RREP) packet, which contains the number
of hops required to reach the destination node, D, and the most recently
seen sequence number for the node D, can be created whenever the RREQ
reaches either the destination node or an intermediate mode with a valid
route to the destination. To provide QoS support using AODV, a minimal set
of QoS extensions has been specified for the RREQ and RREP messages
[27]. Specifically, a mobile host may specify one of two services — maxi-
mum delay or minimum bandwidth. Before a node can rebroadcast a RREQ
or unicast a RREP to the source, it must be capable of meeting the QoS con-
straints. Upon detecting that the requested QoS can no longer be main-
tained, a node must send an Internet Control Message Protocol (ICMP) QoS
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LOST message back to the source. The specific extensions for the routing
table and control packets (e.g., RREQ and RREP messages) are shown in [27]. 

In [7], a QoS routing protocol that can establish QoS routes with
reserved bandwidth in a network employing TDMA is presented. A small
network is assumed, where the topology changes at a relatively slow rate,
and sessions transmit at constant bit rates. Assuming TDMA is used at the
MAC layer, the QoS measure is the amount of bandwidth (given in number
of time slots). The authors showed that the path bandwidth calculation
problem is NP-complete. Hence, an algorithm for calculating the
end-to-end bandwidth on a path is developed and used together with the
route discovery mechanism of AODV to set up QoS routes. A session spec-
ifies its QoS requirement as the number of transmission time slots it needs
on its route from a source to a destination. For each session (flow), the QoS
routing protocol will both find the route and the slots for each link on the
route. To provide a bandwidth of R slots on a given path P, it is necessary
that every node along the path find at least R slots to transmit to its down-
stream neighbor and these slots do not interfere with other transmissions.
Because of these constraints, the end-to-end bandwidth on the path is not
simply the bandwidth on the bottleneck link. In addition to building QoS
routes, the protocol also builds a best-effort route when it learns of such a
route. The best-effort route is used when a QoS route is not available. 

A shortcoming of the QoS routing protocol in [7] is that it is designed
without considering the situation when multiple QoS routes are being set
up simultaneously. A route request is processed under the assumption that
it is the only one in the network at the moment. When multiple routes are
being set up simultaneously, they reserve their own transmission time
slots independently and may interfere with one another. It is possible that
two QoS routes will block each other when they are trying to reserve the
same time slots simultaneously, which may lead to a deadlock situation.
This protocol works well in small networks (or over short routes) and
under low network mobility. For a large or highly mobile network, it lacks
the scalability and the flexibility to deal with frequent route failures. 

In [15], Chen et al. presented an on-demand, link-state-based routing
protocol. The proposed protocol can find multiple paths between a
source–destination pair. CDMA-over-TDMA channel techniques were used
to calculate the end-to-end path bandwidth of a QoS multipath routing.
(Figure 25.3 describes a reservation example where in (A) the link state
information is collected and in (B) the destination selected two paths to
receive data from the source node.) The basic idea of this protocol is to
reactively collect link state information from source to destination. The
information will be used to construct a flow network, which is a network
topology sketched from source to destination. If there are multiple paths
between the source–destination pair, the destination node will select the
opyright © 2005 by CRC Press
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path that satisfies its bandwidth requirement and replies back to the
source node. The protocol is able to produce high success rate for the
route requests. However, the method used to calculate or reserve band-
width is not clear. The scalability of the proposed protocol for large net-
works is questionable. In fact, all protocols that use TDMA to calculate
bandwidth are only efficient for small and low mobile networks. 

In [31], Lin proposed an on-demand QoS routing protocol that also per-
forms admission control. The QoS metric is bandwidth. Multiple paths are
searched at the same time between a source–destination pair. If multiple
QoS paths are found, the shortest path will be selected. Because the
scheme is pure on-demand, there is no maintenance of any routing tables
and there is no exchange of routing information. The path is only discov-
ered upon request. Therefore, in large networks, this path discovery pro-
cess may incur significant setup times. The network is using a TDMA slot
via CDMA channel allocation among different nodes (i.e., CDMA is overlaid
on top of the TDMA infrastructure). Hence, multiple sessions can share a
common TDMA slot via CDMA. The process is carried through two phases
— control phase and data phase — as shown in Figure 25.4. In the control
phase, all control functions, such as slot and frame synchronization, power
measurement, code assignment, slots request, etc., are performed. The
amount of data slots per frame assigned to a virtual circuit (VC) is deter-
mined according to bandwidth requirement. In the control phase, each
node uses pure TDMA with full power transmission to broadcast its infor-
mation to all of its neighbors in a predefined slot, such that the network
control functions can be performed in a distributed fashion. All nodes take
turn in this process. It is assumed that the information can be heard by all
of a node’s adjacent nodes. 

By the end of the control phase, each node should know the channel res-
ervation status and can decide which free slots to request, if any. There-
fore, the available path between two nodes is the set of free slots between
them. When the destination node receives a RREQ packet from the source
node, it returns a RREP packet by unicasting back to the source. If the res-
ervation process fails, then the scheme gives up and sends an appropriate

Figure 25.4. TDMA Time Frame Divided into Two Phases

Time Slots
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message back to the destination. The control messages are also used to
calculate bandwidth hop-by-hop. The success of this scheme is heavily
dependent on the reservation procedure and it may incur large setup times
in large networks. It also does not provide fairness among different connec-
tions, as slots are not distributed among nodes in a fair fashion. 

In [32], a QoS routing framework that consists of admission control,
resource reservation, and QoS routing were proposed. The shortest path
was always used for routing packets. The framework deals with finding
shortest paths that satisfy a minimum bandwidth through on-demand
channel assignment methods. The framework is heavily dependent on the
resource reservation and admission control components where resources
are tentatively reserved when a new connection with certain QoS bounds
is required. Because nodes are mobile, resource reservation is performed
at places where a mobile node is expected to visit. Two on-demand channel
assignments proposed by the authors in a different work are employed in
the proposed framework. The authors claim that their proposed frame-
work is capable of performing well consistently in all performed experi-
ments. The disadvantage of this approach is that its complexity is high and
it is hard to make a resource reservation in MANETs as the nodes are highly
mobile. Furthermore, the proposed bandwidth assignment does not really
guarantee the bandwidth as links are prone to failure. In addition, the use
of shortest path does not always guarantee the required quality, which
affects the percentage of accepted calls and could cause congestion on
some paths. 

25.3.1.3 Predictive QoS Routing Protocols. In this kind of QoS routing,
the protocol attempts to predict the link state change or topology change
beforehand and tries to avoid using unstable links in calculating a path.
This scheme is hence probabilistic in nature and its success is highly
dependent on the ability to predict well with high probability. 

In [10], Shah and Nahrstedt discussed the use of the updates of geo-
graphic location to develop a predictive location-based QoS routing
scheme based on a location resource update protocol, which assists a QoS
routing protocol. The motivation is that state information in a dynamic
environment like MANETs does not remain current for long. The predicted
locations are used to build future routes before existing routes break and
thus avoid route recomputation delay. The proposed protocol is heavily
dependent on the prediction of node locations. The direction of motion of
a mobile node is taken into account when attempting to predict its future
location. The approach involves an update protocol, a location-delay pre-
diction scheme, and the QoS routing protocol to route multimedia data to
the destination. The location-delay prediction scheme is based on a loca-
tion-resource update protocol, which assists the QoS routing protocol. The
update protocol is used to distribute nodes geographical location and
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resource information (e.g., battery power, queuing space, processor
speed, transmission range, etc.). The update packets used by the update
protocol contain time stamps, current geometric coordinates, direction of
motion, velocity, and also resource information pertaining to the node that
is used in the QoS routing protocol. The location-delay prediction scheme
is used to predict the new location and the end-to-end delay of a node
based on the last update messages received from that node. The scheme
assumes that the end-to-end delay for a data packet from, say a to b, is
equivalent to the delay experienced by the latest update from b to a. It has
been found that the end-to-end delays for packets travelling between a and
b usually remain more or less similar for no more than 0.5 seconds. This
means that the end-to-end delay to node b will be predicted to be equal to
the delay experienced by the most recent update that has arrived from b.
The delay prediction for each node is based on the end-to-end propagation
delay for that node from a certain node, say a.

In QoS routing, each node maintains two tables — the update table and
routing table — to compute paths at the source node. Although this proto-
col seems promising, the overhead in maintaining and updating tables is
high. Moreover, the prediction accuracy is highly dependent on the previ-
ous states of mobile nodes, which might be misleading. A QoS-aware
admission control is also proposed in [10]. A small mathematical model is
used to predict the new location of a mobile node. A mobile node uses the
following two equations to determine its new position (xp, yp) at a future
time tp: 

.

Using the proposed scheme and to be able to do the above calculations,
each mobile node has information about the whole topology of the net-
work. It can thus compute a source route from itself to any other node
using the information it has and can include this source route in the packet
header when it is routed. The prediction scheme proves reduction in the
overhead involved in the updates and the QoS routing scheme. However,
the prediction scheme keeps track of a lot of information (e.g., tables) and
must update these tables frequently when topology or link states change,
which results in large computation and communication costs. 

In [16], the authors propose a QoS routing scheme that is an extension
of the Precomputation-based Selective Probing (PCSP) scheme. PCSP pre-
computes QoS variations as well as the cost and QoS metrics of the
least-cost path (LC path) and the best quality path (BQ path) at each node,
taking into account the imprecision of state information. The information
is then used with two selective probing methods where one uses the
QoS-satisfying LC paths and the other using the least cost of found feasible
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paths, thus excluding the paths that can never be optimal. To be able to
execute the algorithm, the set of links are divided into two different sets —
a stationary link set and a transient link set. A routing path is supposed to
use stationary links whenever possible to reduce the path failure probabil-
ity. A newly formed link is regarded as a transient link, but becomes a sta-
tionary link if it survives for a certain duration of time. The proposed PCSP
scheme can achieve low routing overhead and small route setup time while
guaranteeing high success ratio. However, the measurements of the life-
time of the links are based on predictions of the link states, which might
change more often as nodes are free to move. The proposed scheme can-
not guarantee that by trying to capture the network state in advance, that
the paths found are optimal. 

In [33], a QoS routing protocol with mobility prediction was proposed.
This protocol searches for paths that consist of low mobility nodes. There-
fore, the lifetime of this path will be longer than other paths. The protocol
uses a metric of path expiration time, which is based on the node’s mobil-
ity speed and location with respect to other nodes. Although this protocol
shows a good performance, the nodes’ mobility patterns and speeds in
MANETs cannot be enforced or assumed before hand. Hence, the accuracy
of the calculated path or the expected lifetime of that path cannot really be
measured. 

25.3.1.4 Ticket-Based Probing Routing.  The basic idea of the ticket-
based probing scheme [4] is to utilize tickets to limit the number of paths
searched during route discovery. A ticket is the permission to search a sin-
gle path. When a source wishes to discover an admissible route to a desti-
nation, it issues a probe (routing message) to the destination. A probe is
required to carry at least one ticket, but may carry more tickets (i.e., con-
nection requests with tighter requirements are issued more tickets). At an
intermediate node, a probe with more than one ticket is allowed to split
into multiple ones, each searching a different downstream subpath. Hence,
when an intermediate node receives a probe, it decides, on the basis of its
available state information, whether the received probe should be split
and to which neighbors the probes should be forwarded. In the case of
route failures, ticket-based probing utilizes three mechanisms — path
rerouting, three level path redundancy, and path repairing. Rerouting
requires that the source node be informed of a path failure. After which,
the source initiates the ticket-based algorithm to locate another admissible
route. The path redundancy scheme establishes multiple routes for the
same connection. For the highest level of redundancy, resources are
reserved along multiple paths and every packet is routed along each path.
In the second level of redundancy, resources are reserved along multiple
paths; however, only one is used as the primary path and the others serve
as backup paths. In the third level of redundancy, multiple paths are
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selected, but resources are only reserved on the primary path. The
path-repairing mechanism tries to avoid the cost of rerouting by attempt-
ing to repair the route at the point of failure. Ticket-based probing is pro-
posed as a general QoS routing approach for MANETs and can handle dif-
ferent QoS constraints (i.e., bandwidth, delay, packet loss, and jitter). For
example, ticket-based QoS routing solutions for the bandwidth and
delay-constrained routing problems were presented in [4]. 

In [4], backup paths for maintenance of the routing paths when nodes
move, join, or leave the network are also used. The proposed algorithms
require that each node knows (with some imprecision) the delay and band-
width on the least-delay and largest-bandwidth paths to any possible des-
tination. Thus, in effect, each node should maintain the states of all links in
the network, which requires a quadratic communication overhead for the
state updates. Figure 25.5 shows an example of how source uses three
probes p1, p2, and p3 to find a path to the target D. When one or more
probes arrives at the destination node, the hop-by-hop path is known and
delay/bandwidth information can be used to perform resource reservation
for the QoS satisfying path. 

In wireline networks, a probability distribution can be calculated for a
path, based on the delay and bandwidth information. In MANETs, however,
building such probability distribution is not difficult and not feasible. This
is because wireless links are subject to breakage at any time and state
information of link and network topology is imprecise in nature. Hence, a

Figure 25.5. An Example of Use of Ticket’s in Ticket-Based QoS Rating
(Number in parentheses is number of tickets.)
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simple model that provides information about the state of the network,
although still imprecise, is needed. Such a model was proposed in the
ticket-based probing algorithm in [4]. It uses history and current estimated
delay variations and smoothing formula to find an estimation for the cur-
rent delay. Moreover, to adapt to the dynamic topology of MANETs, this
algorithm allows the different levels of route redundancy mentioned ear-
lier. A route maintenance technique that provides rerouting in case the
original path breaks was also proposed. Two routing techniques are con-
sidered in [4], both limited to low mobility networks. The first technique is
based on the availability of only local state information; the other assumes
possibly inaccurate knowledge of global states. For QoS routing using only
the local state information, [4] introduces two different distributed routing
algorithms, a source initiated routing algorithm and a destination-initiated
routing algorithm. Both rely on the use of probe packets (ticket-based
probing) for identifying a feasible route where the information for multiple
feasible routes is stored in the probes instead of the intermediate routers.
A broken route in this scheme is detected by using the beaconing protocol
that detects adjacent neighbors. Another modified scheme for finding a
QoS route based on the ticket-based probing is presented in [14], where
the authors proposed an algorithm with two modified terminating strate-
gies for the original method proposed in [4]. The objective of the modifica-
tion is to reduce the message overhead per connection. The terminating
strategies are designed for delay constrained routing where the routing
process ends at the destination nodes either when all tickets reach desti-
nation or if a probe time-out occurs. The time-out is needed for an invali-
dated probe which traverses the network until it reaches the destination.
The invalid probe traversal increases the message overhead. Hence, it was
proposed to discard all invalid probes instead of sending them to their des-
tinations. To do that, the authors proposed to modify the data structure of
the ticket distribution process where a new field called hotness is added.
Hence, the termination will depend both on the total number of tickets and
the hotness field value. The hotness field represents the degree of impor-
tance of the connection: the higher the value, the more important the con-
nection. The first termination strategy deals with the hot value probes and
the second termination strategy deals with cold probes. When the probe is
hot, destination responds quickly, but if the probe is cold, the destination
will wait for more probes to arrive before the time-out. At the end of
time-out, the destination selects the path that suits the connection. 

Liao et al. have proposed a multipath QoS routing protocol in [12]. The
protocol also searches for multiple QoS paths at the same time. The QoS
metric used is the available bandwidth. The multiple paths found collec-
tively satisfy the required QoS. In general, the multipath QoS routing algo-
rithm is suitable for MANETs with limited bandwidth. For the duration of
the connection and due to mobility, a single path satisfying the QoS
opyright © 2005 by CRC Press
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requirements is unlikely to exist all the time. Hence, multiple paths can be
used in parallel to deliver packets to the destination given that all these
paths satisfy the required QoS guarantees. The difference between this
protocol and that proposed in [4] is that multiple paths are used at the
same time to deliver packets, but in [4], different paths are tested and the
most suitable path is selected by the destination to deliver the data packets. 

In [9], the authors developed an algorithm that is based on the ticket
probing and they used fuzzy logic to model imprecise network information.
The proposed algorithm is used to generate a maximum number of probe
messages that searches for a path. A hop-by-hop path selection criteria is
made to select the best path among the candidate paths. The difference
between [4] and [9] is the way that dealing with imprecise state informa-
tion for the QoS metrics considered. In [9], the number of generated probe
messages is based on an inference rule derived by a fuzzy logic system. 

25.3.1.5 Bandwidth Calculation Based Routing. Using a TDMA scheme
in wireless MANETs allows each node to know about the free slots between
itself and its neighbors through a simple broadcasting scheme. Based on
this information, bandwidth calculation and assignment can be performed
distributively. However, determining slot assignment while searching for
the available bandwidth along the path is a NP-complete problem. Band-
width calculation requires knowledge of the available bandwidth on each
link along the path as well as resolving the scheduling of free slots. 

Note that in wireline networks, the path bandwidth is the minimum
available bandwidth of the links along the path. In time-slotted MANETs,
however, bandwidth calculation is much harder. In general, we not only
need to know the free slots on the links along the path, but also need to
determine how to assign the free slots at each hop. 

In [5], a DSDV–based QoS routing scheme was proposed. The routing
protocol provides QoS support via separate end-to-end bandwidth calcula-
tion and allocation mechanisms, thus called bandwidth-based routing. The
proposed bandwidth routing scheme depends on the use of a CDMA over
TDMA [26] medium access scheme in which the wireless channel is
time-slotted, the transmission scale is organized as frames (each contain-
ing a fixed number of time slots), and a global clock or time-synchroniza-
tion mechanism is used. That is, the entire network is synchronized on a
frame and slot basis. The path bandwidth between a source and destina-
tion is defined as the number of free or available time slots between them.
Bandwidth calculation requires knowledge of the available bandwidth on
each link along the path as well as resolving the scheduling of free slots.
This problem is NP-complete and thus, requires a heuristic approach. To
support fast rerouting during path failures (e.g., a topological change), the
bandwidth routing protocol maintains secondary paths. When the primary
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path fails, the secondary route is used (i.e., becomes the primary route)
and another secondary is discovered. A similar algorithm has been pro-
posed by Lin and Liu [5], where an end-to-end bandwidth calculation and
bandwidth allocation scheme is also used to assign link bandwidth. The
algorithm in [5] also maintains secondary and ternary paths between
source and destination for the use in rerouting when the primary path fails. 

In [7], an on-demand QoS routing protocol based on AODV for TDMA-
based MANETs was proposed. A QoS-aware route reserves bandwidth from
source to destination by reserving free time slots. In the route discovery
process of AODV, a distributed algorithm is used to calculate the available
bandwidth on a hop-by-hop basis and using the RREQ/RREP query cycle as
shown in Figure 25.6A and Figure 25.6B, where node n4 initiates the route
discovery process. When a route fails, a RERR message is sent back to the
source as illustrated in Figure 25.6C. Only the destination node can reply to
a RREQ message that has come along the path with sufficient bandwidth. If

Figure 25.6. An Example of Route Setup and Route Repair with the QoS Routing 
Protocol
(A similar example appeared in C. Zhu and M.S. Corson, InfoCom 2002. vol. 2, pp. 958–967, 2002.)
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an intermediate node learns of such a path, a RREQ message received by
this intermediate node can also be sent back by this intermediate node,
hence quicker responses can be obtained. This is explained in Figure
25.6D, Figure 25.6E, and Figure 25.6F where node n1 replied to the RREQ and
data starts flowing on the returned path. If the RREQ is received by a node
with inadequate bandwidth, it will be dropped by the intermediate nodes.
The protocol can handle limited mobility by restoring broken paths and it
is suited for small MANETs with short routes. 

In [11], a bandwidth reservation scheme is also used to provide QoS
guarantees in MANETs. A route discovery protocol is proposed, which is
able to find a route with a given bandwidth (represented by number of
slots). The proposed protocol can reserve routes while addressing both
the hidden-terminal and exposed-terminal problems. Unlike previous pro-
tocols, this protocol addresses the previous two problems by not assum-
ing that the bandwidth of a link can be determined independently of its
neighboring links. Recall that a QoS request is represented in terms of num-
ber of slots. Figure 25.7 shows an example of how bandwidth reservations
are applied in this protocol. The QoS route discovery is an on-demand
source routing basis and works similar to the DSR protocol on disseminat-
ing route-searching packets. Take the path from A to C going through node
B. In Figure 25.7A, the white slots associated with each node are free and
the gray slots are busy. Matching the free slots between nodes, we obtain
five common free time slots (i.e., 1, 2, 3, 4, 5) between A and B and four com-
mon free time slots (i.e., 3, 4, 5, 6) between B and C. In Figure 25.7B, an
attempt is made to make a reservation from A to C with three slots. Unfor-
tunately, this is not achievable for obvious reasons. Hence, the possible

Figure 25.7. TDMA-Based Bandwidth Reservation Protocol
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amount of reservation from A to C is only two slots as shown in Figure
25.7C and the situation cannot be improved, unless we change the assign-
ment for A. 

In [13], an AODV variant protocol, called QoS-AODV, is proposed. Similar
to [11], QoS-AODV incorporates slot scheduling to find QoS routes over the
network. The differences between [13] from [11] is that the protocol in [13]
uses an integrated route discovery and bandwidth reservation protocol.
Unlike other path finding and route discovery protocols that ignore the
impact of the data link layer, QoS-AODV incorporates slot scheduling infor-
mation to ensure that end-to-end bandwidth is actually reserved.
QoS-AODV performs path search simultaneously with time slot scheduling
by using simple heuristic algorithms. The protocol creates virtual connec-
tions by reserving MAC TDMA time slots along one of the discovered
paths. Another protocol proposed in [15], which is a DSDV variant proto-
col, also performs bandwidth calculation and reservation using TDMA. The
CDMA-over-TDMA Channel Model is used in this protocol, where the use of
a time slot on a link is only dependent on the status of its one-hop neigh-
boring links. Multipath routes are searched to the destination that satisfies
the bandwidth requirement. The destination determines a QoS multipath
routing and replies to the source node. This protocol collects link state
information from source to destination in a reactive manner. A mobile node
knows the available bandwidth to each of its neighbors. When a source
node S needs a route to a destination D of bandwidth B, it will send out
some RREQ packets, each of which carries the path history and link state
information. Each RREQ packet records all link state information from
source to destination. The destination collects all possible link state infor-
mation from different RREQ packets sent from the source. A partial net-
work, which is a flow network, is constructed in the destination node after
receiving multiple information packets. An algorithm is applied at the des-
tination to determine a better result for QoS multipath routing. After deter-
mining a multipath route, a reply packet is sent from the destination to the
source. On the reply’s way back to the source, the bandwidths are con-
firmed and reserved. The protocol works in a number of phases outlined in
details in [15]. 

25.3.2 Hierarchical QoS Routing Protocols

Hierarchical or cluster-based routing, originally proposed in wireline net-
works, is a well-known technique with advantages related to scalability and
efficient communication. As such, the concept of hierarchical routing is
also used to perform QoS routing in MANETs. 

Using concepts from multilayer adaptive control, Chen et al. proposed
in [8] an approach for controlling QoS in large ad hoc networks by using
hierarchically structured multi-clustered organizations. In the proposed
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approach to QoS routing in MANETs, the network can be stand-alone or
connected to wireline networks. The proposed scheme uses bandwidth as
the QoS metric for nodes grouped in clusters and using a time slotted
scheme (i.e., TDMA) inside each cluster. The role of cluster dynamics and
mobility management, as well as resource reservation and route repair and
router movement on QoS are addressed in detail. First, the network is par-
titioned into clusters where neighboring clusters use different spreading
codes to reduce interference and to enhance spatial reuse of channels.
Within each cluster, the MAC is implemented using a time slotted frame,
which is divided into a control phase and data phase as described earlier.
The QoS metric considered is the bandwidth represented in terms of time
slots. The available bandwidth computation is carried out independently
at each node. A loop free DSDV scheme is used for routing in this architec-
ture. To avoid loops in DSDV, modifications to the well-known Bell-
man–Ford algorithm, which is the basis for DSDV, is applied. Although the
proposed scheme makes what is called fast reservation in order to adapt to
network mobility, it is still hard to guarantee QoS requirement based on
reservations only. The protocol is an extension to the DSDV routing algo-
rithm. Figure 25.8 shows an example of clustering used in this protocol
where clusterheads maintain the TDMA-based schedules in each cluster. 

Figure 25.8. Clustering in MANETs: an Example
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Two new QoS routing schemes, both based on link state protocols as the
underlying mechanism, appear in [9]. Both protocols attempt to reduce
routing update overhead: one by selectively adjusting the frequencies of
routing table update, and the other by reducing the size of the table. The
QoS path is computed locally at each source node based on the routing
table. Although the states can never be guaranteed to be accurate, the
update selection strategy managed to avail a helpful network state that
improves the network performance. 

In [23], an extension to the Fisheye State Routing (FSR) and Hierarchical
State Routing (HSR) protocols with QoS guarantees were proposed. QoS
support is offered by adding an entry to the link bandwidth and channel
quality information in the routing tables. However, no specific QoS routing
algorithm was discussed in [23]. In [3], a core extraction distributed ad hoc
routing (CEDAR) algorithm has been proposed as a QoS routing algorithm
for small- to medium-size MANETs, consisting of tens to hundreds of nodes.
The core of the network is a subset of nodes selected to perform network
management and routing function in the network. CEDAR is an on-demand
source routing algorithm, which includes three key components — core
extraction, link state propagation, and route computation. In the core
extraction phase, the core of the network is extracted by approximating a
minimum dominating set (MDS) of the ad hoc network using only local
computation and local state information. The MDS is the minimum subset
of nodes, such that every node in the network is in the MDS (i.e., is a core
node) or is a neighbor of a node in the MDS. Each node in the core then
establishes a unicast virtual link with other core nodes over a distance of
three hops or less away in the ad hoc network. Each node that is not in the
core chooses a core neighbor as its dominator. The core nodes are respon-
sible for collecting local topology information and performing routing on
behalf of the nodes in their respective domain (or immediate neighbor-
hood). Figure 25.9 shows a MANET with three nodes selected to act as core
nodes (i.e., virtual topology). The core nodes are linked by virtual links in
the virtual topology. A virtual link represents one or more links in the phys-
ical topology. 

A protocol that uses the core (i.e., MDS) of the network is called a
core-based routing protocol. CEDAR uses core-based routing mechanisms
for two primary reasons: 

1. Because of the bandwidth and power constraints, reducing the num-
ber of nodes participating in route maintenance (i.e., state propaga-
tion and path restoration) is expected to increase network
performance and increase network scalability.

2. Because of the hidden terminal and exposed terminal problems, local
broadcast may be highly unreliable in MANETs. Using only a subset of
nodes should reduce the negative effects of local broadcast. 
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QoS routing in CEDAR is achieved by propagating the bandwidth avail-
ability information of stable links in the core subgraph. When a link, (a,b),
experiences a significant change (i.e., changes by some threshold value) in
available bandwidth, a and b must inform their respective dominators. The
dominators are responsible for propagating state information via
slow-moving increase waves and fast-moving decrease waves (i.e., mes-
sages) to all other core nodes via the core broadcast mechanism. 

25.3.3 Position-Based QoS Routing Protocol

Little work has been done in position-based QoS routing. In using posi-
tion-based routing, the research community usually assumed the use of
GPS as an external position determination server. GPS provides location
information (latitude, longitude, and possibly altitude) to mobile nodes in
MANETs that are equipped with GPS cards. The use of GPS is justified by
the fact that GPS cards will be, in the near future, inexpensive and will be
deployed in each car, and possibly in every user terminal. Accuracy mea-
surement in GPS can be enhanced by using differential GPS, which offers
accuracy up to a few meters. Position-based routing [40] is a new trend in
performing routing in MANETs. Routing in this approach requires including
the destination’s position in the packet, in addition to the position of neigh-
bor nodes that will forward the packet. Therefore, no route establishment
and maintenance are needed. As a result, the efficiency of any posi-
tion-based routing protocol is dependent on both the selection of the posi-
tion servers and the selection of the forwarding strategy. If the use of GPS
is not feasible, a GPS-free approach can also be used to build a local coor-
dinate system based on the exchange of node’s relative position [41]. 

In [39], a DSR-based protocol, which uses GPS for location determina-
tion was proposed. By letting each node maintain a table of the position of

Figure 25.9. Network with Core Nodes and Corresponding Core Graph: 
an Example
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all other nodes, the mobile node maintains a snapshot for the network con-
nectivity graph and therefore will be able to compute paths locally without
the need for route discovery delay. By exploiting location information
obtained from GPS, the proposed protocol enhances the end-to-end delay
for packet delivery compared to the original DSR. This enhancement is
possible because a source node has information about other nodes’ loca-
tions, hence selecting the path that will satisfy the end-to-end delay with
high probability based on its location database. However, the exchange of
position information in this protocol may use much of the network
resources. Furthermore, if the network topology changes frequently, which
is normal in MANETs, the positions maintained in the position tables
become stale quickly and need to be updated more often. The update pro-
cess consumes bandwidth in a limited-bandwidth MANET. 

In [33], the authors used GPS to obtain the position and speed of the
mobile nodes in the network area. They used this information to build
routes that will be valid for a certain period of time and can therefore be
used to provide QoS paths, which satisfy certain delay guarantees. There-
fore, the proposed protocol is also a predictive protocol in the sense that
the motion of the nodes is predicted to build routes in the network. The
lifetime of any link between two mobile nodes is defined as a function of
their current locations, current speed, and moving directions. Therefore,
this information is used on every link to find the expected lifetime of the
whole path. The authors claimed that by having a stable path, the path
setup time will be reduced, as well as the network control overhead. The
authors did not describe how the position information is distributed
among nodes and how the prediction information is updated. The
GPS-based routing algorithm has two drawbacks. One is that GPS cannot
provide the nodes with much information about the physical environ-
ment and the second is the power dissipation overhead of the GPS device
itself. 

In [41], the authors proposed a distributed mechanism for GPS free posi-
tioning in MANETs. They used the method of triangulation and coordinate
translation to form the coordination system. Being independent of the
external position server, the coordinate system provides continuous infor-
mation about positions of different nodes that can be used to perform QoS
routing in MANETs. The disadvantage of this solution is that it is computa-
tionally intensive and is also expensive in terms of the number of messages
to be exchanged before a coordinate system can be established, because
each node individually reorients its coordinates to the reference node’s
coordinates. 

In [42], an approach for integrating QoS in the flooding-based route dis-
covery process was proposed. The proposed positional attribute-based
next-hop determination approach (PANDA) discriminates the next-hop
opyright © 2005 by CRC Press
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node based on its location or capabilities. When a RREQ is broadcast, the
intermediate node has two options:

1. It will randomly rebroadcast it to its neighbors and the delay in this
case is also random and called random rebroadcast delay. 

2. Instead of random rebroadcast, the receivers opt for a delay
inversely proportional to their abilities in meeting the QoS require-
ment of the path. 

The decision at the receiver side is made on the basis of a predefined set
of rules. Thus, the end-to-end path will be able to satisfy the QoS con-
straints as long as it is intact. A broken path will initiate a QoS-aware route
discovery process, which restarts the whole process again. 

In [43], an integrated framework is proposed for performing QoS routing
in MANETs. The GPS information1 was used to divide the network area into
fixed and square zones (clusters) and an optimal election algorithm is exe-
cuted inside each zone to select one node as a clusterhead. Figure 25.10
shows an example of the clustering process in both homogeneous (identi-
cal transmission ranges) and heterogeneous (variable transmission
ranges) networks by using a location service. The role of the clusterhead is
dynamically changed when the network status changes. The set of the
selected clusterheads form a rectilinear virtual topology. The virtual topol-
ogy is used as a wireless virtual backbone to perform QoS routing. An
extended version of Open Shortest Path First (OSPF) coupled with an
extended version of the weighted fair queueing (WFQ) operate on the vir-
tual topology to provide end-to-end statistical guarantees in terms of band-
width and maximum delay. The motivation of using OSPF is that OSPF is
currently used in the Internet, hence integration between MANETs and the
Internet is implemented easily. The extended version of OSPF employs an
efficient link update mechanism and the extended version of WFQ to obtain
link costs. A hybrid criterion is used to compute QoS routes on the virtual
topology. The objective is to maximize the call acceptance rate in MANETs. 

25.3.4 Power-Aware QoS Routing in MANETs

There is an increasing interest in the power-aware routing in MANETs. Ad
hoc wireless networks are power constrained because nodes operate with
limited battery energy. To maximize the lifetime of these networks (defined
by the condition that a fixed percentage of the nodes in the network will die
out due to lack of energy), network-related transactions through each
mobile node must be controlled such that the power dissipation rates of all
nodes are nearly the same (i.e., avoid overloading a subset of nodes). 

There have been some studies on power-aware routing protocols for
MANETs. In [34], a source-initiated (on-demand) routing protocol for
MANETs that increases the network lifetime was proposed. Simulation
opyright © 2005 by CRC Press
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results show that the proposed power-aware source routing protocol has a
better performance than other source initiated routing protocols in terms
of the network lifetime. A greedy policy was applied to the fetched paths
from the cache to make sure no path would be overused and also to make
sure that each selected path has the minimum battery cost among all pos-
sible paths between two nodes. Power-aware source routing solves the
problem of finding a route π at route discovery time t such that the follow-
ing cost function is minimized: 

where Ci(t) = ρi(Fi/Ri(t)) and ρi is the transmit power of node i, Fi is the full
capacity of node i battery, Ri is the remaining battery capacity, and α is a
weighting factor. The authors also presented route discovery and mainte-
nance of the routes based on the DSR techniques. When an intermediate
node receives a RREQ packet, it starts a timer (T) and keeps the cost in the
header of that packet as Min–Cost. If additional RREQs arrive with same
destination and sequence number, the cost of the newly arrived RREQ
packet is compared to the Min–Cost. If the new packet has a lower cost,
Min–Cost is changed to this new value and the new RREQ packet is for-
warded. Otherwise, the new RREQ packet is dropped. The destination
node waits the threshold number (T) of seconds after the first RREQ
packet arrives. During that time, the destination examines the cost of the
route of every arrived RREQ packet. When the timer (T) expires, the desti-
nation node selects the route with the minimum cost and replies. Subse-
quently, it will drop any received RREQs. Route maintenance is needed
when connections between some nodes on the path are lost due to their
movement or the energy resources of some nodes may be depleting
quickly. A local approach was adopted for route maintenance because it
minimizes control traffic. In the local approach, each intermediate node in
the path monitors the decrease in its remaining energy level, which
increases its link cost when necessary. When the link cost increase goes
beyond a threshold level, the node sends a RERR back to the source and
the route is invalidated. 

In [37], the authors proposed a routing algorithm based on minimizing
the amount of power (or energy per bit) required to deliver a packet from
source to destination. The algorithm proposes to use a function f(A) to
denote node A’s reluctance to forward packets and to choose a path that
minimizes the sum of f(A) for nodes on the path. This routing protocol
addresses the issue of energy critical nodes. As a particular choice for f,
[37] proposes f(A) = 1/g(A) where g(A) denotes the remaining lifetime, nor-
malized to be in the interval [0, 1]. To minimize the total energy consumed
per packet, it has been observed in [37] that the routes selected will be

C t C t
i

i( , ) ( )π
π

=
∈
∑
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identical to routes selected by shortest hop routing, because the energy
consumed in transmitting (and receiving) one packet over one hop is con-
sidered constant. More precisely, the problem is stated as: 

(25.1)

where P(i, i + 1) denotes the power needed for transmitting (and receiving)
between two consecutive nodes, i and i + 1 (i.e., link cost), in the route R.
The link cost can be defined for two cases: 

1. Transmission power is fixed.
2. Transmission power is varied dynamically as a function of the dis-

tance between the transmitter and intended receiver. 

For the first case, energy for each operation (receive, transmit, broadcast,
discard, etc.) on a packet is given in [35] by Epacket = b*packet – size + c
where b and c are the appropriate coefficients for each operation. Coeffi-
cient b denotes the packet size-dependent energy consumption, whereas c
is a fixed cost that accounts for acquiring the channel and for MAC layer
control negotiation. In the second case, packets are retransmitted via some
intermediate nodes that may be available in MANETs. The idea is to vary
the transmitted power level (T) in accordance with the distance d such
that the received power follows the relation R = T/dα. Several algorithms
were proposed for this second case where the value of the required power
transmission levels to achieve communication is calculated by making use
of the positions of the intermediate nodes relative to the sender node.
Assuming that we can set additional nodes in arbitrary positions between
the source and destination, the power optimal packet transmissions can be
estimated as discussed in [36]. 

In [36], a localized routing algorithm for the second case is proposed.
The authors [36] assume that the power needed for transmission and
reception is a linear function of dα where d is the distance between the two
neighboring nodes and α is a parameter that depends on the physical envi-
ronment. They make use of the GPS position information to transmit pack-
ets with the minimum required transmit energy. The key requirement of
this technique is that the relative positions of nodes are available to all
nodes. However, this information may not be readily available. The main
disadvantage of the problem formulation of the previous approach is that
it always selects the least-power cost routes. As a result, nodes along these
routes tend to die sooner because of the battery energy exhaustion. This is
doubly harmful because the nodes that die early are precisely the ones
that are needed most to maintain the network connectivity (and hence use-
ful service life). Therefore, it is better to use a higher power cost route if it
avoids using nodes that have a small amount of remaining battery energy. 

Minimi e P i i
i R

z ( , 1)
∈
∑ +
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The minimum battery cost routing algorithm, proposed in [38], mini-
mizes the total cost of the route. It minimizes the summation of the inverse
of the remaining battery capacity for all nodes on the routing path. A con-
ditional max–min battery capacity routing algorithm is also proposed in
[38]. This algorithm chooses the route with minimal total transmission
power if all nodes in the route have remaining battery capacities higher
than a threshold; otherwise routes including nodes with the lowest remain-
ing battery capacities are avoided. Minimum battery cost routing showed
better performance than min–max routing in terms of expiration time of all
nodes. Conditional max–min routing showed different behavior that
depended on the value of the chosen threshold. However, because there is
no guarantee that minimum total transmission power paths will be
selected under all circumstances, it can consume more power to transmit
user traffic from a source to a destination, which actually reduces the life-
time of all nodes. 

25.4 QoS Routing in MANETs: Future Research Directions

MANETs are likely to expand their presence in the future communication
infrastructure. The need to support QoS in MANETs thus becomes an
important issue. In this section, we discuss some of the most important
issues that still need further investigation and more research in the area of
QoS provisioning in general and QoS routing in MANETs in particular.
Despite various advantages and unlimited application chances, MANETs
are still far from being deployed on large-scale commercial basis. This is
because some fundamental ad hoc networking problems remain unsolved
or need more optimal solutions. 

Although it is a difficult issue, designing QoS protocols for MANETs is
quite interesting and challenging. In this chapter, we presented an account
of such challenges. We also presented a survey of the state-of-the-art QoS
routing in this area. Several important research issues and open questions
remain to be addressed to facilitate QoS routing support in MANETs. In the
following, we list some of those problems pertaining to QoS provisioning
and routing in MANETs: 

• Multi-class traffic — the issue of accommodating user traffic with
multiple classes is difficult, especially in heavy traffic situations (i.e.,
guaranteeing QoS for lower level classes may be extremely difficult
or impossible). 

• QoS routing that allows preemption — an open area for further
research. The development of QoS routing policies, algorithms, and
protocols for handling user data with multiple classes coupled with
preemption is also an open area for further research. Differentiated
services technology proposed for the Internet might help in this
situation. 
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• Different operational conditions — the issue of providing QoS under
different operational conditions (e.g., failure modes) is worthy of
further investigation. The type of QoS provided will be dependent
on the type of error and its place. Preservation of QoS guarantees
under various failure conditions in ad hoc networks is barely
touched. 

• Mobile nodes position identification — the provisioning of QoS is
dependent on the position of mobile nodes. Each mobile node must
know its adjacent neighbors and other mobile nodes. This is difficult
because of dynamic changes of the network topology occur fre-
quently in an ad hoc network. This has a direct impact on the QoS
routing protocol. The use of external entities (e.g., GPS) is promising
despite the need to solve the problems associated with the use of
GPS system. A suitable position determination system and position
upgrade mechanism is highly required. 

• Packet prioritization — packet exchanges should not be treated with
equal priority in a QoS network. The exchange of control packets
should receive higher priority than user data packets in a network
designed for QoS. The QoS policy must allow different priorities to
exist even among different flows of user packets. 

• Mobility model — guaranteeing QoS in such a network may be
impossible if the nodes are too mobile. The challenges increase even
more for those ad hoc networks that support both best effort ser-
vices and those with QoS guarantees and are required to interwork
with each other. Most protocols used impractical mobility models
for their evaluations. There is a need for a mobility testbed that
reflects the actual nodes mobility patterns. 

• Layer integration — recent trend of MANETs is to combine the
working of the physical layer and the MAC layer with the data link
layer and network layer to enhance the network performance. The
impact of layer integration of the QoS provisioning and performance
of the network is not fully quantified yet. 

• Internet-MANET interaction — the interaction between MANETs and
the existing global information infrastructure — the Internet — is
another major area of research. A form of gateway that provides this
kind of interaction is still in its early design stages and needs further
investigation. Being able to connect to a wireline network (e.g.,
Internet) can help in the QoS routing. For example, when MANET
becomes partitioned, an alternate routing between the network par-
titions can be carried out through the wireline network. 

• MANET security — security is an important issue that is a desirable
feature in any QoS routing protocol. There should be a form of
network-level or link-layer security aspects in the protocol such that
malicious retransmissions, manipulation, snooping, and redirection
of packets are not allowed. 
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• Network partitioning — in MANET, natural grouping behavior in the
mobile user’s movement leads to frequent network partitioning. Net-
work partitioning poses significant challenges to the QoS routing
protocol because partitioning disconnects many mobile users from
each other. 

• Nodes cooperation — some mobile nodes may misbehave by agree-
ing to forward packets and then failing to do so. Obviously, this has
a direct impact on QoS in MANETs and may lead to an effectively
disconnected network. A node may misbehave because it is over-
loaded, selfish, malicious, or broken. Hence, node cooperation is
essential for the network to perform its duties. Efficient algorithms
that ensure or force node cooperation in MANETs are still needed. 

• Heterogeneous networks — it is generally assumed that all nodes in
MANETs are homogenous both in terms of capacity and functional-
ity. MANETs are typically heterogeneous networks with various
types of mobile nodes. In military application, different military units
ranging from soldiers to tanks can come together; hence forming an
ad hoc network. In conference application, different types of mobile
devices such as personal digital assistants (PDAs), smart badges,
and laptops may exist in the ad hoc network at the same time. Nodes
differ in their power capacities and computational speeds. Thus,
mobile nodes will have different packet generation rates, routing
responsibilities, network activities, and power draining rates. QoS
issues in heterogeneous networks and especially QoS routing should
be investigated in more depth. This issue has just started to receive
attention in the literature. 

We believe that QoS routing should be on-demand as traffic distribution
is not uniform throughout the network. Routing should adapt to changes in
traffic patterns such that the network and nodal resources are not mis-
used. In short, research still needs to be done in the area of QoS in general
and QoS routing in MANETs in particular. 

25.5 Conclusion

The key to support QoS in MANETs is QoS routing. QoS routing in MANETs
is a growing area of research. Different approaches have been proposed to
provide QoS routing in MANET. In this chapter, an attempt to survey QoS
routing protocols and paradigms was made. We outlined the challenges
that make the QoS routing problem in MANETs difficult. Overall, QoS routing
protocols were generalized into flat, hierarchical, position-based, and
power-aware routing paradigms. It is clearly evident from the analysis that no
particular protocol fulfills all the requirements of QoS routing in MANETs.
However each protocol works well under certain scenarios and for some QoS
metrics. After presenting an extensive review of the current protocols, we
outlined future directions in this field, which is open for further research. In
opyright © 2005 by CRC Press
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conclusion, numerous challenges must be overcome to realize the practi-
cal benefits of ad hoc networking. These include effective routing, medium
(or channel) access, mobility management, power management, security,
and, of principal interest, QoS issues, mainly pertaining to delay and band-
width management and provisioning. 

Note

1. A GPS-free approach is also possible.
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Chapter 26

Issues in Scalable 
Clustered Network 
Architecture for 
Mobile Ad Hoc 
Networks
Ben Lee, Chansu Yu, and Sangman Moh

Abstract

As large-scale, high-density multi-hop networks become desirable for
many applications, there exists a greater demand for scalable mobile ad
hoc network (MANET) architecture. Due to the increased route length
between two end nodes in a multi-hop MANET, the challenge is in the lim-
ited scalability despite the improved spatial diversity in a large network
area. Common to most existing approaches for a scalable MANET is the
link cluster architecture (LCA), where mobile nodes are logically partitioned
into groups called clusters. Clustering algorithms select master nodes and
maintain the cluster structure dynamically as nodes move. Routing proto-
cols use the underlying cluster structure to maintain routing and location
information in an efficient manner. This chapter discusses the various
issues in scalable clustered network architectures for MANETs. This
includes a classification of link-clustered architectures, an overview of
clustering algorithms focusing on master selection, and a survey of clus-
ter-based routing protocols.

26.1 Introduction

MANET is an infrastructureless multi-hop network where each node commu-
nicates with other nodes either directly or indirectly through intermediate
nodes. Because MANETs are infrastructureless, self-organizing, rapidly
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deployable wireless networks, they are highly suitable for applications
involving special outdoor events, communications in regions with no wire-
less infrastructure, emergencies and natural disasters, and military opera-
tions. Handling node mobility may be the most critical issue in a MANET;
thus previous research efforts have focused mostly on routing or multi-
casting protocols that result in consistent performance in the presence of
wide range of mobility patterns.

As large-scale, high-density multi-hop networks become more desirable
for many applications, a greater demand exists for scalable MANET archi-
tecture. However, when the network size increases, routing schemes based
on the flat network topology (or flat routing protocols) become infeasible
because of high protocol overhead and unreliability/interference caused
by networkwide flooding of routing-related control packets [1, 2]. Recently,
a number of studies have addressed this problem. For example, Li et al.
suggested that a large-scale multi-hop network is feasible only when most
of communication is local so that the broadcasts of routing-related control
packets are restricted to the local areas rather than flooded to the entire
network [3]. Morris et al. considered scaling of MANETs to hundreds of
thousands nodes, where control packets are not flooded but directed only
to some particular locations where the intended destination is most likely
to be located [4]. Grossglauser and Tse also proposed an approach where
each node localizes its data transfers by buffering the traffic until the des-
tination node is within its radio range [5]. The last solution increases delay
and requires a large buffer at each node, while the first two approaches
either require a special facility such as global positioning system (GPS) to
track nodes’ locations or assume communication traffic follows a certain
pattern.

Recently, more general approaches for a scalable MANET have been
explored in the literature [6–18, 32, 33, 36]. A common aspect to these
approaches is that the flat network topology is restructured to produce the
LCA, which is one of the promising architectural choices for a scalable
MANET [6]. Typically, an entire multi-hop MANET is divided into a number
of one- or two-hop networks, called clusters, and the clusters are indepen-
dently controlled and dynamically reconfigured as nodes move. Within
each cluster, one node is chosen to perform the function of a master 1 and
some others to perform the function of gateways between clusters. The
cluster architecture improves the scalability by reducing the number of
mobile nodes participating in some routing algorithm, which in turn signif-
icantly reduces the routing-related control overhead. Other advantages are
less chances of interference via coordination of data transmissions and
more robustness in the event of node mobility by judicially selecting stable
nodes as masters.
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This chapter presents a survey of routing protocols for clustered archi-
tecture in a large-scale MANET, which can be classified into the following
two types:

1. LCA for routing backbone
2. LCA for information infrastructure

The latter type overlays an information infrastructure to support an effi-
cient means of providing routing information; the former type constructs a
routing backbone not only to maintain routing information, but also deliv-
ers data packets to intended destinations. Master nodes in a cluster archi-
tecture-based protocol collectively maintain routing information of all
mobile nodes. For nodes in each cluster, a proactive scheme (distance vec-
tor or link state) can be used because the network diameter of each cluster
is usually small and thus the corresponding control overhead is not high.
However, for nodes outside of a cluster, each master node uses either one
of the following routing principles as in flat routing protocols:

• Proactive update
• On-demand searching

The chapter is organized as follows: 

• Section 26.2 presents the classification of cluster architecture-based
routing protocols for MANETs based on the above mentioned cluster
architectures and routing principles. 

• Section 26.3 and Section 26.4 describe numerous cluster-based rout-
ing protocols with the discussion on the cluster type they construct,
corresponding control and clustering overheads, and advantages
and disadvantages. In particular, Section 26.3 focuses on routing
protocols on LCA for routing backbone and Section 26.4 on those
based on LCA for information infrastructure. 

• Section 26.5 summarizes all the cluster-based protocols with com-
parisons and draws conclusions.

26.2 Classification of Cluster Architecture-Based Routing Protocols

Before discussing each protocol in detail, this section provides the classi-
fication of cluster-based routing protocols. The classification is based on
cluster structures these protocols build and routing methods they employ
to find the destination node or the destination node’s master. Section 26.2.1
briefly overviews flat routing protocols proposed for MANETs. Section
26.2.2 introduces several cluster structures and their characteristics. Sec-
tion 26.2.3 introduces routing principles used in cluster architecture-based
routing protocols and the overall classification.
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26.2.1 Flat Routing Protocols and Their Scalability

The routing protocols proposed for MANETs are generally categorized as
either table-driven or on-demand based on the timing of when the routes are
updated. With table-driven routing protocols, each node attempts to main-
tain consistent, up-to-date routing information to every other node in the
network. This is done in response to changes in the network by having
each node update its routing table and propagate the updates to its neigh-
boring nodes. Thus, it is proactive in the sense that when a packet needs to
be forwarded, the route is already known and can be immediately used. As
in the case for wired networks, the routing table is constructed using either
link state or distance vector algorithms containing a list of all the destina-
tions, the next hop, and the number of hops to each destination. Many
routing protocols including Destination-Sequenced Distance Vector (DSDV)
[19] and Fisheye State Routing (FSR) protocol [20] belong to this category;
they differ in the number of routing tables manipulated and the methods
used to exchange and maintain routing tables.

With on-demand driven routing, routes are discovered only when a
source node desires them. Route discovery and route maintenance are two
main procedures. The route discovery process involves sending a route
request packet from a source to its neighbor nodes, which then forward
the request to their neighbors, and so on until the route request packet
reaches the destination node. Once the route is established, some form of
route maintenance process maintains the routes in each node’s internal
data structure. Each node learns the routing paths as time passes not only
as a source or an intermediate node, but also as an overhearing neighbor
node. In contrast to table-driven routing protocols, not all up-to-date
routes are maintained at every node. Dynamic Source Routing (DSR) [21]
and Ad Hoc On-Demand Distance Vector (AODV) [22] are examples of
on-demand driven protocols.

Now consider the scalability of these flat routing protocols as network
size increases with the number of mobile nodes, n. The total effective band-
width increases as O(n) because more concurrent transmissions can be
supported. However, this advantage of spatial reuse is diminished due to
the increased path length (O(n)) in a larger network area. For this reason,
networkwide end-to-end bandwidth remains the same even though net-
work size increases [23, 24]. Although this scenario holds for data traffic,
this is not true for control traffic caused by the underlying routing proto-
col. The increased path length causes more chance of route failures and
results in higher overhead to maintain the routes. More importantly, in a
table-driven routing protocol, the size of routing table grows as function of
O(n) as network size increases and the control traffic due to the periodic
exchange of the routing tables grows as function of O(n2) because more
nodes exchange larger tables. In an on-demand routing protocol such as
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DSR, a route request packet is broadcast to a larger number of nodes with
higher frequency and thus the control traffic also increases as function of
O(n2).

In addition to the higher protocol overhead mentioned above, a
large-scale MANET suffers from unreliable broadcasts. Unlike unicast com-
munication that usually employs a four-way handshake — request-to-send,
clear-to-send, data, and acknowledgment packets — [25] to improve
link-level reliability, broadcasts are inherently unreliable in wireless ad hoc
networks. A large-scale MANET aggravates the problem because such
broadcasts are performed in a series, one after the other [1]. Redundant
broadcasts and contention/collisions among the broadcasts [26] signifi-
cantly increase the control overhead in a large-scale MANET.

26.2.2 Cluster Architectures

Cluster architecture is a scalable and efficient solution to the above men-
tioned problems by providing a hierarchical routing among mobile nodes.
Figure 26.1 shows different cluster architectures with different levels of
clusters overlapping and different responsibilities imposed on master

Figure 26.1. LCA Classification
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nodes. As introduced in Section 26.1, they can be broadly categorized into
two types — LCA for routing backbone and LCA for information infrastructure
— based on how the master nodes are used. A straightforward difference
between the two types is that the former imposes more responsibility on
master nodes, but the latter needs to provide an additional mechanism for
routing. An important design issue in the information infrastructure
approach is to select a set of master nodes that gather and scatter routing
information with minimal overhead. On the other hand, in the routing back-
bone approach, maintaining master-to-master connections and high-level
topology among the masters are more important issues to deliver data
packets efficiently.

Figure 26.1A shows examples of routing backbones through which data
packets are routed. Depending on the number of gateways between two
masters, they are called as LCA for routing backbone with a single gateway
(LSG) and with no gateway (LNG), respectively. In LNG, master nodes per-
form the functions of gateways, and thus, intermediate nodes in a routing
path consist only of masters. SPAN [32], Near Term Digital Radio (NTDR)
networking [33], and Geographic Adaptive Fidelity (GAF) [34] are example
protocols that construct LNG. Cluster Gateway Switching Routing (CGSR)
[27], Hierarchical State Routing (HSR) [28], Cluster-Based Routing Protocol
(CBRP) [30], Adaptive Routing using Clusters (ARC) [31], Destination
Sequenced Clustered Routing (DSCR) [27], and Landmark Ad Hoc Routing
(LANMAR) [29] construct LSG. Note that CBRP and ARC also allow two
neighboring masters to contact directly or indirectly via a pair of gateways.
This is to avoid frequent changes in masters and prevent network parti-
tioning as will be discussed in Section 26.3.1.

Approaches for constructing routing backbones shown in Figure 26.1A
impose high demand on channel bandwidth and require node stability on
the backbone nodes to prevent bottlenecks as well as a single point of fail-
ure. In addition, they may result in suboptimal routing paths, because
every intermediate node must be either a master or a gateway. Therefore,
an alternative solution is to construct a virtual infrastructure that serves
only as container for routing information as in Figure 26.1B. Routing is car-
ried out based on the flat routing principle without going through masters
but route searching is more localized based on the virtual information
infrastructure [11]. Core Extraction Distributed Ad Hoc Routing (CEDAR)
[35], Zone Routing Protocol (ZRP) [36], Zone-based Hierarchical Link State
(ZHLS) [37], and Grid Location Service (GLS) [38] routing protocols fall
into this category. It is noted that the last two protocols use geographic
location information obtained via GPS to define clusters, which we refer to
as LGeo (LCA for information infrastructure with geographic information).
Once a destination’s physical location is obtained, a more efficient routing
scheme can be employed. The first two protocols define clusters based on
logical connectivity, which we refer to as LLog (LCA for information infra-
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structure with logical connectivity). Distributed Database Coverage Heuristic
(DDCH) [11] and Max–Min D-Cluster Formation (MMDF) [13] are also effi-
cient clustering algorithms but not complete routing protocols, which we
also include in our discussion.

26.2.3 Cluster Architecture-Based Routing Protocols

The main idea behind constructing a LCA is to reduce the routing-related
control overhead involved with searching for the destination node in a
large network. Each master node can easily maintain the location informa-
tion of ordinary nodes in its cluster using local communications. However,
to obtain information of a destination node D in a remote cluster, each mas-
ter has to perform the following tasks: identify the cluster where the desti-
nation node D or its master node MD is located and forward data packets
toward MD and let it deliver the packets to D. Therefore, the node–master
association (D, MD) for all nodes must be maintained. A CBRP updates the
association table based on either:

• Proactive update of the association of all nodes
• On-demand searching for MD corresponding to D

among master nodes over the underlying cluster structure.

Proactive approaches can provide a faster data delivery but a large table
containing associations for all mobile nodes needs to be periodically prop-
agated. Notice, however, that the corresponding overhead is far less than
that of maintaining link status or distance vector to all nodes because the
node–master association changes less frequently than the wireless link sta-
tus. Moreover, by applying a more stable cluster structuring algorithm,
which we will discuss in Section 26.3.1, the update period can be greatly
reduced. On the other hand, for on-demand approaches, the master node
MD is searched based on typical route discovery procedure as used in
on-demand flat routing protocols such as DSR [21] or AODV [22]. The
underlying cluster structure is used to relay the route request packet in
order to avoid the overhead of a networkwide search. Table 26.1 summa-
rizes cluster routing protocols and their characteristics.

26.3 LCA for Routing Backbone

One important design problem in constructing a LCA for routing backbone
is to select master nodes so that they can form an efficient routing infra-
structure. Section 26.3.1 discusses the master selection and cluster main-
tenance algorithms for LSG and LNG in a MANET. Section 26.3.2 and Section
26.3.3 discuss the LSG- and LNG-based routing protocols, respectively.

26.3.1 Clustering Algorithms

Designing a clustering algorithm is not trivial due to the following reasons: 
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• Electing a master node among a set of directly connected nodes is
not straightforward, because each candidate has a different set of
nodes depending on the spatial location and the radio transmission
range. 

• A clustering algorithm must be a distributed algorithm and resolve
conflicts when multiple mutually exclusive candidates compete to
become a master. 

• The clustering algorithm must be able to dynamically reconfigure
the cluster structure when either some nodes move or some masters
need to be replaced due to overloading. 

• In the presence of mobility, it must preserve its cluster structure as
much as possible and reduce the communication overhead to recon-
struct clusters [7]. 

Below we will discuss the cluster construction problem involving the first
two issues, and then explain the cluster maintenance algorithm that must
deal with the last two issues.

26.3.1.1 Master Selection Algorithms for LSG. There are various clus-
tering algorithms used to construct a LSG. In the identifier-based algorithm
[6], a node elects itself as a master if it has the lowest-numbered identifier
in its uncovered neighbors, where any node that has not yet elected its
master is said to be uncovered. Figure 26.2A shows the process of master
selection based on this algorithm. Node 1 and node 4 elect themselves as
masters and node 2 and node 3 are covered by those masters. Among
uncovered nodes (5, 6, and 7), node 5 elects itself as a master because it
has the lowest identifier. By definition, a master node cannot have another

Table 26.1. Cluster-Based Protocols and Their Cluster Architectures

Cluster 
Architecture

Routing Principle for Nodes Outside of a Cluster

Proactive Update On-Demand Searching

LCA for routing 
backbone

LSG with 
master-to-gateway 
routing (Section 
26.3.2): CGSR, HSR

LSG (no or two gateways are also 
allowed) (Section 26.3.2): CBRP, ARC

LSG with flat routing 
(Section 26.3.2): 
DSCR, LANMAR

LNG with master-to-master routing 
(Section 26.3.3): SPAN, NTDR, GAF

LCA for 
information 
infrastructure 

LLog (Section 26.4.2): CEDAR, ZRP

LGeo (Section 26.4.3): ZHLS, GLS
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master as a neighboring node and thus, this algorithm produces a sin-
gle-gateway structure. The connectivity-based algorithm [6] uses the node
connectivity instead of node identifier to determine a master because it
potentially provides a cluster structure with fewer masters. (When a tie
occurs, a node identifier is used to resolve the conflict.)

In the randomized clustering algorithm [33], a node elects itself as a mas-
ter if it does not find any masters within its communication range. Because
multiple candidates may compete to become a master, conflicts are
resolved by a random delay. That is, when a node detects no neighboring
master nodes, it first waits for a randomly selected time. If it still detects no
master nodes after the delay, it now becomes the master and immediately
announces this information to its neighbors. This algorithm is logically the
same as the identifier-based algorithm when the random wait time is trans-
lated to the node identifier. The adaptive clustering algorithm proposed in
[7] forms disjoint clusters, where each cluster is assigned a different com-
munication channel from those in neighboring clusters. Without this
assumption, the algorithm is equivalent to identifier-based clustering algo-
rithm and results in a single-gateway network.

Identifier- or connectivity-based algorithms are the basic clustering
algorithms used in most of cluster routing protocols. To implement these
algorithms, each node periodically broadcasts its identifier or connectivity

Figure 26.2. Master Selection Algorithms
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information to its neighbors and elects a master that has the lowest iden-
tifier or the highest connectivity. However, it is important to note that
these clustering algorithms may not form a connected cluster structure.
This happens when the overlapping area between two adjacent clusters
does not contain any single mobile node and thus there is no node assum-
ing the task of a gateway between two clusters. For example, Figure 26.2B
shows the same ad hoc network as in Figure 26.2A but with different assign-
ments of node identifiers. Identifier-based clustering algorithm selects
node 1 and node 3 as masters but there is not a single node that is included
in both clusters.

CBRP [30] and ARC [31] protocols take this problem into account by
allowing a pair of gateways (or a joint gateway [31]) between two masters.
For example, node 5 and node 6 in Figure 26.2B should work as gateways
between two clusters. Each of these nodes periodically broadcasts the
information on master nodes that it can communicate directly or indirectly
via another node. Thus, each master is able to determine other neighbor-
ing masters that are two hops as well as three hops away.

26.3.1.2 Cluster Maintenance Algorithms for LSG. Now, we consider
the cluster maintenance procedure. Mobility of ordinary nodes can be sim-
ply handled by changing its master node accordingly. Mobility of a master
node is a more difficult problem not only because a new master node must
be elected, but also because it may affect the entire cluster structure of the
network. The identifier-based clustering is more stable than the connectiv-
ity-based clustering because connectivity changes frequently as nodes
move. In [7], the authors measured the stability of cluster architecture by
counting how many nodes migrate from one cluster to another and demon-
strated the importance of the stability factor by showing that it directly
affects the general network performance.

There are some mechanisms to make the cluster structure more stable.
Least Cluster Change (LCC) clustering algorithm is the most common
denominator, which is used in CGSR [27], CBRP [30], ARC [31], and DSCR
[27]. The two LCC rules are as follows:

1. When an ordinary node contacts another master, no change in mas-
tership occurs without reevaluating the basic master selection rule
such as lowest-ID or highest-connectivity clustering algorithm.

2. When two masters contact each other, one gives up its mastership
based on the basic rule among the two but not among all possible
candidates. Some nodes in the loser’s cluster should reelect a new
master because they are not within the transmission range of the
winning master.

However, the problem with the second LCC rule is that it can cause a rip-
pling effect across the network. CBRP [30] modifies the rule a step further
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to propose the contention rule to reduce the frequency of changes in mas-
tership. Unlike the second LCC rule stated above, two masters are allowed
to contact each other for less than the predefined contention period. The
contention rule is effective when two masters contact temporarily and are
separated in a short period of time. ARC protocol [31] adopts the revoca-
tion rule replacing the second LCC rule. When two masters contact with
each other, one master becomes an ordinary node only when its cluster
becomes a subset of the other master’s cluster. In other words, CBRP and
ARC temporarily allow a cluster structure with no gateway.

However, a highly stable structure may easily overload the master
nodes. This may produce many undesirable problems because every
mobile node is inherently identical in its capability as well as its responsi-
bility in a MANET. Thus, it is necessary to change the master nodes period-
ically to prevent overloading and to ensure fairness.

26.3.1.3 Master Selection Algorithms for LNG. The maximal connec-
tion algorithm [10] shown in Figure 26.2C is the most straightforward
no-gateway algorithm. A node elects itself as a master if there are two
neighbors that are not directly connected. With this clustering algorithm,
master nodes collectively provide a routing backbone that always guaran-
tees the shortest path. In other words, intermediate nodes of the shortest
path between any two nodes are all master nodes. To see this, consider an
intermediate node (for example, node 5 in Figure 26.2C) along a shortest
route between node 1 and node 6 (route 1–2–5–6). Node 5 relays packets
between the proceeding node (node 2) and the succeeding node (node 6)
along the shortest path but, because this node is a part of a shortest route,
these two nodes are not directly connected. Therefore, by definition, the
intermediate node (node 5) must be a master node because there are two
unconnected neighbors.

The SPAN algorithm [32] is a similar scheme but produces fewer master
nodes. To select the master nodes, the Span protocol employs a distrib-
uted master eligibility rule where each node independently checks if it
should become a master or not. The rule is if two of its neighbors cannot
reach each other either directly or via one or two masters, it should become
a master [32]. In Figure 26.2D, unlike the maximal connection algorithm,
node 3 is not a master node because two of its neighbors, node 1 and node
4, can be connected via a master node 2. A randomized backoff delay is
used to resolve contention. By definition, for each pair of nodes that are
two hops away, they are directly connected or there is a two-hop or
three-hop route where all intermediate nodes are masters. In other words,
master nodes connect any two nodes in the network providing the routing
backbone. Therefore, the SPAN algorithm produces a no-gateway network,
even though the paths are not always the shortest.
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Master overloading is also a problem in LNG. In the SPAN algorithm, a
master node periodically checks if it should withdraw as a master and
gives other neighbor nodes a chance to become a master. Ordinary nodes
also periodically determine if they should become a master or not based
on the master eligibility rule stated above. Table 26.2 summarizes the clus-
tering algorithms for LSG and LNG.

26.3.2 LSG-Based Routing Protocols

For cluster routing protocols, maintaining node–master association (D,
MD) of all mobile nodes in a MANET is the key issue. Routes to local nodes
in each cluster are usually updated using a proactive algorithm (i.e., each
node broadcasts its link state to all nodes within its cluster). Because they
share the same master, their node–master associations are automatically
updated. However, node–master association of remote nodes is maintained

Table 26.2. Clustering Algorithms for LCA for Routing Backbone

CBR Protocol Clustering Algorithm Comment

Single 
gateway

CGSR Basic + LCC algorithm “Basic” means the clustering 
algorithm based on the lowest 
identifier or the highest 
connectivity.

HSR Basic algorithm

DSCR Basic + LCC algorithm

LANMAR None Group mobility is assumed so 
that relative relationship 
among mobile nodes in a group 
does not change over time and 
results in a natural clustering.

CBRP Basic + LCC + 
Contention rule

A pair of gateways is allowed 
between two clusters.

ARC Basic + LCC + 
Revocation rule

A pair of gateways is allowed 
between two clusters.

No 
gateway

NTDR None It is assumed that nodes are 
clustered around a number of 
geographic locations and they 
naturally form clusters.

SPAN Span algorithm Master eligibility rule is defined.

GAF None A network area is geographically 
partitioned into grids and each 
node can easily associate it 
with the corresponding 
cluster.
opyright © 2005 by CRC Press



  

Issues in Scalable Clustered Network Architecture for Mobile Ad Hoc Networks

       

AU1971_book.fm  Page 623  Thursday, November 11, 2004  10:08 PM

C

623

either proactively or reactively. This section discusses six cluster routing
protocols, four proactive (CGSR, HSR, DSCR, and LANMAR) and two
on-demand protocols (CBRP and ARC). Note that, even though these pro-
tocols are all based on single-gateway cluster structure, two protocols
(DSCR and LANMAR) use flat routing scheme rather than conventional
master-to-gateway routing. Nevertheless, we categorize them as LSG pro-
tocols because data packets are routed via ordinary nodes toward MD, thus
one master node plays an important role in routing.

26.3.2.1 CGSR and HSR: Proactive Protocol with Conventional Mas-
ter -to-Gateway Routing. In CGSR [27], each master node maintains the dis-
tance and vector to all other masters based on the DSDV routing principle.
The next hop node to each of the neighboring masters should be a gateway
shared by the two clusters and thus CGSR offers a hierarchical mas-
ter-to-gateway routing path. Each node keeps a cluster member table where
the node–master associations of all mobile nodes in the network are
stored; this information is broadcast periodically to other nodes. Upon
receiving a packet, a node consults its cluster member table and routing
table to determine the nearest master along the route to the destination.
Next, the node checks its routing table to determine the particular node
that can be used to reach the selected master. It then transmits the packet
to this node. Figure 26.3A shows an example of the CGSR routing protocol
between S and D.

The HSR protocol [28] combines dynamic, distributed multi-level hierar-
chical clustering with an efficient location management. It maintains a hier-
archical topology, where elected masters at the lowest level become ordi-
nary nodes of the next higher level. The ordinary nodes of a physical
cluster (in the lowest hierarchy) broadcast their link information to each

Figure 26.3. CGSR and HSR Protocols
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other. The master summarizes its cluster’s information and sends it to
neighboring masters via gateway as it is in CGSR. Figure 26.3B shows an
example of the HSR routing protocol with three levels of hierarchy.

In HSR, a new address for each node, hierarchical ID (HID), is defined as
the sequence of MAC addresses of the nodes on the path from the top hier-
archy to the node itself. This hierarchical address is sufficient to deliver a
packet to its destination by simply looking at the HID. However, the draw-
back of HSR also comes from using HID, which requires a longer address
and frequent updates of the cluster hierarchy and the hierarchical
addresses as nodes move. In a logical sense, this is exactly the same as the
cluster member table defined in CGSR. However, in case of HSR, the main dif-
ference is that the corresponding overhead depends on mobility; it may
become zero when nodes do not move and there is no HID change.

26.3.2.2 DSCR and LANMAR: Proactive Protocols with Flat Routing to-
ward MD. DSCR [27] is similar to CGSR and HSR in that each node main-
tains the distance and vector to all masters and has complete information
on (D, MD) association of all mobile nodes. The main difference is that DSCR
forwards the data packets to the next hop node, which is not necessarily a
master or a gateway. In fact, the concept of gateway is not defined in DSCR
and data packets are delivered based on a flat routing scheme. A clear
advantage of the DSCR protocol is that the route acquisition time is very
small and the routing path is usually the shortest one because it does not
need to go through other masters or gateways except the destination’s
master. Figure 26.4 shows an example of the DSCR routing protocol.

In LANMAR [29], nodes move as inherent groups and there is a master
node, called a landmark, in each group. As in DSCR, each node periodically
exchanges topology information with its immediate neighbors based on
FSR routing principle [20] and exchanges distance vector table to all mas-
ters. But unlike DSCR, node–master associations do not need to be

Figure 26.4. DSCR and LANMAR Protocols
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updated because they are known to all the participating nodes. Advan-
tages of LANMAR are small route acquisition time and the shortest routing
path. As in DSCR, a routing path does not go through any master nodes,
including the destination’s master node, MD. When the packet reaches near
the destination cluster, any node that receives the packet may know the
destination as one of its neighbors and directly delivers the packet rather
than forwarding it to MD. Figure 26.4 shows an example of the LANMAR
routing protocol, which is conceptually the same as DSCR.

26.3.2.3 CBRP and ARC: On-Demand Protocols with Conventional Mas-
ter -to-Gateway Routing (Allowing No, Single, or Joint Gateways). In CBRP
[30] and ARC [31], each node periodically broadcasts its link state to its
neighbors as in CGSR and HSR with additional information on neighboring
masters that it learns from its neighbors (neighbor or node table). There-
fore, a master is aware of all the ordinary nodes in its cluster and all neigh-
boring masters that are two hops and three hops away (cluster adjacency or
cluster master table), and thus, they support a pair of gateways between
two clusters. For each neighboring cluster, the table has entry that con-
tains the gateway through which the cluster can be reached and the master
of the cluster.

For (D, MD) association, CBRP and ARC take an on-demand approach
(unlike CGSR and HSR). When a source, S, has to send data to a destination,
D, route request packets are flooded only to the neighboring masters. On
receiving the request, a master checks to see if D is in its cluster. If so,
then the request is sent directly to the destination; otherwise, the
request is sent to all its adjacent masters. When the route request
reaches D, it replies back to S via the intermediate masters and gateways.
Figure 26.5A and Figure 26.5B show examples of the CBRP and ARC rout-
ing protocol, respectively.

Figure 26.5. CBRP and ARC Protocols
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While the route reply packet goes through the master-to-gateway rout-
ing path, intermediate masters can calculate an optimized hop-by-hop
route while forwarding the reply packet. Thus, data packets may not follow
the master-to-gateway routing path but are delivered along a shorter path
[30]. Figure 26.5A shows an example of the CBRP routing protocol. A
unique feature to CBRP is that this protocol takes asymmetric links into
account, which makes use of unidirectional links and, thus, can signifi-
cantly reduce network partitions and improve routing performance.

Two new ideas in ARC are: 

1. Master revocation rule to preserve the existing cluster structure as
long as possible and thus reduce the clustering overhead (see Sec-
tion 26.3.1)

2. Multiple gateways between clusters for more stable connections 

While data packets are forwarded through the hierarchical master-to-gate-
way routing path, packet header in each data packet contains a source
route in the form of master-to-master connections. The benefit of this is
that each intermediate master can adaptively choose a gateway when it
forwards the data packet to the next hop master and thus provide better
packet delivery capability.

26.3.3 LNG-Based Routing Protocols (On-Demand Protocols with 
Master-to-Master Routing)

One of main benefits of building a no-gateway structure is energy conser-
vation in addition to the routing efficiency. Each node can save energy by
switching its mode of operation into sleep mode when it has no data to
send or receive. SPAN [32] and GAF [34] adopt this approach. In NTDR [33],
each node saves power by reducing its transmission power just enough to
reach local nodes, but a master should have a large transmission power to
reach nodes in remote clusters. In either case, LCA is essentially used,
where a master node coordinates the communication on behalf of ordinary
nodes in its cluster.

One clear difference between SPAN and NTDR is the power model each
assumes. The cluster architecture in Figure 26.6A is based on symmetric
power model as used in the SPAN protocol, where master nodes have the
same radio power and thus the same transmission range as ordinary
nodes. On the other hand, Figure 26.6B shows the asymmetric power
model used in the NTDR protocol, where master nodes have longer trans-
mission range. SPAN uses a distributed clustering algorithm discussed in
Section 26.3.1, but NTDR does not use any specific clustering algorithm
because it is assumed that nodes are naturally clustered in a special envi-
ronment such as a military setting. On-demand routing principle is used in
SPAN and NTDR and route request packets and data packets follow a mas-
ter-to-master routing path.
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Routing and energy-efficient operation in GAF protocol [34] are similar
to SPAN, but the clustering algorithm is fundamentally different. In GAF,
each node uses location information based on GPS to associate itself with
a virtual grid so that the entire area is divided into several square grids; the
node with the highest residual energy within each grid becomes the master
of the grid. Other nodes in the same grid can be regarded as redundant
with respect to forwarding packets; thus they can be safely put to sleep
without sacrificing the routing fidelity (or routing efficiency).

26.4 Cluster Architecture for Information Infrastructures

For a large network with many nodes and frequent topology changes,
mobility and location management of all mobile nodes pose a high demand
of network traffic. The main objective of a LCA for information infrastruc-
ture is to select a set of master nodes, which possess routing information
of all nodes, so that every ordinary node can reach at least one master
within a certain bounded number of hops (e.g., k hops). Searching for the
destination node’s location and the corresponding routing path is localized
within a k-hop cluster rather than an expensive networkwide search. As
discussed in Section 26.2.2, the cluster structure is based either on logical
connectivity (LLog) or geographic information (LGeo). Section 26.4.1 dis-
cusses the master selection algorithms that use these types of LCAs. Sec-
tion 26.4.2 and Section 26.4.3 discuss LLog- and LGeo-based routing proto-
cols, respectively.

26.4.1 Clustering Algorithms

The clustering algorithms for LCA for information infrastructure turns out
to be the minimum set covering (MSC) problem, or called a minimum dominat-
ing set (MDS) problem over a graph representing the ad hoc network. It finds
a smallest number of masters such that every node in the network is covered

Figure 26.6. LNG Architecture with Different Power Models
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within k hops [1, 11, 13, 35]. The MSC or MDS problem is a well-known
NP-hard problem [1, 11, 13]. A number of heuristic clustering algorithms
have been proposed to select master nodes that approximate a MDS with-
out resorting to global computation. Note that the basic idea of the heuris-
tics is to select lowest-ID or highest-connectivity node as discussed in Sec-
tion 26.3.1 with the competition extended to k-hop neighbors rather than
just direct (one-hop) neighbors.

The CEDAR protocol [35] is a connectivity-based algorithm with k = 1. To
provide stability to the master selection algorithm, it gives preference to
master nodes already present in its neighbors. Among those master nodes,
the one that has more nodes in its cluster is given a higher priority. DDCH
[11] is another connectivity-based master selection algorithm for the MSC
problem. A link state algorithm is employed with the range of link update
limited to k hops. A node is either a master or an ordinary node. An ordi-
nary node can be in one of three states such as normal, panic, and samari-
tan. A node enters the panic state if there is no master within k-hop cluster.
It sends and receives state packets within 2k hops. If it has the maximum
number of panic nodes within its k-hop cluster, it becomes a master node.

MMDF [13] provides another heuristic algorithm for the same MSC prob-
lem in the context of ad hoc networks. Unlike CEDAR and DDCH, it is an
identifier-based algorithm also extended to k-hop cluster. Although identi-
fier-based algorithms are more stable than connectivity-based algorithms
(see Section 26.3.1), they may have a balance problem because every ordi-
nary node in the overlapping area of two nearby clusters selects the
higher-ID master. Because the overlapping can be quite large in a k-hop
cluster structure, cluster sizes tend to be very different and unbalanced.
MMDF addresses this problem by using two k rounds of information
exchange (floodmax and floodmin). During the first k rounds, each node
selects the highest-id node in each node’s k-hop cluster and then, during
the second k rounds, it selects the smallest-ID node among the survivals in
the first k rounds. One of the features of the MMDF heuristic is that it tends
to reelect existing masters even when the network configuration changes.
There is also a tendency to evenly distribute the mobile nodes among the
masters and evenly distribute the responsibility of acting as masters
among all nodes.

The clustering approach of ZRP [36] is unique in that every node is
regarded as a master. Each node defines its own k-hop cluster and main-
tains a set of border nodes as gateways to neighboring clusters. Thus, it
does not require a specific master selection algorithm.

In ZHLS [37] and GLS [38], constructing a cluster structure is straightfor-
ward based on GPS-like location facility. The network area is geographi-
cally partitioned into clusters (grids) and each node can easily associate it
with the corresponding cluster based on its physical coordinates. In ZHLS,
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there are no masters but gateways are defined as the ones that have links
to neighboring grids. Note that a gateway in this case is included in just one
cluster. While exchanging link state information between neighbors, each
node recognizes itself as a gateway and it uses the stored routing informa-
tion when relaying packets to neighboring grids.

In GLS [38], the grid structure has more than one level hierarchy as in
the HSR protocol discussed in Section 26.3.2. For example, four small sized
grids are combined to become a higher level grid. Each node is located in
exactly one grid of each size and one master for each grid maintains the
location information of the node. This means master nodes for a node are
relatively dense near the node but sparse further away from the node. A
unique feature to GLS is that there is a set of master nodes for each ordi-
nary node, determined by consistent hashing, but the set is totally different
from node to node. The rule to select the master of node D is: A node with
the least identifier greater than D’s identifier among the candidates becomes
a master of D, where ID space is considered to be circular. In short, for a given
ID and a set of candidates, the master node can be deterministically deter-
mined. A set of masters for a destination node is used when searching for
the location of the node, which we will explain in detail later in Section
26.4.3. Table 26.3 summarizes clustering algorithms used in LLog and LGeo.

26.4.2 LLog-Based Routing Protocols

As discussed previously in Section 26.3, maintaining node–master associa-
tion (D, MD) of all nodes is the key design issue in a large-scale MANET. In
this section, we discuss two routing protocols (CEDAR and ZRP) that use

Table 26.3. Clustering Algorithms for LCA for Information Infrastructure 
(k-Hop Clustering)

LCA Protocol Cluster Structure Clustering Algorithm

LLog CEDAR No gateways Connectivity-based algorithm with 
k = 1.

Preference is given to a master that 
has a larger number of ordinary 
nodes in its cluster.

ZRP Every node is a master Every node maintains neighbors 
within its k-hop cluster and border 
nodes as gateways.

LGeo ZHLS No masters
Multiple gateways 

between clusters

Gateways link to neighboring grids 
and maintain information of the 
nodes within its grid.

GLS Every node has a 
different set of masters 
(location servers)

Grid hierarchy is formed where 
each node is located exactly one 
grid of each size.
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cluster architecture as information infrastructure. They employ an
on-demand routing principle when searching for the location of a destina-
tion node.

26.4.2.1 CEDAR Protocol. CEDAR [35] has three components — mas-
ter selection (core extraction), link state propagation, and route computa-
tion. Master nodes are dynamically selected using a connectivity-based
algorithm discussed in the last section. When S wants to send the packet to
D, it informs its master MS. Then, MS finds the path to MD using DSR-like
on-demand probing. Two unique features in CEDAR are QoS routing and
core broadcast mechanism. In CEDAR, each node can request a communi-
cation path to D with a bandwidth requirement. To support this, stable
high-bandwidth links are advertised further away while relatively unstable
low-bandwidth links are known only to its local neighbors.

Core broadcast mechanism is used to discover D or MD and to propagate
link state information of stable links. Because broadcast is inherently unre-
liable in a wireless environment (see Section 26.2.1), CEDAR maintains an
explicit tunnel between two neighboring master nodes. When a master
receives a core broadcast message, the master uses the tunnels to unicast
the message to all its nearby master nodes. A more recent work combines
CEDAR with DSR and AODV to propose DSRCEDAR and AODVCEDAR [1].
Figure 26.7A shows the CEDAR protocol with three clusters and mas-
ter-to-master tunnels.

26.4.2.2 Zone Routing Protocol. In ZRP [36], each node has a pre-
defined zone (k-hop cluster) centered at itself in terms of a number of hops.
It consists of three components. Within the zone, proactive Intra-Zone Routing
Protocol (IARP) is used to maintain routing information. IARP can be any link
state or distance vector algorithm. For nodes outside of the zone, reactive

Figure 26.7. CEDAR and ZRP Protocols
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Inter-Zone Routing Protocol (IERP) is performed. IERP uses the conventional
route request packets to discover a route. It is broadcast via the nodes on
the border of the zone (called border nodes) and such a route request
broadcast is called Bordercast Resolution Protocol (BRP). Figure 26.7B
shows ZRP with k = 2.

26.4.3 LGeo-Based Routing Protocols

This section discusses ZHLS and GLS where cluster structure is simply
given based on physical locations obtained via GPS. Routing principle in
ZHLS is on-demand searching for the destination cluster. (Note that it does
not search for MD because masters are not defined in ZHLS.) In GLS, loca-
tion information of a node is distributed to a number of masters and the
routing principle is a hybrid of on-demand searching and proactive update.

26.4.3.1 ZHLS Routing Protocol. In ZHLS [37], the network is divided
into nonoverlapping clusters (zones) without any masters (zone-heads) as
shown in Figure 26.8A. A node knows its physical location by geographic
location techniques such as GPS. Thus, it can determine its zone id by map-
ping its physical location to a zone map, which has to be worked out at
design stage. Each node periodically exchanges link state information,
called node LSP (link state packet), with its neighbors and thus knows the
local topology of its zone. For intrazone routing, a shortest path algorithm
is used for routing. For interzone routing, zone LSP is propagated globally
throughout the network so that each node knows the zone-level topology
and the next hop node toward every zone.

Figure 26.8. ZHLS and GLS Protocols
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Given the zone id and the node id of a destination, the packet is routed
based on the zone id until it reaches the correct zone. Then, in that zone,
it is routed based on node id. Because the zone id of D changes due to
mobility, the association of (D, zone id of D) can be obtained based on
on-demand searching through the zone-level topology via gateway nodes.
As discussed in Section 26.4.1, there are no masters in ZHLS but gateways
may exist between two zones. In Figure 26.8A, zone 4 and zone 5 have two
pairs of gateways and zone 5 and zone 6 have a pair of gateways. However,
it is possible for two nearby zones to have no gateways, such as zone 2 and
zone 5 in Figure 26.8A. In this case, the routing path consists of a number
of interzone connections.

26.4.3.2 GLS Protocol. As in ZHLS, the GLS [38] protocol provides a
grid network based on physical locations. The basic routing principle used
in GLS is geographic forwarding. The source S forwards packets toward the
destination’s physical location meaning that any intermediate node can
determine whether it is along the direction between S and D by knowing
the locations of S, D, and itself and decides whether to forward or not [38].
Therefore, routing is essentially a two-step process: find the destination
node’s location and perform geographic forwarding toward that location.
In fact, geographic forwarding is used not only to route data packets but
also to route location queries to masters that have location information of
the destination.

As discussed in Section 26.4.1, GLS replicates the location information of
a node at a small set of master nodes (location servers), where the set is dif-
ferent from node to node. For example, in Figure 26.8B, node D’s location
information is maintained at nine masters. Node D periodically updates its
location into those masters: three in order-1 squares, three in order-2
squares, and another three in order-3 squares. (This in turn means that
node D knows the locations of the nine master nodes and the location
update is based on geographic forwarding.) When node S wishes to send
data packets to D, it can query one of the nine masters about D’s location.
Although node S does not know master nodes of D, it can query its masters,
especially the most promising master which has the least id greater than
node D’s id, hoping that it happen to have D’s location. Eventually, the
query will reach a location server of D, which will forward the query to
node D itself. Because the query contains node S’s location, it can respond
directly using geographic forwarding.

26.5 Summary and Conclusion

Due to the increased path length between two end nodes in a multi-hop
MANET, scalability is a challenging issue. A large-scale MANET is feasible
only when the task of route search is localized so that the corresponding
632
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overhead does not increase as the network grows. As one of the promising
architectural choices for a scalable MANET, the LCA was discussed, where
mobile nodes are logically partitioned into clusters that are independently
controlled and dynamically reconfigured with node mobility. By exploiting
the spatial locality of communication in MANET applications, the clustered
network architecture associated with hierarchical (inter- and intracluster)
routing is more scalable compared to nonhierarchical ones. This chapter
classified and surveyed LCAs for MANET in terms of clustering algorithms
and routing protocols.

Table 26.4 summarizes the CBRPs with their routing principles and
unique features.

Table 26.4. Comparison of Cluster-Based Routing Protocols

LCA
Cluster-Based 

Protocol Features Route Pattern

Intercluster 
Routing 

Principle

LCA for Routing Backbone

LSG CGSR S, MS, G, … G, MD, D Proactive 
updateHSR Multilevel clusters

DSCR S ⇒ MD, D

LANMAR Group mobility 
assumed for all 
nodes within a 
cluster

CBRP Joint gateways for 
better 
connectivity

Unidirectional links 
considered

S, MS, G, … G, MD, D
(Route request 

packets follow a 
master-to-gateway 
routing path 
although actual 
data packets use a 
flat routing 
scheme toward 
MD.)

On-demand 
searching

ARC Multiple gateways 
between two 
masters for 
improved 
robustness

LNG SPAN LNG structure with 
small number of 
master nodes

S, MS, … MD, D

NTDR Asymmetric Power 
Model

GAF GPS-based 
clustering
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Note

1. Master nodes are alternatively called as clusterheads [9], coordinators [32], core
[35], leader [31], or a member of dominating set [10] or a backbone network [11].
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Chapter 27

Routing and Mobility 
Management 
in Wireless Ad Hoc 
Networks
Ravi Sankar

27.1 Introduction

The past decade has experienced an exponential growth in the use of wire-
less networks because they enable mobility — a characteristic trait that
separates them from other wired networks. This is the result of many dif-
ferent factors including the availability of an assortment of portable
devices — such as wireless phones, personal digital assistants (PDAs), and
affordable laptop computers — and the accessibility of new services that
offer high-speed connectivity and increased communication quality for
advance mobile wireless computing.

In general, mobility can be classified as user mobility and device mobil-
ity. A mobile and wireless network such as cellular network uses both user
and device mobility at the same time. In contrast, a fixed and wireless net-
work such as a wireless local area network (WLAN) provides wireless
access but supporting mobility is not an issue. Further, a network can be
with or without a fixed infrastructure. In a fixed infrastructure network
such as cellular network [1], base stations (BSs) in each cell that provide
the radio coverage are fixed and the mobile switching centers (MSCs) act
as gateways to the wired telecommunication infrastructure — public
switched telephone network (PSTN) — whereas in an ad hoc network,
there is no infrastructure in place (i.e., there are no fixed BSs or routers).
In other words, the mobile hosts1 (or nodes) form their own network
dynamically by discovering and maintaining wireless connectivity to other
hosts by functioning as routers.
0-8493-1971-4/05/$0.00+$1.50
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27.2 Ad Hoc Network: Definition, Characteristics, and Applications

An ad hoc network is a collection of wireless mobile hosts or terminals
forming a distributed reconfigurable network topology. They can operate
without the aid of any fixed infrastructure or centralized control and can be
rapidly deployed and reconfigured. Ad hoc networks can be compared to
fixed infrastructure networks by a number attributes such as scalability,
flexibility, controllability, routing complexity, coverage, and reliability [2].
The concept of ad hoc was initially developed for military applications but
currently is being considered for many commercial applications including
home networking, nomadic computing, networking for disaster relief,
search-and-rescue operations, and for large public events such as conven-
tions and conferences [3–5]. These networks, due to their capability of
handling node failures and fast topology changes, provide users with ubiq-
uitous communication, computing capability, and information access
regardless of location.

Ad hoc networks use peer-to-peer architecture that can be either sin-
gle-hop or multiple-hop network topology depending on the location of dif-
ferent users, which changes over time. The IEEE® 802.11 WLAN standard [2,
6–10] supports single-hop peer-to-peer ad hoc networking. In such a sce-
nario, when a mobile host is turned on for the first time, it listens for a bea-
con signal informing the presence of an ad hoc network either from the
access point (AP) or from another host. If it does not exist, the host then
takes the responsibility of establishing the ad hoc network and informing
others who join at a later time of its existence. In some applications, like in
the wide area network (WAN), users may be spread over a wide area and a
mobile may not be able reach some hosts in the network due to the trans-
mitter signal power limitations. In this situation, it has to enlist other
mobiles to aid in forwarding the packets to its final destination. Thus,
end-to-end connection between any two mobile hosts may consist of mul-
tiple hops. The European Telecommunications Standards Institute (ETSI)
broadband radio access networks (BRANs) High Performance Radio Local
Area Network (HIPERLAN) wireless LAN standard [2, 11] support multi-hop
peer-to-peer ad hoc networking. This multi-hop network configuration is
also used in many military tactical networks requiring reliable communica-
tions under unpredictable propagation conditions, over rapidly and widely
changing geographic environments, and data gathering in inhospitable
remote terrains.

A working group (WG) in the protocol area of the Internet Engineering
Task Force (IETF) has been studying development and experimentation
with mobile ad hoc network (MANET) approaches. The primary focus of
the WG is to develop and evolve MANET routing protocols, to stimulate
research and address issues on modeling, simulation, performance, imple-
mentation, and quality of service (QoS). According to the WG, a MANET is
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an autonomous system of mobile routers (and associated hosts) con-
nected by wireless links. The routers are free to move randomly and orga-
nize themselves arbitrarily; thus, the network’s wireless topology may
change rapidly and unpredictably. Such a network may operate in a stan-
dalone fashion or may be connected to the larger Internet or a fixed wired
network [4, 12].

MANET hosts are equipped with wireless transceivers using an omnidi-
rectional (broadcast) antenna or directional (point-to-point) antenna or
both. The radio transmission range of the mobile hosts is limited and so
the connection between two hosts has to be established through multi-hop
links that are either bidirectional or unidirectional. All nodes in a MANET
need to be within the radio transmission range of one another so as to
maintain the network connectivity. Figure 27.1 illustrates a simple example
of an ad hoc network comprising seven mobile hosts. Initially, node 1 and
node 7 are closely located to each other as shown in Figure 27.1A. The
radio transmission range encompasses both of these nodes and therefore
establishes a communication link between the nodes that requires no rout-
ing. Suppose node 7 moves away from node 1’s range as shown in Figure
27.1B; in this case, direct transmission between the hosts is not possible.
Communications between the hosts can only be accomplished with the
help of routing, where node 2, node 4, and node 6 serve as intermediate
routers as shown in Figure 27.1B and the packets are forwarded between
node 1 and node 7 as in the case of a typical packet-switched network using
a conventional routing protocol. Every mobile host in an ad hoc network
must operate as a router to maintain wireless connectivity and forward
packets from other hosts. The challenge is to find an optimal route to
establish communication to the farthest node in the network when there
are hundreds of mobile hosts. To accomplish this task, one needs to design
a multi-hop routing mechanism that is capable of adapting to changing net-
work topologies for robust communication between power-constrained
mobile hosts using bandwidth-constrained wireless channels (i.e., the

Figure 27.1. An Ad Hoc Network with Seven Wireless Mobile Nodes
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routing protocols should minimize the usage of valuable resources such as
power, memory, and bandwidth) [4, 5].

27.3 Desired Characteristics of Routing Protocols for MANETs

It is a significant challenge to provide reliable high-speed end-to-end com-
munication in ad hoc networks given their dynamic network topology due
to the mobility (random movement) of the hosts, decentralized control,
power and bandwidth limitations, multi-hop connections, and nonuniform
characteristics of signal propagation in wireless channels. As mentioned
above, the routing protocols designed for traditional high-speed networks
are not efficient and hence inappropriate for ad hoc networks because they
cannot quickly adapt (update the routing tables) to the dynamically chang-
ing topology and the network performance drops drastically due to exces-
sive overhead produced by periodic routing updates. Due to the nature of
the ad hoc networks, a routing protocol should be distributed enough to
increase the reliability and assume the routes as unidirectional links. Each
node should be intelligent enough to make routing decisions with the aid of
other nodes. Mobile hosts will have limited resources in terms of power,
memory, and bandwidth. For optimal use, the protocol should be power
efficient and should not broadcast routing updates unnecessarily [4].

27.4 Conventional Routing Protocols

In a packet-switched network, the purpose of the routing protocol (algo-
rithm) is to determine an optimal route to deliver a packet from source to
destination using multiple hops: a number of intermediate nodes or rout-
ers that the packet traverses along that route. The selection of the route is
based on minimizing some measurable performance criterion such as
number of hops, delay, cost, throughput, or a combination of some of these
factors and in general minimization of the usage of network resources
[13–16]. Routing protocols can be categorized as centralized or distrib-
uted, adaptive (dynamic) or fixed (static), and reactive or proactive or
combinatorial (hybrid). In a centralized routing, all decisions are made at
a designated node such as a network control center, where as in a distributed
routing protocol, each node shares the responsibility in making the routing
decision. In adaptive routing protocols, such as the distance vector routing
and link state routing, the routing decision may change as the network condi-
tion changes, such as congestion on a link or change in topology (link or node
failure). In fixed or nonadaptive routing protocols, such as the shortest path
routing and flooding, in contrast, the decision is not based on the measure-
ments or estimates of network traffic or topology. A reactive or on-demand
routing protocol takes required actions, such as discovering routes, only
when needed, but a proactive protocol discovers the routes before they
are needed. Hybrid methods combine the best of both to form a more effi-
cient one. Two of the most commonly used routing algorithms, distance
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vector routing and link state routing, are based on the adaptive distrib-
uted routing:

1. Distance vector routing — requires each router to maintain a routing
table with distance to all possible destinations from itself. These
routing tables will be frequently broadcasted to all the neighbors
and all the routers in the network will use this to update their routing
tables periodically. This algorithm computes the shortest path from
source to destination. While forwarding a packet, each router com-
pares distances received from each destination to each of its neigh-
bors to determine the next hop on the shortest path.

2. Link state routing — requires each router to maintain a partial map
of the network. Periodical router broadcast updates called link state
advertisements (LSAs) regarding the link status and topology
changes are flooded throughout the network. All the routers note
the change and recompute their routes accordingly.

27.4.1 Problems with Conventional Routing

The follwoing factors must be considered when designing appropriate
routing protocols for MANETs:

• Due to the nonuniform propagation characteristics, transmission
between two mobile hosts in a wireless network may not be the
same in both directions and in the wireless environment, some
routes discovered by conventional routing protocols will not work.
All conventional routing protocols assume that routes are bidirec-
tional and of the same quality, which is not always the case in ad
hoc networks.

• A conventional routing protocol also calculates the redundant routes
and updates the routing tables. This increases the size of the routing
table, the processing time, and power consumption.

• Periodic updates without a change in the topology waste precious
network bandwidth in the wireless networks. In the process of send-
ing and receiving the routing update packets, the battery power is
also consumed.

• Routing protocols periodically send control or signaling messages
for making measurements and broadcasting routing tables to other
nodes. In a large network with long routes, this would result in
significant overhead with adverse effect on the battery power con-
sumption.

27.5 Review of Ad Hoc Routing Protocols

There are a number of routing protocols for MANETs that have been either
designed or are works-in-progress and many are under consideration within
the WG of the IETF. Their implementations now exist and are in various
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stages of maturity, yet there is no comprehensive study of performance
evaluation and comparison of all the routing protocols that are available.
For an excellent survey on ad hoc routing protocols, readers are referred to
[17, 18]. There are a few performance comparisons between selective pro-
tocols that have been reported [19–21]. Based on those studies and from
general consensus, there are three or four major routing protocols that
appear to be in contention if at any time a routing protocol for MANET is
standardized by the IETF. In this section, we will describe the operation of
each of these protocols and then compare their various characteristics. In
general, MANET routing protocols can be categorized as table-driven,
on-demand, and hybrid.

27.5.1 Table-Driven Routing Protocols

Each node in the network maintains routing tables that contain the routing
information between that node and every other node in the network. Any
change in the network topology and link status will require the nodes to
propagate updates throughout the network, thereby maintaining consis-
tent and up-to-date routing information about the network. Table-driven
routing protocols address the problems associated with the big routing
tables and unnecessary routing updates as they are designed to minimize
the routing table size and updates required. Some of the existing
table-driven routing protocols include Destination-Sequenced Distance
Vector (DSDV) routing, Wireless Routing Protocol (WRP), Link State Rout-
ing (LSR), Clusterhead Gateway Switch Routing (CGSR), and Hierarchical
Routing (HR). They differ in the way they propagate the changes in the net-
work structure and in the number of routing tables used to maintain the
network routing information at each node.

27.5.1.1 Destination-Sequenced Distance Vector. Each node in DSDV
[22], based on the classical Bellman–Ford routing algorithm [13–15], main-
tains a routing table that lists all possible destinations and the number of
hops required to reach each destination. Routing tables will be periodically
broadcasted throughout the network to update the routing information.
For example in the ad hoc network shown in Figure 27.1B if node 4 needs
to send a packet to node 7, it first examines its routing table for the next
hop. From the routing table shown in Table 27.1 for this example, node 4
needs a minimum of two hops to reach node 7 with the next hop being node
6. Each routing entry in the table is marked with a sequence number
assigned by the destination node to distinguish between stale routes from
new ones and to avoid creating deadlock loops. The sequence number is
subject to change upon any changes in the neighboring nodes. When rout-
ing a packet, recent route with the highest sequence number is used. If two
routes have the same sequence number, then the route with the best met-
ric (shortest path) will be used (Figure 27.2).
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Routing updates can be either event driven or time driven. To avoid wast-
ing of bandwidth, routing updates can be done in two ways — full dump or
an incremental update. In the full dump type of update, the full routing table
is broadcasted and this must be done infrequently, whereas in an incre-
mental update, packets are small in size and are used to convey the infor-
mation regarding the changes in the routing table after the last full dump.
When a network is stable, incremental updates are used to avoid the band-
width waste. However in a fast changing network, the number of incremen-
tal updates can become large, thereby requiring more frequent full dumps.
Routing entries are marked with sequence numbers to distinguish between
stale routes from new ones, thereby avoiding deadlock loops. When rout-
ing a packet, a recent route with the highest sequence number is used. If
two routes have the same sequence number then the route with the best
metric (shortest path) will be used.

DSDV suffers from congestion control and from bandwidth-limitations.
To overcome these problems extended versions of the DSDV protocol such
as R-DSDV [23] and M-DSDV [24] have been proposed. R-DSDV is a random-
ized version of the DSDV routing protocol. The randomization consists of
advertising the routing table according to probabilities, which determines
independent advertisement rates for different nodes in the network rather
than advertising whenever there is a change in the routing table. M-DSDV

Table 27.1. Node 4 Routing Table

Destination Next Hop Number of Hops Sequence Number

1 2 2 S406_1

2 2 1 S128_2

3 2 2 S564_3

4 4 0 S710_4

5 6 2 S392_5

6 6 1 S076_6

7 6 2 S128_7

Figure 27.2. DSDV Routing Operation Example
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is a multipath routing protocol. It aims to discover and maintain multiple
quasi-shortest paths to the destinations. The advantage of M-DSDV is that
the traffic load is distributed to the multiple paths at the same time without
forwarding loops.

27.5.1.2 Wireless Routing Protocol. WRP [25] has a unique feature of
checking the consistency of all its neighbors every time it detects a change
in the links of any of its neighbors. This helps to eliminate loops and
enables fast convergence to changes in the topology. Each node in the net-
work maintains a distance table, a routing table, a link cost table, and a
message retransmission list (MRL). Distance table of node Ns contains the
distance of each destination Nd via each neighbor Nn of the node. It also
contains the downstream neighbor of Nn through which this path is real-
ized. The routing table of Ns contains the distance of each destination node
Nd and the predecessor, and the successor of node Ns on the path. It also
contains a tag to identify whether the entry is a simple path, a loop, or an
invalid path. The link cost table contains cost to link to each neighbor of
the node and the number of time-outs since an error free message was
received from that neighbor. The MRL consists of information to let a node
know which of its neighbors has not acknowledged its updated message
and to retransmit the updated message to that neighbor. Mobile nodes
send update messages, which consist of destination identification, dis-
tance to the destination, and predecessor of the destination only to neigh-
boring nodes. Nodes in the MRL should acknowledge the updates. Upon
receiving the updates, the node updates its distance table and looks for a
new path that is better for sending the route information. Any new path so
found is relayed back to the original nodes so that they can update their
tables. The nodes also update their routing table if the new path is better
than the existing path. If there is no change in the routing table, the node
is required to send a HELLO message to ensure the connectivity. Otherwise
the lack of messages from the node indicates the failure of the link, which
may cause a false alarm. On receiving the acknowledgment message (ACK),
the sender updates its MRL.

27.5.1.3 Link State Routing Protocols. In Global State Routing (GSR)
[26], each node keeps just the neighbor’s link state in its topology table. It
also maintains the next hop and distance tables. When there is a link
change, a routing message is forwarded so that nodes can update their
tables when the sequence number of the message is different from the one
stored in the topology table.

Fisheye State Routing (FSR) [27, 28] is an improvement to GSR in that
it attempts to reduce the routing update overhead. It is well-suited for
large MANETs. In FSR, a node stores the link state update of a destination
to its neighbors with a frequency that depends on the hop distance to
644
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that destination. It retains the routing entry for each destination. State
updates corresponding to the farthest destinations are propagated with
lower frequency than those for close by destinations. From the state
tables, nodes construct the topology map of the entire network and com-
pute efficient routes. The route becomes progressively accurate as the
update packet approaches its destination. In contrast to most LSR proto-
cols where the link state updates are flooded from each source, here the
entire link state information is exchanged only with the neighbors. The
updates are propagated periodically as aggregates based on the scope rel-
ative to the destination. Scope is defined in terms of the nodes that can be
reached in a certain number of hops.

Optimized Link State Routing (OLSR) [29] provides an optimization of
the classical link state algorithm tailored to fit the requirements of mobile
networks. It is a proactive, table-driven protocol that exchanges topology
information periodically with other nodes. OLSR inherits the concept of
forwarding and relaying from HIPERLAN. Each node selects a set of its
neighbor nodes as multipoint relays (MPRs) and these MPRs announce
this information periodically in their control messages. The routes from
source to destination will consist of only MPRs as intermediate nodes.
OLSR provides optimal routes in terms of number of hops. The number of
message and control overheads is minimized by the use of MPRs, which
facilitate efficient flooding as opposed to the classical flooding mechanism.

Topology Broadcast Based on Reverse-Path Forwarding (TBRPF) [30] is
also a proactive, table-driven protocol designed for MANET. This provides
hop-by-hop routing along the shortest paths to each destination. Using a
modified Dijkstra’s algorithm [13–15], each node computes a source tree
based on partial topology information stored in its table. TBRPF uses a
combination of periodic incremental updates of the partial source tree to
neighbors. It performs neighbor discovery using differential control mes-
sages to report changes in the status of neighbors.

27.5.1.4 Clusterhead Gateway Switch Routing. CGSR [31] is a clustered
multi-hop network with several heuristic routing algorithms. The nodes
form a cluster and a clusterhead is selected using a distributed clusterhead
selection algorithm. All the nodes in the transmission range of the cluster-
head belong to that cluster. Nodes that can communicate with two or more
clusterheads are gateway nodes and they are used for intercluster commu-
nication. To avoid performance degradation due to frequent changes to the
clusterheads in response to dynamic changes in the network topology,
CGSR uses a least cluster change (LCC) algorithm. Clusterhead change
occurs only if a change in network causes two clusterheads to come into
one cluster or one of the nodes move out of the range of all the cluster-
heads.
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Each node must keep a cluster member table, which consists of destina-
tion clusterheads of all the nodes in the network. Nodes broadcast cluster
member table updates periodically throughout the network using DSDV.
Neighboring nodes will update their cluster member tables with these
updates. In addition to the cluster routing table, each node also maintains
a routing table to determine the next hop in routing packets to destination.
A packet sent by the node is first routed to the clusterhead of that particu-
lar cluster. Clusterheads will look into the cluster member table and route
the packet to the gateway in the destination cluster, which will send the
packet to the destination via its clusterhead. For the ad hoc network shown
in Figure 27.3, if node 3 is the source and node 7 is the destination, then any
packet sent by node 3 is first routed to its clusterhead node 2. Clusterhead
node 2 will look into its cluster member table and route the packet to the
gateway node 4 in the destination cluster, which will route the packet to
the destination node 7 via its clusterhead node 6.

If the destination cluster gateway is not in the range of the sending clus-
ter gateway, the clusterhead will forward the packet to the next hop by
looking at the routing table. Due to the cluster division of the network
topology and cluster election methods, CGSR is best suited for networks
with continuous changes in the network topology. The clustering approach
of CGSR limits the number of messages that need to be sent resulting in low
latency. Hence, it is suitable for real-time traffic and also it is scalable. It is
important to note that frequent clusterhead changes can adversely affect
routing protocol performance because nodes are busy in clusterhead
selection rather than packet relaying.

27.5.1.5 Hierarchical Routing Protocols. Hierarchical State Routing
(HSR) [32] is based on the concept of organizing nodes in a logical hierar-
chical structure using recursive clustering. As in the case of CGSR, nodes
that are close to each other within a certain radio transmission range are

Figure 27.3. CGSR Routing Showing a Data Path from Source to Destination
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grouped as clusters. Special nodes for each cluster are selected, cluster-
head and gateway for any intracluster and intercluster communication,
respectively. Clusterheads in turn organize themselves by forming higher
level clusters and so on forming a three-level hierarchy. The main goal of
hierarchical clustering is to reduce the overall routing overhead. This has
to be optimized at each level.

Landmark Routing Protocol (LANMAR) [33] uses similar multilevel hier-
archical addressing, which identifies the position of a node in the hierarchy
and helps to find a route to it. Each node in the network uses a scoped rout-
ing as in the case of FSR to learn about routes within a given scope (maxi-
mum number of hops). To route a packet to a destination outside its scope,
a node will have to direct the packet to the destination via its correspond-
ing landmark, which is similar to the clusterhead in CGSR.

27.5.1.6 Summary of Table-Driven Protocols. Table 27.2 summarizes the
characteristics or properties of the table-driven routing protocols and
compares in terms of their performance parameters.

27.5.2 On-Demand Routing Protocols

In this type of routing there are no periodic routing updates and routes are
discovered only when required (i.e., on-demand). The routing process con-
sists of two steps — route discovery and route maintenance. When a source
node requires the route to a destination, it initiates a route discovery pro-
cess, which will discover the route from source to destination. The route
maintenance process monitors the validity of the route. When a route
maintenance process detects problems with the existing route, it initiates
the route discovery process to detect a new route.

Even for the most efficient proactive table-driven routing protocols, con-
tinuous tracking of the network topology changes in a practical MANET
produces an overwhelming amount of control traffic. Further, the band-
width used for this is wasted in a high mobility environment when the
route information acquired may become outdated even before it is used.
On the contrary, on-demand protocols initiate route discovery only when
needed by the source node and so the amount of overhead traffic is much
lower, which comes at the expense of the delay in routing. So, reactive,
on-demand routing protocols are generally viewed as being more suitable
than proactive, table-driven protocols for power and bandwidth con-
strained MANETs. Some of the existing on-demand routing protocols
include Dynamic Source Routing (DSR), Ad Hoc On-Demand Distance Vec-
tor Routing (AODV), and Associativity Based Routing (ABR).

27.5.2.1 Dynamic Source Routing. DSR [34, 35] is based on the source
routing scheme used in the wired networks. Each packet carries the
address of each host in the network through which the packet should be
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Table 27.2. Summary of Table-Driven Routing Protocol Characteristics

Characteristic/
Parameter DSDV WRP LSR CGSR HR

Network route 
topology

Flat Flat or 
Hierarchical

Flat Hierarchical Hierarchical

Loop-free using 
sequencing

Yes

Number of 
required 
tables

Two Four Varies Two Varies

Multiple routes 
possibility

No No No No Yes

QoS and 
multicast 
capability

No 
(extensions to support multicasting available)

Periodic 
broadcasting

(uses update 
messages)

Yes

Frequency of 
update

Periodically

Uses special 
nodes

No No No Yes
(clusterhead or landmark)

Routing metric Shortest path

Time 
complexity1

(Number of 
steps/
operation)

O(d) O(h) ≤ O(d) O(d) O(h)

Communication 
complexity2 
(Number of 
messages/
operation)

O(n) O(n) ≤ O(2n) O(n) O(n)

1 Time complexity provides a measure of delay computed from the number of steps
needed to perform the routing protocol operation.

2 Communication complexity provides a measure of utilization computed from the over-
head needed to perform the routing protocol operation.

Notations used in the Tables:

n — Number of nodes in network

d — Network distance (between the farthest source and destination)

h — Height of the routing tree

nc — Number of nodes affected by topology change
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forwarded to reach the destination host. All the mobile hosts in the net-
work participating in the routing maintain a route cache to store the infor-
mation about the source routes they have learned. Before sending the
packet, the sender will check the route cache for a source route to destina-
tion. If a route is found, the sender uses the route to transmit the packet to
the destination or else the sender will start the route discovery process to
find the route to the destination. To reduce the size of the route cache,
each entry will be associated with an expiration period. DSR eliminates the
need for every node in the network to do periodic route discovery adver-
tisements because the route will be explicitly specified in each packet from
the route discovery. This considerably reduces the network bandwidth
overhead and battery power consumption. DSR works well with unidirec-
tional asymmetric links.

27.5.2.1.1  Route Discovery. From Figure 27.2, if node 4 is a source initiat-
ing a route discovery process for node 7 as the destination, it floods a route
request (RREQ) packet with a unique request ID. All the nodes in the range
of the source node 4 (node 3, node 2, node 6) will receive this packet. A
RREQ packet identifies the destination node 7 as the target of the route dis-
covery. A RREQ packet consists of the address of the initiator (node 3) tar-
get of the request (node 7) and the route record. In the route record the
sequence of hops taken by the RREQ packet to the target is recorded.
Request ID is used to eliminate any duplicate RREQs. Any node, for exam-
ple node 6, receiving the RREQ packet performs the following: 

• If it has already received the request, it drops the packet. 
• If it is the target node, it returns a route reply to the source node. 
• Otherwise, the node appends its address to the route record and

rebroadcasts the updated route request. The target node 7 identifies
itself as the destination from the rebroadcast RREQ and sends the
route reply packet to the source node 3.

The route reply packet consists of a complete list of the route record
from source to destination. For a target node to return the route reply, it
will examine its own route cache for a route back to the source node. It will
send the route reply using this route if found, otherwise the target node
will invoke route discovery to the source node. To prevent infinite recur-
sion of route discoveries, it must piggyback the route reply on the packet
containing the route request. When the source node receives the route
reply, it caches this route in its route cache and uses the route to send the
packets to the target node.

27.5.2.1.2 Route Maintenance. DSR uses two types of packets for route
maintenance — route error and passive acknowledgment. After sending a
packet to the next hop, the sender may be able to listen to the transmission
of that particular packet from that node to another node. Using this passive
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acknowledgment, the validity of the existing route is monitored. If an
explicit acknowledgment mechanism is not available, the node transmit-
ting the packet can request DSR-specific software acknowledgment to be
returned by the next node along the route. When a node fails to receive a pas-
sive acknowledgment, a route error packet will be sent to the original sender
to invoke a new route discovery process. Nodes that receive the error packet
will delete the route entry associated with the broken link. DSR mainly relies
on Media Access Control (MAC) for notification of link failures.

27.5.2.2 Ad Hoc On-Demand Distance Vector Routing.    AODV [36, 37]
routing algorithm is designed for ad hoc mobile networks. AODV is an
improvement on the DSDV algorithm because it minimizes the required
routing updates. Routes will be discovered only on-demand and main-
tained as along as they are needed by the source as opposed to DSDV that
maintains the list of all the routes. It is capable of supporting both unicast
and multicast routing. When a source node requires sending a message to
a destination, it checks its routing table for previous entries. If the route is
listed then the packet will be forwarded in that route. Otherwise, the path
discovery process will be initiated. The route will be monitored by the
route maintenance process as long as it is required.

27.5.2.2.1 Route Discovery. When a source node requires the route to a
destination, it broadcasts a RREQ packet containing the source number, its
current sequence number for that destination, and broadcast ID to its
neighbors. Nodes receiving this packet check for the destination number.
If it is not the destination, then it will be rebroadcast to its neighbors and
the node will set up backward pointers in the routing table. If the destina-
tion number matches with its own number, then a route reply packet,
which includes the number of hops between the source and destination
and its sequence number, will be unicasted to the source. The source
receiving the reply message sets forward pointers to the destination. Once
the pointers are set to the destination, the route will be established and the
source will begin to transmit packets. If the source receives a sequence
number higher than the present sequence number of a particular destina-
tion, it updates the routing information of the destination and begins using
the better route.

27.5.2.2.2 Route Maintenance. If a node along the route moves, then the
upstream neighbor notices the move and informs each of its upstream
neighbors by sending the link failure notice message. The source will
finally get the message and initiate the route discovery process again to
find another route to the destination. In the case of source movement, it ini-
tiates the route discovery process to find a new route to the destination.

A routing protocol called AODV with path accumulation (AODV-PA) has
been proposed to improve the efficiency of AODV and DSR [38]. Here,
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AODV is modified to enable the path accumulation feature of DSR during
the route discovery process to get routing information. This has been
shown to perform better under conditions of increased load and mobility.

27.5.2.3 Associativity Based Routing. ABR [39] defines a new metric
for routing known as the degree of association stability. This is free from
loops, deadlocks, and packet duplicates. Routes are selected based upon
associativity state of nodes. All the nodes in the network periodically gen-
erate beacons to signify their existence. When a node receives a beacon
from its neighbor, it updates the associativity table by incrementing the
associativity tick to that particular neighbor. Tick is a variable counter,
which will be updated with response. High tick value represents low mobil-
ity and low tick value represents high mobility of the nodes. When a neigh-
boring node moves out of the range its associative ticks will be reset. The
ultimate aim of this routing technique is to find the long-lived routes for an
ad hoc network. ABR routing consists of three different phases — route dis-
covery, route reconstruction, and route deletion.

27.5.2.3.1 Route Discovery. This phase consists of broadcast query and
await-reply. Source node broadcasts a query message in search of route to
destination. When an intermediate node receives the query message it will
append its address and associativity tick to the query packet. The next
node erases the upstream node neighbor’s associativity and retains only
the entries pertaining to it and its upstream node. Packets arriving at the
destination will contain the nodes along the path from source to destina-
tion and their associativity ticks. The destination will select the long-lived
path by examining the number of node ticks in each path. If multiple paths
have the same level of ticks, then the shortest path will be selected. The
destination will send an await-reply to the source node on the selected
path.

27.5.2.3.2 Route Reconstruction. This phase consists of partial route dis-
covery, invalid route erasure, valid route updates, and new route discov-
ery. If a source node moves, then the await-reply process will be initiated
and a new route will be discovered from the source to the destination. The
route notification message is used to erase the routes associated with the
downstream nodes. When the destination or intermediate node moves, its
immediate upstream node erases the route and a localized query process
will generate a query packet to find if the node is still reachable. It selects
the best route depending upon the replies. This process is called partial
route discovery. Invalid routes will be erased using the route notification.

27.5.2.3.3 Route Delete. When a route is no longer needed, the source
node initiates a route delete broadcast. All the nodes along that route
delete their route entries in routing tables.
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27.5.2.4 Summary of On-Demand Protocols. Table 27.3 summarizes the
characteristics or properties and compares the performance parameters
of the on-demand routing protocols discussed.

27.5.3 Hybrid Routing Protocols

As mentioned earlier, hybrid protocols combine the best features of reac-
tive, on-demand, and proactive, table-driven routing. They include Zone
Routing Protocol (ZRP) and Temporally Ordered Routing Algorithm
(TORA)

27.5.3.1 Zone Routing Protocol. ZRP [40–42] is a hybrid protocol com-
bining both the principles of table-driven and on-demand protocols. It con-
sists of two protocols: Intra-Zone Routing Protocol (IARP) and Inter-Zone
Routing Protocol (IERP), which are the proactive and reactive components
of the ZRP, respectively. The network is divided into nonoverlapping rout-
ing zones and runs independent protocols for inter- and intra-zones. Differ-
ent zones can operate with different protocols. IARP operates within a zone
(hop distance that route updates are relayed) and supports route acquisi-
tion and maintenance. It tracks all the possible routes, so all nodes within
a zone learn about its local network connectivity. Traditional proactive link
state protocols or any other table-driven protocol can be modified to serve

Table 27.3. Summary of On-Demand Routing Protocol Characteristics

Characteristic/Parameter DSR AODV ABR

Network route topology Flat Flat Flat

Loop-free using sequencing Yes

Multiple routes possibility Yes No No

QoS and multicast capability No Yes No

Periodic broadcasting
(uses update messages)

None None Beacons

Frequency of update None None Periodically

Uses HELLO message or 
beacons

No Yes Yes

Routing metric Shortest
path

Newest and
shortest path

Degree of association
stability

Time complexity
(Number of steps/operation)

O(2d) O(2d) O(2d)

Communication complexity
(Number of messages/ 

operation)

O(2n) O(2n) ≤ O(2n)
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as an IARP. In IERP, a source node finds a destination node not located
within the same zone by sending control messages to all border nodes until
it is found. Optimal routing zone diameter should be chosen for a scaled
topology. Any existing reactive protocol can be adapted to IERP.

27.5.3.2 Temporally Ordered Routing Algorithm. TORA [43, 44] is based
on neither link state nor distance-vector algorithms, but it is a member of
the link-reversal class of algorithms. This distributed, loop-free routing
protocol is designed to minimize communication overhead by localizing
the reaction to topological changes. This adaptive protocol can simulta-
neously support both source-initiated, on-demand routing for some desti-
nations and destination-initiated, proactive routing for others. Because
TORA control messages are localized to a small set of routers near the
occurrence of a topological change, nodes must maintain routing informa-
tion about adjacent routers. TORA maintains route entries for each desti-
nation similar to the distance-vector routing approach, however the dis-
tance metric is not used for routing because it does not continuously
compute the shortest path. So rather than providing optimal routing, it is
designed to achieve low time and communication complexities by support-
ing a mix of reactive and proactive routing on a per destination basis.

TORA assigns direction (upstream and downstream) to the link with the
neighboring routers based on a relative height metric associated with each
router. Conceptually it can be considered as the router’s height (i.e., links
are directed from the higher to the lower router such that directional
assignment for the forward flow of packets to reach destination is down-
stream). TORA performs four basic functions — route creation, mainte-
nance, erasure, and optimization. Route creation is by generating a
directed sequence of links based on the height metric. Maintenance of the
routes involves adapting the structure in response to topological changes
such as when there is a link failure, it will trigger link reversals to form new
directed paths to the destination. In cases when the network becomes par-
titioned, links that are partitioned from the destination are marked undi-
rected to delete invalid routes during the route erasure process. TORA
include secondary mechanism to optimize the routes in which routers
reselect their heights to improve the routing structure by means of four
control messages — query (QRY), update (UPD), clear (CLR), and optimi-
zation (OPT).

27.5.4 Comparison of the Routing Protocols

Table 27.1 and Table 27.2 highlight the similarities and differences between
the table-driven and on-demand routing protocols, respectively. Table 27.4
briefly provides the overall comparison review of table-driven, on-demand,
and hybrid protocols.
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27.5.5 Other Protocols

In addition to the routing protocols discussed earlier, currently there is sig-
nificant interest in the development of two other classes of routing proto-
cols — power-aware and QoS-aware. Other routing protocols that are
based on location and those that support multicasting and multipath rout-
ing have been reported.

27.5.5.1 Power-Aware and QoS-Aware Routing. The objective of an ad
hoc protocol is to either optimize for power-efficiency or certain defined
QoS parameters, which may include the following metrics: minimize per
packet power consumption (shortest-hop path) and cost, maximize load
sharing and distribution among the routers to maximize the life of the net-
work [45, 46]. For battery power consumption at nodes, these metrics have
been used for determining only broadcast routes in wireless ad hoc net-
works [47]. Other reported studies include modification of MAC and phys-
ical (PHY) layers of IEEE 802.11 standard for power management to extend
battery life [48] and development of distributed MAC scheme that pro-
vides QoS real-time access to ad hoc Carrier Sense Multiple Access
(CSMA)-based wireless networks [49]. In applications such as wireless ad
hoc sensor networks, nodes are expected to be low cost, small and light-
weight (<100 grams), and consume low power (<100 microwatts). Current
research focus has been in the design of protocols that are energy efficient,

Table 27.4. Overall Comparison of Ad Hoc Routing Protocol Types

Characteristic/
Property Table-Driven On-Demand Hybrid

Network route 
topology

Mostly flat except 
CGSR and HR

Flat Flat

Routing 
strategy

Proactive Reactive Uses both

Route 
discovery/
updates

Periodically As needed Periodically and as 
needed

Routing 
information 
availability

Always As needed Uses both

QoS support Shortest-path (number of hops) or height as QoS metric

Issues Optimizes route 
delay at the 
expense of 
bandwidth and 
power 
consumption

Optimizes 
bandwidth 
usage at the 
expense of 
delay and power 
consumption

Optimizes both delay 
and bandwidth 
usage
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as well as the study of issues in network scalability and survivability
[50–54].

There are also QoS related studies on ad hoc networks such as the band-
width reservation proposal [55–57]. The proposed routing with bandwidth
as QoS parameter includes bandwidth calculation and reservation meth-
ods. Another related study reports on QoS routing performance and
requirements in wireless ad hoc networks [58]. In core extraction distrib-
uted ad hoc routing algorithm (CEDAR) [59], QoS information is calculated
at specific core nodes and propagated as waves for overall QoS awareness
in the network.

27.5.5.2 Location-Based Routing. The geographical location informa-
tion if available can be used effectively to improve the routing performance
of ad hoc networks. This information can be obtained using global posi-
tioning system (GPS) or other location positioning technologies. Loca-
tion-Aided Routing (LAR), Geographic Addressing and Routing (GeoCast),
Distance Routing Effect Algorithm for Mobility (DREAM), and Greedy
Perimeter Stateless Routing (GPSR) are some of the location-based ad hoc
routing protocols that can be found in the literature. An excellent review
and comparative analysis of these protocols can be found in [18]. Location
Trace Aided Routing (LOTAR) is another location-aided protocol that uses
LAR and GSR methods to predict when a route will break and then attempts
to establish a better route [60]. Each node on the active path monitors the
connectivity of its neighbors. When the hand-off condition is met, it starts
a local route discovery algorithm, and hands off traffic through the new
route. If discovery fails, it sends global discovery message to the source.
The route is also optimized locally. When a node discovers that there is no
need for it to bypass the data flow, because both neighboring nodes can
communicate to each other, it leaves the active path.

For effective location-based routing, the routing update processing must
be done at a rate faster than the network mobility because the node’s loca-
tion might change quickly in an ad hoc network with dynamic rapidly
changing topology. It is more challenging if the nodes move at different
rates.

27.5.5.3 Flooding and Multicasting. Flooding method is useful in
MANET for the route discovery that is required for on-demand protocols.
The broadcast addressing mechanisms available for IPv4 (Internet Proto-
col, version 4) are not suitable because ad hoc network nodes require for-
warding of flooded packets. New multicast groups for flooding to all nodes
are specified in this protocol, which can be adopted for both IPv4 and IPv6
[61]. Every node maintains a list that includes the flooded packet identifier
(FPI) to keep track of the received and retransmitted flooded packets.
When a node receives a flooded packet, it checks its list for the FPI. If there
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is a matching FPI in the list entry, then it discards the packet because it has
been already received and forwarded. Otherwise, the node retransmits the
packet. Each node in the network is enabled for forwarding and retransmis-
sion of any distinct flooded packet it receives.

The protocol designed to address the broadcast and multicast function-
ality in MANET uses the route discovery mechanism defined in DSR to
flood the data packets throughout the network. This can be considered as
an extension to DSR [62]. Another protocol [63] introduces flooding for
on-demand routing using directional antennas to reduce flooding over-
head. By knowing the direction range of the source and destination, each
node floods only a fraction of the network with queries. Flow Oriented
Routing Protocol (FORP) for real-time IPv6 flows, such as voice and data for
highly mobile ad hoc wireless networks using multi-hop hand-off is pre-
sented in [64].

27.5.5.4 Multipath Routing. Link failures in MANET occur due to node
mobility resulting in frequent changes in topology and wireless channel
conditions. The use of multiple routes circumvents this problem of link fail-
ures and reduces the effect of congestion. Hybrid routing protocols such as
ZRP and TORA support multipath routing and multipath extensions to
on-demand routing such as DSR and AODV have been developed where
alternate routes are discovered, maintained, and used when needed. Traf-
fic is distributed through only one path. The multipath property of routing
protocols is also essential for distribution of load in the network. Multiple
source routing is one such method that achieves this by a weighted
round-robin heuristic-based scheduling strategy among multiple paths.
Split multipath routing aims on maintaining maximally disjointed paths,
but the traffic is distributed only on two routes per session. Another dis-
tributed multipath routing algorithm (MPATH) builds multiple paths for
each destination in the network such that they are loop-free at all times
[65].

27.6 Performance Issues and Challenges

Study of these protocols and performance comparisons reveals that
table-driven protocols yield inferior performance when compared to
on-demand protocols due to their regular routing updates, which consume
large amounts of the available bandwidth and computational overhead in
the presence of mobility and dynamic channel conditions. The protocol
performance is generally measured in terms of network size specified by
the number of nodes, network connectivity specified by the average num-
ber of neighboring nodes, rate of change of network topology, link capacity
specified by the link data transfer rate in bits/second, effectiveness to
adapt to varying traffic patterns, channel conditions, and node mobility
[4]. The number of metrics to assess the performance includes end-to-end
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throughput and delay, time-to-route discovery and establishment, routing
efficiency measured in terms of overall utilization (measure of packet loss
rate), and transmission efficiency (measure of control or overhead wast-
age). Finally, the overall assessment would be based on how well the pro-
tocol satisfies the design criteria set forth and the QoS constraints met in
terms of bandwidth, power or energy, shortest-path (number of hops), or
some combination thereof.

The MANET performance depends on how well it copes with the effect
of its different characteristics: MAC and routing protocols must take into
account the dynamic multi-hop network topology that changes rapidly and
randomly at unpredictable times due to host mobility and the wireless
communication channel conditions. Protocols must adapt to the band-
width-constrained variable capacity wireless links and account for the
effect of frequency-selective and multipath fading, noise, and cochannel
interference conditions. Another issue is the energy or power conserva-
tion. In applications such as wireless sensor networks, the batteries pow-
ering the sensor nodes cannot be replenished or replaced and so it needs
to be minimally used and the protocol design criteria for optimization
needs to include low power drainage when in use (i.e., reduced time and
communication complexities). In addition, security limitations and the
need for scalability for large (hundreds or thousands of nodes) MANETs as
in the case of sensor networks are open issues that have to be addressed.

27.7 Mobility Management in Ad Hoc Networks

Mobility management, which encompasses location management,
resource allocation, and hand-offs, is one of the most important research
issues in wireless networks. In wireless cellular networks and wireless
Internet that operates in a single-hop wireless environment, only the end
nodes (source and destination) are mobile. In contrast, in multi-hop ad hoc
wireless networks the intermediate nodes also exhibit mobility and so the
mobility management aspects are quite different in that sense.

For wireless cellular (or personal communication system [PCS]) sys-
tems such as IS54/IS136/TDMA, IS95/CDMA, and GSM, mobility manage-
ment functions such as hand-off, roaming, registration/authentication, and
location tracking are handled by the signaling protocols IS-41 and GSM
MAP (Global System for Communication — Mobile Application Part) [66],
respectively. The strategies proposed in these standards involve partition-
ing into location areas through a two-tier system of home and visited data-
bases called home location register (HLR) and visitor location register
(VLR). Similarly the mobility management signaling protocol Mobile IP
standardized by the IETF for Wireless Internet has two-tier system of per-
manent IP address on a home network and care-of-address (CoA) in the for-
eign network while visiting away from home.
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In ad hoc networks, if the topology and network address is flat then the
mobility management is unnecessary and can be handled simply by the
routing algorithm. In general, for the table-driven routing protocols such as
DSDV, WRP, and LSR, the routing tables have entries to all destinations and
can deliver a packet without any mobility management. This is based on
the assumption that there is only one ad hoc network domain. Similarly for
the on-demand protocols such as DSR and AODV or hybrid protocols such
as ZRP and TORA, the routes are discovered as needed and there is no
need for any mobility management, specifically roaming or location man-
agement. However, for any hierarchically structured ad hoc networks
using routing protocols such as CGSR and HR, there exist a number of
mobility management techniques that are similar to the one adopted for
hierarchical infrastructure network (cellular network and wireless Inter-
net). In [67], mobility management for HSR protocol has been proposed,
where the wireless ad hoc network is hierarchically organized into multi-
level clustering structure. The key concept of logical subnets is used to
achieve mobility management.

27.8 Conclusion

The main goal of this chapter is to provide a review of mobility aspects in
ad hoc networks, specifically addressing its impact on current routing pro-
tocols, performance issues, and design challenges due to user or node
mobility. The chapter starts with an overview of MANETs by defining their
characteristics and applications. Then it describes the problems with con-
ventional routing and the desired characteristics of routing protocols for
ad hoc networks. This is followed by an extensive review of different pro-
tocols used in ad hoc routing, classified according to the routing strategy.
A comparison of the protocols, highlighting their features and characteris-
tics for the table-driven, on-demand, and hybrid protocols are provided.
Recent research focuses on ad hoc routing protocols that support QoS
requirements and are power- or energy-efficient are outlined. Aspects of
mobility management in the context of routing for ad hoc networks are dis-
cussed.

Note

1. The host and node are interchangeable. It can also be called a station, device, or
sensor if it is a wireless sensor network.
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Chapter 28

Localized 
Broadcasting in 
Mobile Ad Hoc 
Networks Using 
Neighbor 
Designation
Wei Lou and Jie Wu 

28.1 Introduction

A mobile ad hoc network (MANET or ad hoc network) [13] enables wireless
communications between participating mobile nodes without the assis-
tance of any base station. Two nodes that are out of one another’s trans-
mission range need the support of intermediate nodes that relay messages
to set up a communication between each other. The broadcast operation is
the most fundamental role in ad hoc networks because of the broadcasting
nature of radio transmission: When a sender transmits a packet, all nodes
within the sender’s transmission range will be affected by this transmis-
sion. This is usually referred to as the promiscuous receive mode. The
advantage is that one packet can be received by all neighbors; the disad-
vantage is that it interferes with the sending and receiving of other trans-
missions, creating an exposed terminal problem — an outgoing transmis-
sion collides with an incoming transmission — and a hidden terminal
problem — two incoming transmissions collide with each other. Broadcast
operation has extensive applications, such as when used in the route query
process in routing protocols [20, 33, 37], when sending error messages to
0-8493-1971-4/05/$0.00+$1.50
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erase invalid routes [32], or when used as an efficient mechanism for reli-
able multicast in highly dynamic wireless networks [17]. 

In general, broadcasting refers to a process of transmitting a packet so
that each node in a network receives a copy of this packet. Flooding is the
simplest approach for broadcasting: every node in the network forwards
the packet exactly once. Flooding ensures the full coverage of all the net-
work, that is, the broadcast packet is guaranteed to be sent to every node
in the network, providing the network is static and connected and the
Media Access Control (MAC) layer of the communication channel is error-
free during the broadcast process. However, flooding generates many
redundant transmissions. Figure 28.1 shows a sample network with five
nodes. When node v broadcasts a packet, node u, node w, and node x will
receive the packet. Node u, node w, and node x will then forward the packet
and finally node y will also broadcast the packet. Apparently, there is much
broadcast redundancy for blind flooding in this case. Transmitting the
broadcast packet only by node v and node u is enough for a broadcast
operation. When the size of the network increases and the network
becomes dense, more transmission redundancy will be introduced and
these transmissions are likely to trigger considerable transmission colli-
sion and contention. This is a serious broadcast storm problem [31] that
finally collapses the whole network. 

The broadcast storm problem can be avoided by reducing the number of
nodes that retransmit the broadcast packet. Ni et al. classified the broadcast
algorithms into two categories — probabilistic approach and deterministic

Figure 28.1. Sample Ad Hoc Network with Five Nodes
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approach [31]. Counter-based, distance-based, and location-based
schemes belong to probabilistic approaches. For the deterministic
approach, Wu and Lou [52] further classified it into four classes — global,
quasi-global, quasi-local, and local algorithms. In [49], Wu and Dai classi-
fied the local broadcast algorithms into three classes — self-pruning,
neighbor-designating, and hybrid algorithms (Figure 28.2). 

The rest of this chapter is organized as follows:

• Section 28.2 classifies the basic broadcast algorithms.
• Section 28.3 describes several neighbor-designating-based broad-

cast algorithms.
• Section 28.4 discusses three extensions of the neighbor-designating-

based broadcast algorithms.
• Section 28.5 summarizes the topic of neighbor-designating-based

broadcast algorithms. 

28.2 Classification

This section discusses in detail three levels of classification of broadcast
algorithms. 

28.2.1 Probabilistic Algorithms

The probabilistic approach for a broadcast operation is as follows. Upon
receiving a broadcast packet, each node forwards the packet with proba-
bility p. The value p is determined by relevant information gathered at each
node. Although the probabilistic approach provides a good stochastic result,

Figure 28.2. Classification of Broadcast Algorithms
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it cannot guarantee the full coverage. In [31], other probabilistic
approaches were also discussed. 

28.2.1.1 Counter -Based Scheme. Upon receiving a previously unknown
packet, the node initiates a waiting timer and a counter. The counter
increases one for each received redundant packet. When the waiting timer
expires, if the counter is larger than a threshold value, the node will not
rebroadcast the packet; otherwise, the node will broadcast it. 

28.2.1.2 Distance-Based Scheme. Upon receiving a previously unknown
packet, the node initiates a waiting timer. Before the waiting timer expires,
the node checks the location of the senders of each received packet. If any
sender is closer than a threshold distance value, the node will not rebroad-
cast the packet. Otherwise, the node rebroadcasts it when the waiting
timer expires. 

28.2.1.3 Location-Based Scheme. Upon receiving a previously unknown
packet, the node initiates a waiting timer and accumulates the coverage
area that has been covered by the arrived packet. When the waiting timer
expires, if the accumulated coverage area is larger than a threshold value,
the node will not rebroadcast the packet. Otherwise, the node will broad-
cast it. 

Other enhancements to the above probabilistic algorithms are dis-
cussed in [5, 15, 44]. 

28.2.2 Deterministic Algorithms

The deterministic approaches provide full coverage of the network for a
broadcast operation. In other words, only a subset of nodes forward the
broadcast packet and the remaining nodes are adjacent to the nodes that
forward the packet. The nodes that forward the broadcast packet form a
forward node set for a particular broadcast operation. Basically, a forward
node set is a connected dominating set (CDS). A dominating set (DS) is a
subset of nodes such that every node in the graph is either in the set or is
adjacent to a node in the set. If the subgraph induced from a DS of the net-
work is connected, the DS is a CDS. Finding a minimum connected dominat-
ing set (MCDS) in a given graph is NP-complete; in a unit disk graph, it has
also been proved to be NP-complete [30]. There are, in general, two models
of neighbor set information — neighbor set without node positions and
neighbor set with node positions (obtained through global positioning sys-
tem [GPS] or other means). The latter model trivializes the approximation
problem of CDS. That is, approximation algorithms with a constant approx-
imation ratio can be easily derived. On the other hand, finding an approxima-
tion algorithm with a small constant approximation ratio is still a challenging
issue in the absence of global network information [4]. Heuristic methods are
opyright © 2005 by CRC Press
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normally used to balance cost (in collecting network information and in deci-
sion making) and effectiveness (in deriving a small forward node set). 

The CDS of a graph can be constructed with global or local information.
The distinction between global and local is not a clear-cut situation.
Through several rounds of sequential information exchanges, global infor-
mation can be assembled based on local information only. However,
sequential information propagation can be costly. There are four types of
broadcast protocols [52] — global, quasi-global, quasi-local, and local.

28.2.2.1 Global. Broadcast protocols — centralized or distributed —
are based on global state information. The most widely used global broad-
cast protocol is based on Guha and Khuller’s approximation algorithm [14]
and has been used in protocol design by Das et al. [10]. All nodes are ini-
tially colored white. The node with the maximum node degree is selected
and colored black and all its neighbors are colored gray. An iterative selec-
tion process runs until there are no white nodes left. Select a gray node that
has the maximum number of white neighbors, color the selected node
black and its white neighbors gray. The resultant set of black nodes is a
CDS. This algorithm is centralized and works well except for some extreme
cases. A modified algorithm selects the gray node u and its neighbor v if
they can cause the maximum number of white nodes to change color to
gray when both u and v are changed to black. The modified algorithm guar-
antees an approximation ratio O(ln ∆) under any random graph, where ∆ is
the maximum node degree of the network. Therefore, this algorithm can be
used as a lower bound of the MCDS. 

28.2.2.2 Quasi-Global. Distributed broadcast protocols are based on
partial global state information. Unlike the global broadcast protocol, the
quasi-global broadcast protocol does not need to collect the whole global
state. Only partial global state information is collected, typically with the
help of a global infrastructure such as a spanning tree. The protocol pro-
posed in [3, 45] fits into this category. A spanning tree is first constructed
starting from the selected root (through an election process), a maximal
independent set (MIS) is constructed level by level down the tree. An inde-
pendent set (IS) is a set in which no two nodes are neighbors. An MIS is an
IS in which any other node in the network is a neighbor of a node in the set.
Nodes in the MIS are colored black. Clearly, an MIS is a DS. Specifically,
nodes are labelled according to a topological sorting order of the tree.
Then nodes are labelled based on their positions in the order starting from
the root v. All nodes are white initially. The root v is marked black first and
other nodes are marked black unless there is a black neighbor. Each parent
of a black node in the tree acts as a connector by marking gray. Black and
gray nodes form a CDS. This spanning-tree-based CDS (STCDS) broadcast-
ing generates a CDS with a constant approximation ratio of 8 (i.e., the size
667
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of the CDS is at most eight times the size of the MCDS). Also, other than the
tree-level information needed to determine the topological sorting order of
each node, no other global state information is distributed. However, like
the MCDS, the STCDS requires O(diam) sequential rounds, because both
the spanning tree construction and status marking process are serialized.
In addition, the STCDS does not support locality of maintenance. Move-
ments of hosts may trigger the reconstruction of the whole spanning tree. 

28.2.2.3 Quasi-Local. Distributed broadcast protocols are based on
mainly local state information and occasional partial global state informa-
tion. The cluster approach falls into the Quasi-Local Model. Cluster struc-
ture is a two-level hierarchical structure and it is formed by first electing a
clusterhead and, then, its neighbors joining in the cluster as noncluster-
head members. There are many clustering approaches [7, 8, 11, 12, 23]. A
simple one, called the lowest-ID (LID) cluster algorithm, initializes all
nodes white. When a white node finds itself having the lowest ID among all
its white neighbors, it becomes a clusterhead and colors itself black. All its
white neighbors join in the cluster and change their colors to gray. This
iterative process continues until there are no white nodes left. The black
nodes form the set of clusterheads. Each gray node belongs to one and
only one clusterhead. That clusterhead is called the dominator of the gray
node. The clusterhead and its dominated gray neighbors form a cluster.
The LID may exhibit sequential propagation, as happens when the network
is a linear chain with decreasing IDs from one end to the other end (this is
the reason this approach is called quasi-local), resulting in O(diam) rounds
of information exchanges. However, this situation rarely happens. In the
average case, the cluster formation can be considered as a localized pro-
cess. Clusterheads form a DS, but not a CDS. Clusterheads and gateways
together form a CDS. 

Another variation of cluster approach proposed by Sinha, Sivakumar,
and Bharghavan [41], called core broadcast (CB), also includes the selec-
tion process of forward nodes: Initially all nodes are white. A white node
determines its dominator by selecting its black neighbor that has the max-
imum number of nodes that regard this black node as their dominators. In
case there is no black neighbor, the white node selects the node (white or
gray) with the maximum node degree within its one-hop neighborhood
(including itself) as its dominator. After the white node has chosen its dom-
inator, it colors itself gray if it is not selected as a dominator by itself or by
its neighbors; otherwise, it marks itself black if it has been selected as a
dominator. The coloring process continues until there are no white nodes
left. Eventually, all the black nodes become cores. In the core broadcast,
each node computes its forward node set. A node’s forward node set
includes all its black neighbors. It also includes those gray neighbors that
either have a black neighbor that is not covered by the forward node set or
opyright © 2005 by CRC Press
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have a gray neighbor whose dominator is not covered by the forward node
set. 

The core broadcast requires only the nodes in the forward node set
relay the broadcast so it reduces the broadcast redundancy. The set of
cores, like the set of clusterheads, is a DS of the network. Although the set
of clusterheads is also an IS, the set of cores does not have this property
because two cores may be neighbors. 

28.2.2.4 Local. Distributed broadcast protocols are based solely on
local state information. The local broadcast protocol is based solely on
local information without exhibiting any sequential propagation of state
information. It also supports locality of maintenance. However, although
this approach is competitive in the average case, it does not guarantee per-
formance in the worst case such as a constant approximation ratio. Wu and
Li’s [51] marking process is a local broadcast protocol. All nodes are ini-
tially white. A node marks itself black only when it has two unconnected
neighbors. After the marking process, the black nodes form a CDS. Rule 1
and rule 2 aim to remove redundant nodes from the CDS. Rule 1 allows a
black node u to change its color from black to white if it can find another
black node v, with id(u) < id(v), to cover all u’s neighbors. For rule 2, a black
node u changes itself to white if there exist two connected nodes, v and w,
with id(u) = min{id(u), id(v), id(w)}, that can collectively cover all u’s
neighbors. Recently, Dai and Wu [9] have extended rule 1 and rule 2 to rule
k to further reduce nodes in the CDS without increasing the computational
complexity. If a black node u can be covered by k connected black nodes
and id(u) is smaller than any ID of these k nodes, then u can change itself
to white. A constant number of rounds (two or three depending on the
implementation) are needed to construct a CDS and its maintenance. Wu
and Li’s approach has been applied to broadcasting in [43] where only
black nodes (besides the source) forward the broadcast packet. 

28.2.3 Local Algorithms

Wu and Dai [49] proposed a deterministic generic distributed broadcast
scheme and classified the local broadcast algorithms into three categories —
self-pruning, neighbor-designating, and hybrid broadcasting approaches.
In all these schemes, the status of each node is determined in a decentral-
ized manner based on node’s current local view. A view is a snapshot of
network state, including network topology and broadcast state, along time.
A node can utilize its K-hop neighborhood information to build its local
view. One-hop and two-hop neighborhood information are the most com-
mon cases. Also, the broadcast packet can carry some broadcast state
information, such as the next selected node to forward the packet, the
recently visited nodes and their neighbor sets. The status of each node can
669
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be determined by itself or by its neighbor. For a specific node, the
upstream node that has sent a broadcast packet to this node is viewed as
a forwarded node; the downstream node selected by this node to forward
the broadcast packet is viewed as forward node; the downstream node
that is designated not to forward the packet is viewed as a nonforward
node. Notice that the node status under the current view will be changed
in the next view; that is, a forward node in current view will be a forwarded
node in the next view. 

The generic distributed broadcast scheme constructs a CDS for a partic-
ular broadcast that depends on the location of the source and the progress
of the broadcast process. Each node v determines its status and the status
of some of its neighbors under a current local view. Each node has the for-
warding status by default and the status can be changed to nonforwarding
if the coverage condition is met. Coverage condition is described as fol-
lows: 

Node v has a nonforwarding status if for any two neighbors u and w, a
replacement path exists that connects u and w via several intermediate
nodes (if any) with higher priorities than the one of v. 

The coverage condition indicates that when every pair of neighbors of
v can be connected through other nodes, node v, as the connecting node
for its neighbors, can be replaced (i.e., can take the nonforwarding status).
Note that replacement can be applied iteratively. To avoid possible cyclic
dependency situations, a total priority order needs to be defined among all
nodes, such as node ID or a pair of node degree and node ID. 

In self-pruning approaches, a node will resign its role of forwarding the
broadcast packet by itself if the replacement path from the source can be
found for each of its neighbors. Nodes in each replacement can be either
forwarded nodes or nodes with higher priorities. In the neighbor-designat-
ing broadcasting approaches, a node can determine its neighbor’s forward-
ing/nonforwarding status; that is, a forward node selected by its upstream
sender updates its view when it receives the packet and determines its sta-
tus and its neighbors’ status consequently. In the hybrid approaches, both
self-pruning and neighbor-designating methods are applied to determine a
node’s status. The marking process discussed in the last section is an
example of self-pruning and multi-point relay (MPR) is an example of neigh-
bor-designating. 

Figure 28.3 shows the coverage condition that applies to the self-pruning
and neighbor-designating approaches. In Figure 28.3A, suppose v has
received a packet from u. If v’s one-hop neighbors are all covered by a set
of forwarded nodes (black) or some white nodes with higher priorities, v
can drop its role to relay the packet. Figure 28.3B shows how the neighbor-
designating approach works. Suppose u is the current node and node v is
opyright © 2005 by CRC Press
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Figure 28.3. ighbor-Designating Algorithm
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any neighbor that is not selected as a forward neighbor. Because u and the
selected designated forward neighbors cover all the two-hop neighbors of
u which include one-hop neighbors of v, node v is covered by a set of (con-
nected) coverage nodes. 

In the subsequent discussion, we only consider the neighbor-designat-
ing algorithms that utilize local information. The following assumptions are
also used: 

1. The transition is error free; that is, each message (broadcast packet
or network state message) sent from a node will eventually reach
its neighbors.

2. Location information of each node is not available. Location-based
broadcasting has been extensively studied as in [34, 42, 43]. 

3. Network topology is a connected graph without unidirectional links.
A sublayer can be added [40, 46] to provide a bidirectional abstrac-
tion for unidirectional ad hoc networks. 

4. All nodes have fresh topology information in their local views at the
beginning of the broadcast period and the network topology does
not change during the broadcast period. Note that if the network
topology changes during the broadcast period, no broadcast algo-
rithm can ensure full coverage, except a special mobility manage-
ment mechanism is used, such as the one in [50]. 

28.3 Neighbor-Designating Broadcast Algorithms

In this section, we describe some algorithms that belong to the category of
neighbor-designating broadcast. Each algorithm adopts the heuristic strat-
egy where a minimum number of forward nodes are selected so that other
neighbors can take the nonforward status. 

28.3.1 Forward Node Selection Process

Theoretically, a MANET is represented as a unit disk graph G(t) = (V, E),
where the node set V represents a set of wireless mobile nodes and the
edge set E represents a set of bidirectional links between the neighboring
nodes. Two nodes are considered neighbors if and only if their geographic
distance is less than the transmission range r. We use Nk(v) to represent the
k-hop neighbor set of v, where nodes in the set are no more than k hops fur-
ther from v. Nk(v) includes v itself. (N1(v), one-hop neighbor set, can be sim-
ply represented as N(v).) Node u’s k-hop node set Hk(u) consists of all
nodes that are exactly k hops away from u. Nk(u) and Hk(u) have the follow-
ing relationships: 

N u N u H uk k k( ) ( ) ( )1= − ∪

N u H uk k− =1( ) ( )∩ φ
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If S is a node set, N(S) is the union of the neighbor sets of every node in S,
that is, 

For the instance a node u broadcasts a packet, u selects a subset from X
to cover U by using the greedy algorithm in the set coverage problem [29].
The greedy algorithm, called forward node set selection process (FNSSP),
works as follows: 

1. Each node w in X calculates its effective node degree dege(w) =
|N(w) ∩ U|. 

2. A node w1 with the maximum dege(w1) is first selected, w1 is removed
from X and N(w1) is removed from U. A tie is broken by using node ID. 

3. If U is not empty, each node recomputes its effective node degree
and another node w2 with the maximum dege(w2) is selected. 

4. Repeat step 2 and step 3 until U becomes empty. 
5. The node set {w1, w2, …} forms a forward node set. 

28.3.2 Multi-Point Relays

Qayyum et al. [39] proposed selected MPRs as forward nodes to propagate
link state messages in their Optimized Link State Routing (OLSR) protocol.
The MPRs are selected from one-hop neighbors to cover the entire set of
two-hop neighbors (Figure 28.4). The MPRs are selected as follows: If u
intends to forward a packet, u uses the forward node set selection process
to select its forward node set from X = N(v) to cover two-hop neighbors in
U = N2(v) – N(v). The selected forward nodes become MPRs. 

In the sample network shown in Figure 28.5, when node 3 uses MPR algo-
rithm, U = N2(3) – N(3) = {1, 5, 8} and X = N(3) = {2, 3, 4, 6, 7}, node 3 selects
node 2, node 4, and node 6 as its forward nodes. 

When sending a broadcast packet, each selected MPR runs a restricted
forward node selection process applied in [19]: if an MPR v first receives a
broadcast packet from a neighbor that does not designate v as a forward
node, v does not forward this packet even if v may be selected as a forward
node later by another neighbor. 

Figure 28.4. Multiple Relays
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In Figure 28.5, node 3 selects node 2, node 4, and node 6 as MPRs; node
6 selects node 2, node 3, and node 7 as MPRs. Suppose node 2 starts a
broadcast, node 7 may receive the broadcast packet from both node 3 and
node 6. If node 7 first receives a packet from node 3 and then receives a
duplicated broadcast packet from node 6, but because node 3 does not
designate node 7 to forward the broadcast, node 7 will not forward the
broadcast packet later when it receives the same broadcast packet from
node 6 and has been designated to forward the packet by node 6 as a MPR.
On the other hand, if node 7 first receives a packet from node 6, node 7 will
forward the broadcast packet. 

In [1], the requirement for a MPR to forward the packet is more
restricted. A MPR will become a forward node if its node ID is smaller than
all its neighbors or if it is selected as a MPR by its neighbor with the mini-
mal node ID. 

In the same network shown in Figure 28.5, when applying the rule pro-
posed in [1], node 7 will never forward a broadcast packet whether the
packet is from node 3 or node 6 because node 3, which is the neighbor of
node 7 with the smallest node ID, does not select node 7 as a MPR. 

In [47], Wu further extends the algorithm in [1] by introducing the con-
cept of free neighbor. Node u is a free neighbor of v if v is not the neighbor
of u with the smallest node ID. The neighbors of free neighbors can be
removed from the two-hop neighbors of a node before it uses the forward
node selection algorithm to designate its MPRs. Another extension rule
proposed in [47] is that a node that has a smaller ID than all its neighbors
and also has two unconnected neighbors becomes a forward node. This
extension rule will be more effective in relatively sparse networks. 

In Figure 28.5, we investigate node 3’s neighbors. Node 2 and node 6 are
node 3’s free neighbors, therefore, N(2) = {1, 2, 3, 6} and N(6) = {2, 3, 5, 6, 7}
can be removed from N2(3) – N(3). After that, node 6 only selects node 4 as
its forward node. For node 7, because its free neighbors are node 6 and
node 8 and N2(7) – N(7) – N(6) – N(8) are empty, node 7 will not select any
forward node. 

Figure 28.5. Sample Network
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28.3.3 Dominant Pruning

Lim and Kim [22] provided a dominant pruning (DP) algorithm. Unlike the
MPR, the DP excludes the neighbors of the upstream forwarded node from
the current node’s two-hop neighbor set. In Figure 28.6, suppose u sends a
packet and u selects v as its forward node. Because the neighbor set of u,
N(u), has been covered by u and the neighbor set of v, N(v), will be covered
by v, v does not need to select other forward nodes to cover them again.
Therefore, v can determine its forward node set from X = N(v) to cover U =
N2(v) – N(v) – N(u). The forward node selection process from X to cover U
is the same as above. 

For the sample network shown in Figure 28.5, suppose node 3 receives
a packet from node 6. When node 3 uses DP algorithm, U = N2(3) – N(6) –
N(3) = {1, 8} and X = N(2) = {2, 4, 6, 7}. Node 3 selects node 2 and node 4 as
its forward nodes. 

Peng and Lu [36] proposed an Ad Hoc Broadcast Protocol (AHBP) algo-
rithm similar to the DP. In their algorithm, forward nodes are called Broad-
cast Relay Gateways (BRGs). BRGs, using the same forward node selection
process to determine their downstream BRGs, will forward the broadcast
packet and inform their designated BRGs. The AHBP considers the case of
the mobility of the node. When v receives a packet from u that is not listed
in its neighbor set, v assumes itself to be a designated BRG and rebroad-
casts the packet. 

28.3.4 Total Dominant Pruning and Partial Dominant Pruning

Lou and Wu [25] proposed total dominant pruning (TDP) and partial dom-
inant pruning (PDP) to extend the DP by further reducing the number of
two-hop neighbors that need to be covered by one-hop neighbors. The
TDP requires the upstream forwarded node u to piggyback N2(u) along
with the broadcast packet. With this information, the selected forward

Figure 28.6. Dominant Pruning
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node v can remove N2(u), instead of N(u) in DP, from N2(v) (Figure 28.7);
that is, U = N2(v) – N2(u). X can also update to U(u) – N(v). In the PDP, the
broadcast packet does not attach the upstream forwarded node’s two-hop
neighbor set. When receiving the packet from node u, node v extracts the
neighbors of the common neighbors of u and v (i.e., neighbors of nodes in
N(u) ∩ N(v)) from N2(v) because these nodes are covered by u’s forward
node set F(u). Therefore, the uncovered two-hop neighbor set U becomes
N2(v) – N(u) – N(v) – N(N(u) ∩ N(v)) (Figure 28.8). The selection process for
both TDP and PDP is the same as before: selecting forward nodes from X to
cover U. 

For the sample network shown in Figure 28.5, suppose node 3 receives
a packet from node 6. When node 3 uses the TDP algorithm, U = N2(3) –
N2(6) = φ and X = N(3) – N(6) = {4}. Node 3 does not select any node as its
forward node. When node 3 uses the PDP algorithm, U = N2(3) – N(6) – N(3) –
N(N(3) ∩ N(6)) = {8} and X = N(3) – N(2) = {4}. Node 3 selects node 4 as its
forward node. 

28.3.5 CDS-Based Broadcast Algorithm

Peng and Lu [35] proposed a CDS-based broadcast (CDSB) algorithm. It con-
siders not only the sender of the broadcast packet, but also the forward
nodes with lower node IDs that are selected by the sender to determine a

Figure 28.7. Total Dominant Pruning

Figure 28.8. Partial Dominant Pruning
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selected forward node’s forward node set. For a sender u, suppose u
selects nodes t, v, w (id(t)<id(v)<id(w)) as its forward nodes. When nodes
t, v, w receive the packet, t updates its uncovered two-hop neighbor set
U(t) = N2(t) – N(t) – N(u); v updates its uncovered two-hop neighbor set
U(v) = N2(v) – N(v) – N(u) – N(t) because N(t) is covered by t. Likewise, w’s
uncovered two-hop neighbor set is U(w) = N2(w) – N(w) – N(u) – N(t) – N(v)
(Figure 28.9). Notice that v may not forward the packet if U(v) is empty. 

For the sample network shown in Figure 28.5, suppose node 6 is the
source, it selects node 2, node 3, and node 7 as forward nodes. The forward
nodes are piggybacked with the broadcast packet. When node 2 receives a
packet from node 6, it updates U(2) = N2(2) – N(6) – N(2) = {4} and X(3) =
N(2) = {1, 2, 3, 6}. Node 2 selects node 3 as its forward node. When node 3
receives the packet from node 6, it updates U(3) = N2(3) – N(6) – N(3) – N(2) =
{8} and X(3) = N(3) = {2, 3, 4, 6, 7}. Node 3 selects node 4 as its forward node.
When node 7 receives the packet from node 6, it updates U(7) = N2(7) –
N(6) – N(7) – N(2) – N(3) = φ and X(7) = N(7) = {3, 6, 7, 8}. Node 7 does not
select any node as its forward node. 

28.4 Other Extensions

We describe three extensions that also applied the neighbor-designating
approach for broadcasting. The first broadcast approach is based on the
cluster structure, the second is a generic K-hop zone-based algorithm, and
the third considers the reliability issue. 

28.4.1 Cluster-Based Broadcast Algorithm

Although cluster-based broadcast algorithms are not local algorithms,
they usually work well with local state information and low time delay.
Basically, the clustered network converts any dense network to a sparse
one consisting of clusterheads only because clusterheads form a DS of the
network. Moreover, clusterheads and gateways form a CDS of the network.

Figure 28.9. CDS-Based Broadcasting
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Therefore, this is enough to fulfill a broadcast operation when all cluster-
heads and gateways forward a broadcast packet. 

Alzoubi et al. [2] proposed a cluster-based message-optimal CDS algo-
rithm. In this algorithm, a CDS is constructed locally in a constant approx-
imation ratio with message complexity in O(n), where n is the size of the
network. This message complexity reaches the lower bound in the network
with n nodes. It was formed with two steps:

1. Clusterheads are determined by the lowest-ID clustering algorithm.
A clusterhead knows all its two-hop and three-hop clusterheads with
two rounds of neighborhood information exchanges. 

2. Each clusterhead selects a node to connect each two-hop cluster-
head and a pair of nodes to connect each three-hop clusterhead. All
the clusterheads and selected nodes form a CDS of the network. 

A cluster-based broadcast algorithm is proposed in [24] based on the
coverage of the neighbor set. A clusterhead v’s coverage set C(v) is a set of
clusterheads that are in a specific coverage area of v. It can be a three-hop
coverage set, which includes all the clusterheads in N3(v), or a two-and-a-
half-hop coverage set, which includes all the clusterheads in N2(v) and the
clusterheads that have members in N2(v). Figure 28.10 illustrates a cluster-
head v’s three-hop and two-and-one-half-hop coverage sets. In this network,
the clusterhead of c is in v’s three-hop coverage set, but not in v’s two-and-
one-half-hop coverage set. In general, the size of a clusterhead’s two-and-
one-half-hop coverage set is less than that of its three-hop coverage set.
Therefore, the cost of maintaining the two-and-one-half-hop coverage set
can be less than that of the three-hop coverage set.

Each clusterhead gathers the information of its coverage set by
exchanging neighborhood information with its neighbors. Figure 28.11A
illustrates construction of a coverage set with three-hop and two-and-one-
half-hop coverage set. For three-hop coverage set, node 6 sends a message
M1: CH_HOP1(6) = {2*}, which contains its one-hop clusterhead neighbors.
Node 8 sends a message M2: CH_HOP1(8) = {2*, 3}. Here, * indicates the
clusterhead of the cluster that the node belongs to. Likewise, node 5 and
node 7 send messages M3 and M5: CH_HOP1(5) = {1*} and CH_HOP1(7) =
{1, 4*}. After receiving M1 and M2, node 7 may form a message M6, which
contains its two-hop clusterhead neighbors and associated gateways: if
node 6 is selected, CH_HOP 2(7) = {2[6], 3[8]}; if node 8 is selected,
CH_HOP2(7) = {2[8], 3[8]}. Here, CH_HOP2(u) = {v[w], … }means that clus-
terhead u connects to clusterhead v via w. Node 5 also sends message M4:
CH_HOP2(5) = {2[6]}. By receiving M3, M4, M5, and M6, node 1 can build its
local view as Figure 28.11B or Figure 28.11C. For the two-and-one-half-hop
coverage set, node 1 builds its local view as Figure 28.11D. Here, cluster-
head 3 is unknown to node 1. 
opyright © 2005 by CRC Press
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The clusterhead needs to select forward nodes to connect each cluster-
head in its coverage set. In [2], each clusterhead randomly selects one or
two nodes to connect its adjacent clusterheads. In [26], a greedy algorithm
similar to forward node selection process is applied when a clusterhead v
receives a broadcast packet p from its upstream clusterhead u. Suppose p
is a new packet for v and p also attaches u’s forward node set F(u) and u’s
coverage set C(u). v can update C(v) = C(v) – C(u) – {u} because all the clus-
terheads in C(u) ∪ {u} are covered by F(u) and they do not need to be cov-
ered again. Clusterhead v selects the gateway that connected the maxi-
mum number of clusterheads in C(v), puts the gateway into F(v), and
removes the connected clusterheads from C(v). This process repeats until
C(v) becomes empty. The selection process works for both three-hop and
two-and-one-half-hop coverage sets. When the two-and-one-half-hop cover-
age set is used, F(u) may cover some extra clusterheads in addition to
C(u) ∪ {u}; that is, if clusterhead v is three hops away from u and u uses a
path (u, f, r, v) to deliver the broadcast packet to v, clusterheads in N(r)
also receive the broadcast packet. These clusterheads can also be
excluded from C(v). Therefore, the updated C(v) = C(v) – C(u) – {u} – N(r). 

The cluster-based broadcast algorithm consists of the following steps: 

1. If the source is not a clusterhead, it sends the broadcast packet p
to its clusterhead. 

2. When a clusterhead receives p from its upstream clusterhead sender
for the first time, it uses the above forward node selection process
to choose forward nodes that cover all the clusterheads in its cov-
erage set. The coverage set of this clusterhead, together with its
selected forward nodes, are piggybacked with p for the forwarding
purpose. 

Figure 28.11. Constructing a Coverage Set
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3. For a nonclusterhead node that receives p for the first time, if it is
a forward node, it relays p; otherwise, it does nothing. 

Figure 28.12 illustrates the broadcast process in a cluster-based CDS
with two-and-one-half-hop coverage set. Suppose the source is node 1.
Node 1’s two-and-one-half-hop coverage set C(1) is {2, 3}, it selects node 6
and node 7 to forward the packet to clusterhead 2 and clusterhead 3. The
broadcast packet piggybacks the forward node set F(1) = {6, 7} and the two-
and-one-half-hop coverage set C(1) = {2, 3}. When clusterhead 2 receives
the broadcast packet from clusterhead 1, it updates C(2) = C(2) – C(1) – {1} =
{1, 3} – {2, 3} – {1} = φ; then, it only locally broadcasts the packet. When
clusterhead 3 receives the packet from clusterhead 1, it updates C(3) = C(3) –
C(1) – {1} = {1, 2, 4} – {2, 3} – {1} = {4}; therefore, clusterhead 3 selects node
9 to forward the packet to clusterhead 4. F(3) = {9} and C(3) = {1, 2, 4} are
piggybacked with the packet. After clusterhead 4 receives the packet, it
only locally broadcasts the packet because all clusterheads in C(4) have
received the packet. In total, 7 nodes (1, 2, 3, 4, 6, 7, and 9) will forward the
packets. 

28.4.2 K-hop Zone-Based Algorithm

A node’s K-hop zone consists of all the nodes within K hops from the given
node. For a given network, K can be set from 0 to the diameter of the net-
work. One extreme case is K = 0; that is, nodes in the network have no
neighbor set information or the neighbor set information is most likely out-
of-date most of the time because of the high mobility of the nodes. The only
possible strategy for routing is flooding. The other extreme case is that K
is equal to the diameter of the network; that is, each node knows the global
information of the network. Therefore, the optimum solution can be deter-
mined in this circumstance. 

A K-hop cluster-based algorithm is proposed in [21]. Each node gets its
K-hop neighbor set information. A cluster is composed of all nodes within
K hops from a given node. Each node belongs to one cluster. When a broad-
cast occurs, only border nodes, which are exactly K hops away from the

Figure 28.12. Cluster-Based Broadcast with Two-and-One-Half-Hop Coverage Set
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sender, will relay the broadcast. A similar connectivity-based K-hop clus-
tering algorithm is proposed in [6]. One main disadvantage of these algo-
rithms is that the overlapped area of two neighboring sender’s K-hop
neighbor sets cause much redundancy when K is large. 

Lou and Wu [27] proposed a generic K-hop zone-based broadcast proto-
col. A generic K-hop zone-based broadcast protocol broadcasts a packet in
four steps:

1. The sender uses the forward node set selection process to select
its forward node set to cover its K-hop zone. It broadcasts the
packet, which attaches the forward node set. 

2. A forward node (excluding the border nodes) forwards the packet
when it first receives the packet. 

3. A nonforward node receives the packet but does not forward it. 
4. A border node, which is a selected forward node exactly K – 1 hops

away from the source, after receiving the packet, becomes a new
sender to disseminate the packet. 

Nodes that are within K – 1 hops of the sender can be excluded from the K-
hop zone of the border node. In addition, nodes that are within K – 1 hops
of a border node with lower ID can also be excluded from the K-hop zone
of a border node with higher ID if the two border nodes are within K – 1 hops.
Figure 28.13 illustrates the K-hop zone-based broadcast protocol. The
source u selects forward nodes to cover its K-hop zone. Gray nodes are for-
ward nodes that just relay the broadcast packet. Black nodes are the bor-
der nodes that have their own K-hop zones. White nodes are the nonfor-
ward nodes that only receive the packet. 

The forward node set selection process is described as follows. A
sender u computes its forward node set to cover all the nodes in its K-hop
zone. In each iteration, u selects some nodes in Hk(u) to cover all the nodes
in Hk + 1(u), where 0 ≤ k ≤ K –1. Specifically, u itself covers all nodes in H1(u);
some selected nodes in H1(u) cover all nodes in H2(u), …, until some
selected nodes in HK – 1(u) cover all nodes in HK(u). In each iteration, the
selection criterion is that the node with the maximum number of uncov-
ered neighbors is selected first. A tie is broken by node ID. All selected
nodes form u’s forward node set F(u). 

For the sample network shown in Figure 28.5, suppose node 1 is the
source and it has three-hop neighbor set information: H0(1) = {1}, H1(1) =
(1) = {2, 5}, H2(1) = {3, 6} and H3(1) = {4, 7}. Node 1 covers N1(1). Node 2 and
node 5 are first selected from H1(1) to cover all nodes in H2(1); then node 3
is selected to cover nodes in H3(1). Therefore, F(1) = {2, 3, 5} and node 3 is
a border node. Then node 3 becomes a new sender. Among nodes in node
3’s three-hop zone, node 4 will be selected to cover node 8. 
opyright © 2005 by CRC Press



Localized Broadcasting in Mobile Ad Hoc Networks

AU1971_book.fm  Page 683  Thursday, November 11, 2004  10:08 PM

C

683

28.4.3 Reliable Broadcast Algorithm

The traditional reliable broadcast protocols can be classified into two cat-
egories. The first category enforces strong reliability guarantees which
provide an atomic operation for the successful delivery of a message to all
the nodes [16]. The disadvantage is its poor scalability even in a very sta-
ble network. The second category is based on the feedback mechanisms of
acknowledgment (ACK) or negative acknowledgment (NACK). It can also
be classified as sender initiated and receiver initiated approaches [38]. In
the sender initiated approach, the receiver acknowledges each message it
receives. The ACKs are unicasted to the sender who maintains all the
records for all receivers to confirm the success of the delivery. Only miss-
ing packets are retransmitted, either to individual requested receivers, or
to all receivers. However, the requirement of sending ACKs in response to
the reception of a packet for all receivers may cause channel congestion
and packet collision, which is called ACK implosion [18]. Moreover, the
amount of records that the sender must maintain to track the receiver set
may also grow large. In the receiver initiated approach, the receiver is
responsible for reliable delivery. Each receiver maintains reception
records and requests repairs via a NACK when errors happen. Several
strategies can be applied for the receiver initiated approaches, such as
sender-oriented, flat-receiver-oriented, and hierarchical-receiver-oriented
approaches. The problem of the receiver initiated approach is the long
end-to-end delay brcause the sender must wait for the next broadcast packet
to determine if the previous one is successfully delivered or not. Therefore, it
can be applied only when the sender has many packets to be sent. 

Figure 28.13. K-Hop Zone-Based Broadcast Protocol
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Lou and Wu [28] proposed a reliable broadcast algorithm, called double-
covered broadcast (DCB) algorithm, which aims to reduce broadcast redun-
dancy by decreasing the number of forward nodes but still providing high
delivery ratio for each broadcast packet in a dynamic environment. The algo-
rithm uses the method in which the sender overhears the retransmission of
the forward nodes to avoid the ACK implosion problem. Also, the algorithm
guarantees that each node is covered by at least two transmissions so that it
can avoid a single error due to the transmission collision. Moreover, the algo-
rithm does not suffer the disadvantage of the receiver-initiated approach,
which needs a much longer delay to detect a missed packet. 

The double-covered broadcast algorithm works as follows. When a
sender broadcasts a packet, it selects a subset of one-hop neighbors as its
forward nodes to forward the broadcast based on a greedy approach. The
selected forward nodes satisfy two requirements: 

1. They cover all the nodes within two hops of the sender. 
2. The sender’s one-hop neighbors are either forward nodes or non-

forward nodes but are covered by at least two neighbors, once by
the sender itself and once by one of the selected forward nodes. 

After receiving the broadcast packet, each forward node records the
packet, computes its forward nodes and rebroadcasts the packet as a new
sender. The retransmissions of the forward nodes are received by the
sender as the acknowledgment of receiving the packet. The nonforward
one-hop neighbors of the sender do not acknowledge receipt of the broad-
cast. The sender waits for a predefined duration to overhear the rebroad-
casting from its forward nodes. If the sender fails to detect all its forward
nodes retransmitting during this duration, it assumes that a transmission
failure has occurred for this broadcast because of the transmission error
or because the missed forward nodes are out of its transmission range. The
sender then resends the packet until all forward nodes are retransmitted
or the maximum number of retries is reached. 

Like most of the other neighbor designating algorithms, the DCB sup-
poses each node knows its one-hop and two-hop neighbor sets N(v) and
N2(v). The forward node set selection process executes at each forward
node to determine its own forward node set. We consider the two cases
where a node v determines its forward node set F(v): 

1. v is the source of the broadcast: v uses FNSSP algorithm to find F(v)
in X = N(v) to cover U = N2(v). 

2. v is a selected forward node to relay the broadcast packet: Suppose
v has already received the packet from a node set V(v) and each
node w in V(v) has its own forward node set F(w). v uses FNSSP
algorithm to find F(v) in X = N(v) – V(v) – ∪∀w∈V(v)F(w) to cover U =
N2(v) – N(V(v)) – ∪∀w∈V(v)N(F(w)). 
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For the sample network in Figure 28.5, we use the DCB algorithm to
select each node’s forward node set. In case 1, we suppose node 3 is the
source, then node 3 selects node 2, node 4, and node 6 as its forward
nodes. In case 2, we consider node 6 when it receives a packet from node
3. U(6) = N2(6) – N(3) – N(2) – N(4) = {5}, node 6 selects node 5 as its forward
node. 

A node may fail to receive the broadcast packet from its neighbors
because of a transmission collision with other neighbors, the high trans-
mission error rate of the radio channel, or the out-of-range movement of
the node. Each nonforward node has been at least covered by two forward-
ing nodes; even if the nonforward node missed the packet from one, it still
has a second chance to receive the packet from the other one (Figure
28.14A). The reception of a forward node needs to be confirmed because
forward nodes are the key nodes in the network that need to relay the
broadcast packet. The loss of the reception may cause the transmission
error to propagate. If the sender does not detect the forward node’s
retransmission signal, the sender will select alternative forward nodes to
cover the coverage area of the missed forward node and resend the broad-
cast packet until it receives the confirmation from its forward nodes or the
maximum times of retries is reached (Figure 28.14B). 

Figure 28.14. Transmission Errors 
(A) A transmission error occurs at a nonforward node n. (B) Alternative forward 
node m and node n are selected to cover the area that is supposed to be covered 
by the missed forward node f.
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28.5 Summary

In this chapter, we described several broadcast algorithms that use the
neighbor-designating approach. More complicated algorithms based on
neighbor designating approach are also introduced. The forward node
selection process is the basis for all the broadcast algorithms discussed
here. The optimal solution is NP-complete and more theoretical discussion
about the optimal MCDS solution can be found in [2, 14, 30, 45]. The algo-
rithms discussed above are all heuristic algorithms. Except for the cluster-
based broadcast algorithm, all other algorithms mentioned here have no
constant approximate ratio to the optimal solution. Therefore, they will
show poor performance for broadcast operation when the network
becomes extremely dense. Recently, some efforts, such as [48], have been
made to extend various local algorithms to be effectively used in dense net-
works. 
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Chapter 29

Energy-Efficient 
Wireless Networks
Ionut Cardei and Ding-Zhu Du

Abstract

A key issue for applications with wireless networks is efficient energy utili-
zation. In most cases, mobile wireless nodes are powered by electrochem-
ical batteries with limited capacity, which imposes a strict limit on the
application lifetime. There is high interest in optimizing power consump-
tion and considerable research effort has been invested in this area. In this
chapter, we survey techniques for power management at different layers of
the network protocol stack.

29.1 Introduction

Wireless networks have a dramatic impact on the way people interact and
on how information has become readily available. Miniaturization and
developments in radio frequency (RF) communications technology, proto-
cols, and computing platforms made possible new classes of applications
where rapid deployment and support for mobility are crucial, such as cel-
lular communications, law enforcement, civilian search and rescue, and a
variety of military applications, where wireless networks provide services
for situational awareness, personal communication, command/control,
information, and reconnaissance.

A general classification for wireless networks considers the nature of
the network topology: 

• Infrastructure-based networks, where every host can directly com-
municate with a base station (BS) that coordinates communication 

• Ad hoc networks, where nodes are self-configurable and able to
forward packets so that end-to-end communication is achieved with
multi-hop paths

For many applications employing mobile terminals, energy-efficient
operation remains a critical requirement, at least until new technologies
0-8493-1971-4/05/$0.00+$1.50
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based on fuel cells and portable renewable sources become widely avail-
able. Wireless stations are in general powered by electrochemical batter-
ies, having a rather limited capacity, caused mainly by the low energy den-
sity, limited in part by constraints in size and weight. As servicing or
replacing batteries may not be feasible for some applications (e.g., wireless
sensor networks), extending network lifetime by applying power-aware
communications and computing has received considerable attention.
Energy efficiency has been addressed through low power design at the
hardware level as well as through power-aware mechanisms at all layers of
the network protocol stack.

In this chapter, we present recent research in the area of energy effi-
ciency in wireless communications. We survey mechanisms for
power-aware communications and energy management applied at the wire-
less link layer and medium access control sublayer. We also review
energy-efficient techniques for ad hoc routing and topology control, as well
as an innovative approach for energy harvesting.

Within the context of network operation, energy is consumed for com-
munications and processing. Computation energy is used for executing
protocols and algorithms within network adapters or host processing plat-
forms, while energy spent for communications relates to network data
transfer. Mobile stations (or wireless terminals) have a digital radio — an
RF transceiver — on board that provides the physical and link layer ser-
vices. A radio can be in one of the following states (modes) — transmit,
receive, idle, and sleep. In the idle state, the host node does not transmit or
receive packets, although the receiver is active, listening for incoming
transmissions. Thus, in the idle state, the receiver pipeline is powered on,
with power consumption nearly as high as in receiving mode, when the
radio actually is receiving a transmission. In many studies, from an energy
utilization viewpoint, researchers do not differentiate the idle state from
the receiving state. The highest power consumption is in transmit mode
and the lowest in the sleep mode, when a node turns off both its transmit-
ter and receiver. As an example, consider the power consumption for the
transmit:receive:sleep states for the 11 megabits per second (Mbps)
Lucent® IEEE® 802.11 WaveLAN personal computer (PC) [1]: 1.4W:0.9W:
0.05W.

The work in [1] describes a series of experiments on energy consump-
tion with these network interface cards (NICs) in sending and receiving
broadcast versus point-to-point data packets. Considering these charac-
teristics, it is important to design protocols and algorithms that reduce
transceiver energy consumption.

We identify several mechanisms used to reduce energy consumption
and to extend network lifetime:
opyright © 2005 by CRC Press
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• Have nodes enter sleep state as often and for as long as possible
• Choose routing paths that minimize energy consumption
• Selectively use nodes based on their energy status
• Construct communication and data delivery structures (e.g., broad-

cast/multicast tree, underlying topology) that minimize energy con-
sumption

• Energy harvesting
• Reduce networking overhead
• Power-aware wireless link adaptation

Scheduling node activity to switch to the sleep state is an important and
efficient method to conserve energy resources. Radios would be switched
off whenever a node is not expected to send or receive packets, so that it
avoids overhearing transmissions intended for other nodes that would
otherwise waste energy for reception and decoding.

Energy-efficient routing protocols use power-aware criteria in choosing
the routing paths. If a few nodes are overused, they can deplete their power
earlier, triggering network partition. Therefore, to prolong the network life-
time, it is also imperative to select routing nodes also based on current
residual battery power level. Underlying communication and data delivery
structures are implicitly or explicitly used by the routing protocol and their
maintenance should aim at minimizing the maximum energy consumption
per node.

A straightforward way to further improve energy efficiency is to reduce
the communication overhead of the various protocol layers. For instance,
at higher load, collisions at medium access for contention-based Media
Access Control (MAC) protocols triggers retransmissions, thereby increas-
ing the energy consumed per useful bit. Additionally, the size and period-
icity of background control packets need to be considered. The paper [2]
presents a survey of works that consider energy-efficient techniques for
each network layer.

Wireless sensor networks (WSN) are an emerging class of wireless net-
works that promise to have a significant impact on a broad range of appli-
cations relating to surveillance, health care, and environmental monitor-
ing, etc. WSNs consist of a large number of miniaturized devices, each
having communication, computation, and sensing ability, all collaborating
to perform a common sensing task. Wireless sensor nodes are battery pow-
ered and mechanisms for energy savings can effectively extend their oper-
ational time. The specific architecture of WSNs and the characteristic con-
straints on resource availability pose significant challenges to rapid
development and wide deployment. In this chapter, we will present
energy-efficient techniques specifically designed for WSNs.

The rest of this chapter is structured as follows: 
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• Section 29.2 describes a power-aware link adaptation technique. 
• Section 29.3 describes a novel energy harvesting application for

wireless networks. 
• Section 29.4 presents power-saving methods based on node activity

scheduling. 
• Section 29.5 presents routing related techniques. 
• Section 29.6 discusses power-aware topology control. 
• Section 29.7 concludes with some final remarks.

29.2 Power-Aware Link Layer Adaptation

Wireless links undergo dynamic channel conditions in time and space,
caused by path loss, interference, multipath fading. In addition, network
mobility introduces another variation factor that can further affect signal
quality, so that, the bit error rate at the receiver can vary over several
orders of magnitude in a brief time interval. To mitigate against channel
impairment, wireless networks employ various mechanisms of forward
error correction (FEC) and automatic repeat request (ARQ) to provide the
required level of quality of service (QoS). For applications with energy-con-
strained battery-power nodes, such as WSNs, significant energy savings
can be achieved by implementing an adaptive error control strategy that
adapts various link layer parameters depending on channel quality to min-
imize power utilization, trading off some degree of QoS offered to the
higher layers.

FEC inserts redundant bits in each user frame that allow receivers to
repair, to a certain degree, frames damaged by burst errors. The overhead
cost of FEC is constant, typically a fraction of the total available bit rate.
FEC is most effective when the channel conditions are bad. With a clean
channel, the redundant bits are not used and waste useful network capac-
ity. With ARQ, the receiver informs the sender on the status of received
frames, so that the sender can retransmit lost frames. ARQ works best
when the channel is good and frames are lost only occasionally. With dete-
riorating conditions (high bit error rate), the number of errors grows and
so does the number of retransmissions, so that a considerable fraction of
time is spent doing retransmissions, resulting in a sharp drop in effective
data rate.

Hybrid FEC–ARQ schemes employ a lower level of FEC, with less redun-
dancy, relying on retransmissions to deal with poor channel conditions
when FEC cannot compensate for extended burst errors.

The work in [3] presents an approach for energy efficiency in wireless
networks employing adaptive error control. Their link layer changes
dynamically with the channel condition, so that energy consumed per use-
ful bit transmitted is optimized, while still maintaining QoS. In addition to
the energy cost of transmission, their approach also considers the cost of
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performing error control, so that the energy cost per bit metric reflects
realistically the overall energy efficiency of the link layer. The proposed
link layer adapts both the error control FEC/ARQ mix and the maximum
frame length.

The authors model the wireless link with a Discrete Time Markov Chain
(DTMC) [4, 5]. Each state in the chain corresponds to a different fading
level of a binary symmetric channel, with a specific bit error rate (BER),
dependent on the signal to noise ratio (SNR) in that state. The analysis fur-
ther applies a Rayleigh fading channel on a DTMC with a good state and a
bad state. The derived probabilities of being in the good state and in the
bad state depend only on the Rayleigh fading envelope. From the mean bit
error rate derivation, BER = P(Good) BERG + P(Bad) BERB, the authors con-
clude that the mean BER only depends on the terminal’s speed. Two main
parameters are therefore used for the characterization of the channel
dynamics. First, the good state BER is varied between 10-2 and 10-8. The sec-
ond main parameter is the speed of the terminal, which also dictates error
burstiness. The bad state BER is set constant at 0.5.

The total energy consumed per useful bit (Et) depends on the transmis-
sion energy (Et, tx) and the energy spent on error correction (Et, comp): Et =
Et, comp + Et, tx. When the channel quality drops or when the code rate
increases to 1.0, the mean number of retransmissions and the transmission
energy increases, too. In contrast, Et, comp, the energy spent on FEC encod-
ing/decoding decreases. Conversely, analysis of Reed Solomon coding for
different block sizes and code rates applied to the Rayleigh channel indi-
cates that with less redundancy or with improved channels, the mean num-
ber of retransmissions decreases while the computational cost increases.
Both effects combined yield a minimum energy per bit that can be
achieved with an adaptive link layer with adjustable code rate.

29.3 Energy Harvesting

An innovative approach for improving the lifetime of WSNs is to coordinate
sensing task allocation with the spatio-temporal characteristics of energy
availability and to employ energy harvesting. The work in [6] describes a
distributed framework for WSNs that enables nodes to discover the energy
environment and to use availability information to schedule and share
sensing tasks accordingly. This framework can be integrated with other
energy efficiency mechanisms, such as sleep scheduling and power-aware
routing.

Simple and uncoordinated use of harvesting energy sources, such as
solar cells, microbial fuel cells, or acoustic/vibration transducers, do not
bring out the full potential for network lifetime improvement. Sensing tasks
and communications, in general, require cooperation between multiple
nodes, and, as energy resources may not be distributed uniformly, task
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allocation adapted to energy availability will extend network lifetime more
than a simple nonadaptive approach.

The proposed Environmental Energy Harvesting Framework (EEHF)
plays two roles. First, it uses local measurements to learn adaptively the
energy properties of the environment and about the renewal opportuni-
ties. For each node, a single number C is computed from various energy
availability parameters to reflect the cost of using that node for scheduling.
Second, EEHF exports this information to energy-aware task assignment
functions, such as load balancing, leader elections, clustering, and
power-aware communication. Scheduling decisions based on node costs
would inherently select nodes with higher environmental energy availability.

A prototype architecture of EEHF is illustrated with an energy harvest-
ing network with solar cells. The main EEHF architecture components are: 

• Spectral estimation
• Prediction filter
• Stochastic consumption predictor
• Parameterize block
• Scalability-friendly information exchange

The first component, spectral estimation, tries to detect a pattern for
energy availability and determines the time parameter T, over which the
energy availability is predicted, from the energy availability waveform
spectral analysis, for instance, using the Fast Fourier Transform.

The prediction filter uses the T parameter from the spectral estimator to
predict Em, the energy expected to be harvested within the next period of
time T. Another parameter derived from the prediction filter is the predic-
tion confidence, η.

The stochastic consumption predictor records or estimates for every
time period T the average energy consumption in the WSN. The Parameter-
ize component uses the available battery energy Eb and the other parame-
ters to compute the cost C: E = w1(Em – Ecm)η + w2Eb, and C = 1/E, where Ecm

is the energy consumed in every T period by tasks out of scheduler’s con-
trol and w1 and w2 are weighting coefficients.

The previous framework components are responsible for the local char-
acterization of energy availability. Lifetime optimal scheduling needs glo-
bal information and scalability-friendly information exchange provides
spatial characterization of energy availability in a scalable way, both in
terms of network density and size. The first method for sharing local infor-
mation proposed is network averaging. The average value of E and the
maximum value are computed distributively and then each node offers to
accept a workload proportional to L = (E – Eav)/(Emax – Eav) if L > 0 and to go
to sleep if L < 0. The second method has distributed scheduler benefit
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directly from local node energy availability information. For instance, a
power-aware route discovery based on Bellman–Ford algorithm picks the
minimum cost route without having to share all information on the entire
network.

The EEHF framework has been applied to the routing problem and eval-
uated through simulation with a solar cell application, achieving more than
100 percent lifetime improvement for scenarios with strong nonuniform
energy distribution.

29.4 Scheduling Node and Radio Activity

Commonly used in energy-efficient MAC protocols, the concept of conserv-
ing energy by scheduling wireless node activity to alternate between active
state (transmit or receive) and low-energy sleep state (also called dozing
state) is effective. A node in sleep state is not aware of network activity and
cannot participate in traffic exchange, but, on the other hand, consumes
very little power compared to the idle state. Spending more time with the
receiver deactivated extends the battery lifetime. As the transition time
between the sleep mode and the active mode can be as high as 800 micro-
seconds [7], to reduce the number of transitions, it is recommended that
the nodes schedule traffic into bursts in which a station can continuously
transmit or receive data.

In this section, we present research in MAC protocols for wireless net-
works and WSNs that implement energy efficiency by scheduling nodes to
alternate between active and low-energy sleep states.

29.4.1 Power-Aware Medium Access Control

The IEEE 802.11 wireless standard [8] covers three functional areas of the
MAC sublayer — reliable data delivery, medium access control, and secu-
rity. The data transfer function uses two control frame handshakes: after
every unicast data frame is received successfully, the receiver replies with
an acknowledgment (ACK) frame. To reduce contention in a collision
domain, a four frame exchange protocol may be used for unicast frames: 

1. The sender first sends a request to send (RTS) frame to the desti-
nation 

2. The destination responds with a clear to send (CTS) frame
3. The sender sends the data frame
4. The receiver replies with an ACK 

The RTS/CTS scheme avoids the hidden terminal problem and is required
by the 802.11 standard, but may be disabled. The basic medium access pro-
tocol is the Distributed Coordination Function (DCF), which implements
medium sharing through the use of Carrier Sense Multiple Access with Colli-
sion Avoidance (CSMA/CA). Collision avoidance uses a binary exponential
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backoff procedure, which is invoked when a station that wants to transmit
a frame detects a busy medium. Point Coordination Function (PCF) is an
alternative access method built on top of DCF with medium access con-
trolled by a central point coordinator through polling.

The IEEE 802.11 MAC provides a power management technique. The
basic concept is to have all stations that operate in power-save (PS) mode
to synchronize and wake up at the same time. If a station receives an
announcement about data to be delivered, it stays awake until it receives
the frame, otherwise it may return to the sleep state. This mechanism is
easily accomplished in infrastructure networks where the point coordina-
tor synchronizes all mobile stations and buffers the frames for stations in
sleep state. This is done by periodically sending a beacon, which contains
both a time stamp as well as a traffic indication map (TIM), which
announces all u packets for stations in doze mode. The mobile stations
that wake up to receive the beacon will determine if there is any pending
traffic, in which case they will stay wake until the transmission is over.
Power management for the DCF is accomplished in a distributed fashion.
After the beacon interval, all mobile stations compete for sending the bea-
con, using the standard backoff algorithm. Packets for a station in sleep
state are buffered by the sender and announced using ad hoc TIMs
(ATIMs), which are sent after the beacon during the ATIM window. All sta-
tions are awake during the ATIM window; therefore the announced receiver
knows to stay awake until data transmission takes place. Both ATIMs and
data packets are acknowledged and are sent using the standard backoff algo-
rithm.

There are many published research works that explore further and look
at different ways to improve the energy conservation mechanism pro-
posed by IEEE 802.11. The Energy Conserving MAC (EC-MAC) protocol [9]
was designed for a centrally controlled asynchronous transfer mode (ATM)
network, having energy efficiency as the primary goal. After the schedule is
transmitted by the BS, the nodes in the network know to be awake only dur-
ing the periods when they exchange traffic. This improves the energy con-
sumption compared with 802.11, where the destination remains awake
until the data transfer is completed. Also, by scheduling the exact order of
data transfer, collisions are avoided and the number of retransmissions
will be decreased. Further energy improvements are achieved when frames
from or to the same station are allocated contiguous slots, thereby saving
the transition energy between active–sleep states.

In [10], authors proposed PAMAS (Power-Aware Multi-Access Protocol
with Signaling), a medium access control protocol for ad hoc networks,
based on the Multiple Access with Collision Avoidance (MACA) protocol,
with the addition of a separate signaling channel. The signaling channel is
696
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used to send RTS/CTS control messages and busy tones, which are sent
while a node receives a packet (at the beginning of message reception or
when a receiving node gets a RTS from another station). The main way to
save energy comes from nodes shutting off their transceiver when they
overhear transmissions which were not directed to them. A node powers
off when it cannot send or receive data: either it has no data to transmit
and one neighbor starts transmitting or it has data to transmit, but at least
one neighbor is transmitting and another is receiving. For a station to
determine the time to power off, the proposed probe protocol determines
the longest transfer time for a sender or receiver neighbor. Experiments
conducted on a random network topology, line topology, and fully con-
nected network topology, show power savings of 10 to 70 percent.

29.4.2 Energy-Efficient MAC Protocols for WSN

Wireless sensors are devices equipped with sensing, processing, and com-
munication capabilities. The sensor nodes may communicate or forward
data through multi-hop paths. This section presents approaches for power
savings that apply to sensor networks.

In [11], authors proposed S-MAC, a MAC protocol for wireless sensor
networks, having energy efficiency as the primary design objective. The
modeled network has many sensor nodes capable of multi-hop communi-
cation, deployed in an ad hoc manner, which are inactive for long periods
of time and become active when something is detected. This protocol
assumes nodes collaborate for a common application and adapts to
changes to network size, density, and topology.

The S-MAC protocol assumes the principal sources of energy waste are: 

• Collisions 
• Message overhearing — receiving packets addressed to other nodes
• Control packet overhead
• Idle listening

S-MAC uses the following mechanisms to reduce the energy waste from
all the above sources. First, it lets nodes sleep periodically if they are in the
idle listening mode. Neighboring nodes synchronize their sleep schedule,
forming virtual clusters. To avoid collisions, S-MAC follows a mechanism
similar to 802.11, using RTS/CTS/DATA/ACK packet sequence. To avoid
overhearing, S-MAC employs a mechanism similar to PAMAS, by putting
the neighbors of both a sender and a receiver to sleep after they hear a RTS
or CTS packet, for the duration of the current transmission. Still, S-MAC
uses only one channel for data and signaling. The last mechanism used is
message passing, where a long message is divided into many small pack-
ets, sent in a burst. Only one RTS/CTS packet sequence is used, but every
data fragment is acknowledged to avoid the hidden terminal problem.
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These mechanisms may affect per hop fairness and latency. The perfor-
mance of this protocol is evaluated using Rene Motes, developed at Univer-
sity of California — Berkeley, and shows energy savings of S-MAC com-
pared with 802.11 DCF.

29.4.3 Node Activity Scheduling

This section presents two approaches for energy-efficient node scheduling
mechanisms for WSNs: 

1. A centralized solution that works when transmissions from a coor-
dinator node can be broadcast to the entire network

2. A fully distributed approach that uses locally available information
to employ a fairly elaborate schedule coordination protocol

In [12], the authors address the problem of energy efficiency in wireless
sensor applications for surveillance of a set of targets with known loca-
tions. When ground access in that area is prohibited, one method is to
deploy remotely (e.g., from an aircraft) a large sensor population, in the
targets’ proximity. The sensors send the monitored information to a cen-
tral processing node. Every target must be monitored at all times and every
sensor is able to monitor all targets within its operational range. Energy
savings are obtained by scheduling the sensor node transmission such
that they are in the sleep mode as much as possible. The proposed method
consists of dividing the set of sensors into disjoint sets, such that every set
of sensors completely covers all targets. Then, every set responsible for
target monitoring is activated in a round-robin fashion. The nodes from the
active set are in the active state, whereas all other nodes are in a
low-energy sleep state. This method also ensures balanced energy con-
sumption among all sensor nodes. The lifetime of the network is extended
proportionally to the number of sets found. The paper presents an efficient
heuristic for computing the maximum number of disjoint sets. Once the
sensors are deployed, they send their location information to the central
node, which computes the disjoint sets and sends back the membership
information. Knowing the set it belongs to and the total number of covers,
every sensor is able to identify the time periods when it will in active or
sleep states. This mechanism can be implemented at the MAC layer. In this
case, the node synchronization is accomplished with periodic beacon mes-
sages transmitted by the central node. On the other hand, the medium
access for the sensors within the same set can be implemented using any
MAC protocol suitable for sensor networks.

Another approach for maximizing lifetime of an ad hoc network by coor-
dinating node activity is presented in [13]. The metric for network lifetime
used in this research is the time before the network becomes partitioned.
Similar to other research presented in this chapter, their approach for
extending network lifetime consists of scheduling sleep intervals, when the
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transceiver is deactivated and power consumption is very low. The remain-
ing active nodes in the network must be connected so that between every
two nodes there must be a communication path available formed by other
active nodes. The complexity of this problem can be proven to be NP-com-
plete by reducing from an instance of the minimum connected dominating
set problem. The authors have developed a heuristic and a distributed pro-
tocol that uses only information available locally within a configurable
number of hops.

At the core of the solution to the sleep coordination problem is the
Care-Free Sleep theorem, stating necessary and sufficient conditions for a
node to enter the sleep state without partitioning the network. According
to the theorem, a node can go to sleep if and only if after the node has
entered sleep state, there is a communication path between any of its
active neighbors and any of its sleeping neighbors has at least one active
neighbor. if: after the node (A) is deactivated, a path S – D interrupted by
the sleeping node A at two of its neighbors, B and C, can be repaired by
plugging in path B – C, that must exist, so that new S – D path becomes S –
B – C – D. Both nodes B and C would have at least an active neighbor. only
if: provided the two conditions are not met, the network becomes discon-
nected, with one node isolated, or a path between two active neighbors
breaks up.

The authors propose a distributed protocol to coordinate sleep sched-
ules, using local information and following the concept from the theorem.
A current computation node (CCN) determines the nodes in its neighbor-
hood that can be safely switched to the sleep mode. Multiple CCNs are
active in the network and a token-based protocol helps electing CCNs. A
CCN evaluates all its neighbors (and itself) for the best candidate for the
sleep state. Routing information up to k hops away helps the CCN to select
the node with the minimum energy on the shortest path between any two
neighbors. Then, the CCN passes the token to its active neighbor that has
not been CCN for the longest time and the process continues.

All nodes sleep for the same time Ts. Ts determines the amount of power
savings and must be adapted to three factors: 

1. Energy of the alternative path to the node
2. Expected traffic energy utilization
3. Length of alternative paths to the node 

For simulation purposes, the sleep time was determined with respect to
node density, overall network lifetime and number of tokens.

With the sleeping approach, the network lifetime was extended with
more than 200 percent for higher network densities and with 50 to 100 per-
cent, for average to medium densities.
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The main contributions of this work consist in the insights of the
Care-Free Sleep theorem and the token-based distributed sleep coordina-
tion protocol, which can be easily applied to WSNs.

In [14], the authors propose a network topology management technique
for WSNs which exploits the time dimensions instead of the density dimen-
sion. In an event-based sensing application, transmissions are infrequent
during the most prevalent monitoring state. Keeping nodes in sleep state
increases the link setup time when data transmissions to the sink node are
necessary. The proposed Sparse Topology and Energy Management
(STEM) scheme addresses this problem by trading off energy utilization
against transition latency to the data transfer state. The concept for STEM
is fairly simple. Each node periodically turns on its radio for a short period
to listen for incoming transmissions. The node that wants to transmit
(called initiator) transmits beacons with the node ID that it is trying to
wake up (target node). After receiving a beacon, the target node replies and
both radios now have an open communication link. To transmit the data
further over a multi-hop path, the initiator role is passed to the current tar-
get until a path is established. To avoid interference with the wakeup pro-
tocol, STEM uses a separate radio on a different frequency to transmit the
actual data. Systems from Sensoria Corporation provide such a dual trans-
ceiver radio. During the data transmission time, participating nodes con-
tinue to execute the wakeup protocol. To handle collision cases in the
wakeup plane, a node activates its data radio when there is a collision in
the wakeup plane. The radio on the data channel can detect transmissions,
providing a sort of carrier sensing. When a signal is detected on the data
plane, the node will not reply on the wakeup plane, because its acknowl-
edgment will likely collide with other transmissions. Because STEM is
orthogonal to network density, it can be further integrated with Geo-
graphic Adaptive Fidelity (GAF) [15], a location-based topology manage-
ment scheme, to improve energy efficiency.

29.5 Energy Conservation in Ad Hoc Routing

Ad hoc wireless networks are infrastructureless, with nodes establishing
connections on-the-fly, without a centralized coordinator. All nodes have
the ability to route packets, so that when the nodes are not within radio
range of each other, they achieve end-to-end connectivity through
multi-hop routes. This feature allows ad hoc wireless networks to be easy
to deploy and to heal rapidly following node failure and link impairment.

One difficulty is raised by the node mobility. Mobility triggers frequent
topology updates and therefore, generates higher control message overhead
at the network layer. Methods to reduce the energy consumption include:

• Considering battery resources when selecting the route
• Reducing the communication overhead of control messages
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• Efficient route reconfiguration mechanisms (as effect of topology
change)

29.5.1 Energy-Efficient Routing Protocols

Traditional routing metrics, such as minimum hop-count are not appropri-
ate for ad hoc wireless networking, as they may overuse the energy
resources of a small set of nodes in favor of others. To increase node and
network lifetime, the work in [16] introduces five new power-aware metrics
for determining routes in ad hoc wireless networks. Intuitively, it is desir-
able to route packets through lightly loaded nodes, with sufficient power
resources. The new metrics are:

1. Minimize energy consumed per packet — for any packet, the goal
of this metric is to minimize the sum of energies consumed in every
node involved in forwarding the packet from source to destination.
One disadvantage is early energy consumption for some nodes, with
impact on the network lifetime.

2. Maximize time to network partition — this can be accomplished by
load balancing among the critical nodes. Optimizing this metric is
difficult if application requires low delay and high throughput.

3. Minimize variance in node power levels — this is similar to load
sharing, by keeping the amount of unfinished work in all nodes the
same.

4. Minimize cost per packet — the cost of sending a packet along some
path is defined as the sum of the costs of all nodes in path, where
the cost of a node denotes the reluctance to forward packets. By
incorporating the battery characteristics in defining the node cost,
a different goal can be achieved such as avoiding nodes with depleted
energy resources or increasing the time to network partition.

5. Minimize maximum node cost — where the cost of a node is the
cost of routing a packet. The goal is to increase the time until the
first node fails.

The authors conducted simulations to validate the benefits of using
these power-aware metrics. The authors compared the performance of
shortest-hop routing versus shortest-cost routing as defined by the fourth
metric, using three performance metrics — end-to-end packet delay, aver-
age cost/packet, and average maximum node cost. The results indicated no
difference in the end-to-end delay between the two routing methods. By
using shortest-cost routing, some packets may have a longer delay when
they avoid high cost nodes, but others have shorter delays by avoiding
congested nodes. The experiments indicate higher cost savings for larger
networks, for moderate network loads, and in denser networks.

Performing routing such that the energy consumed along the selected
path is minimized can result in overusing and depleting the power of a
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small set of nodes. A better approach is to select a routing path with the
objective of maximizing the network lifetime by balancing energy con-
sumption among the nodes. This idea is explored in [17], where authors
address the problem of routing in a static wireless network, having a set of
source nodes generating packets that must reach a set of designated
nodes. An instance of such a network is a sensor network, with sensors
generating data that is sent to more powerful nodes for processing. Every
node can participate in data forwarding and can adjust its power within a
range, resulting in a set of possible one-hop away neighbors. Considering
the objective of maximizing the system lifetime, the authors proposed a
class of flow augmentation algorithms and a flow redirection algorithm,
that balance the energy consumption among network nodes, proportion-
ally with their energy reserves. Performance evaluations with simulations
show that the system lifetime is improved in average by 60 percent com-
pared to minimum transmitted energy routing.

29.5.2 Power-Aware Broadcast and Multicast Tree Construction

Broadcast and multicast are important functions for a routing protocol. An
important issue in ad hoc wireless networks is the broadcast/multicast
delivery structure. Traditional routing protocols for ad hoc wireless net-
works used flooding for broadcast. In mobile ad hoc wireless networks
broadcast by flooding is usually costly and results in serious redundancy,
contention, and collisions; this is referred to as the broadcast storm prob-
lem [18]. Alternative methods need to be designed for delivery of broad-
cast/multicast traffic considering the limitations in resource availability for
a mobile node — energy, bandwidth, transceivers, etc.

Compared with wired networks where network links and their capacity
are known a priori, in ad hoc wireless networks links depend on factors
such as the distance between nodes, transmission power, and interference.
The wireless channel is characterized by the broadcast property and when
omnidirectional antennas are used, all nodes within the sender’s transmis-
sion range receive the message. The total power required to reach a set of
nodes is the maximum power necessary to reach each individual node,
whereas in wired networks, the cost for sending a message to a set of nodes
is the sum of the costs of the individual transmissions. Therefore it is
important to design algorithms and protocols that reflect the node-based
model of wireless communications, compared with the link-based model of
wired networks.

These characteristics are pointed out in [19], where authors address the
problem of constructing the minimum energy-source-based broadcast and
multicast trees, by determining which nodes belong to the tree and the
power used by these nodes for transmission. The problem is addressed for
a stationary network, when bandwidth and transceiver resources are con-
sidered unlimited.
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Every node, equipped with an omnidirectional antenna, can choose the
transmission power from a range of values and has several transceivers,
thus being able to support several multicast sessions simultaneously.

There is a tradeoff in choosing the transmission power at a node. Higher
transmission power results in a higher connectivity, with more nodes being
reached in one hop at the cost of higher interference and higher energy
usage. The authors design three algorithms for the broadcast tree con-
struction — Broadcast Incremental Power (BIP), which uses a node-based
cost; Broadcast Least-Unicast-cost (BLU) and Broadcast Link-based MST
(BLiMST) that both use a link-based cost. BIP starts the broadcast tree con-
struction from the source node and at every step adds a new node such
that the additional power cost is minimum, in a manner similar to Prim’s
algorithm. BLU is constructed by superpositioning a minimum-cost path
from the source node to every other node. BLiMST uses the standard min-
imum spanning tree (MST) to build the tree, assuming a link cost between
every two nodes. The transmission range of each node is then set to the
distance to the farthest neighbor in the broadcast tree. A sweep operation
can be applied to improve the broadcast trees performance by removing
unnecessary transmissions. The solutions proposed for constructing the
multicast tree use BIP or BLiMST by pruning transmissions not intended
for multicast group members or use BLU by considering only the unicast
paths to the desired destinations. Simulations show that BIP produces bet-
ter results than the other two link-based algorithms.

Theoretical models and performance analysis of these protocols are fur-
ther studied ratio of BIP is between 13/3 and 12 and the approximation ratio
of MST is between 6 and 12. For the shortest path tree, the authors proved the
approximation ratio to be at least n/2, where n is the number of nodes.

29.6 Energy-Aware Connected Network Topology

The topology of a multi-hop wireless network is defined by the set of com-
munication links between node pairs and is used mainly by the routing
mechanism. Topology depends both on uncontrollable parameters such as
node mobility, interference, or weather, as well as on controllable parame-
ters such as transmission power. Using a wrong topology may impact the
network capacity and packet delay and may decrease robustness to node
failure. A sparse topology may cause network partitioning and affects the
end-to-end delay, whereas too dense a topology reduces bandwidth and
spatial reuse with effect on aggregated network capacity. Because energy
resources are limited, to extend the network lifetime, one important strat-
egy is to control the node’s transmit power to achieve the desired topology
qualities.

The work in [20] addresses the problem of controlling the network
topology by adjusting the transmission power at each node to minimize
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the maximum node transmission power in the entire network, subject to
the network being connected or biconnected. Biconnectivity provides two
different paths between every pair of nodes, improving fault tolerance and
load balancing. Two optimal centralized algorithms are proposed for static
networks — CONNECT and BICONN-AUGMENT. CONNECT builds the
topology first as a MST and then applies a post processing phase. In the
second phase, every node is considered and its power is decreased to the
maximum possible extent, which does not disconnect the induced graph.
BICONN-AUGMENT algorithm employs a greedy technique, which starts
from a connected network and adds links until the resulting topology is
biconnected. A similar post processing phase is used to ensure per node
minimality. For mobile networks, the authors propose two distributed heu-
ristics that adaptively adjust the transmission power to maintain the
desired topology considering the effect of mobility. Both heuristics do not
require any special control messages. In the first heuristic, Local Informa-
tion No Topology (LINT), every node gets the current neighbor information
from the routing protocol and attempts to keep the number of neighbors
bounded by increasing or decreasing its operational power.

In the second heuristic, Local Information Link-State Topology (LILT),
there are two mechanisms to control connectivity — the Neighbor Reduc-
tion Protocol (NRP) and the Neighbor Addition Protocol (NAP). When a
node receives a routing update, it determines the status of the topology. If
it is biconnected, no action is taken. If it is disconnected, the power is set
to maximum. If it is connected, a timer is set proportional to the distance
from the node to the first articulation point (a node whose removal parti-
tions the network). After that time, if the network is not biconnected, the
power is set to maximum. It is possible that the network overreacts by hav-
ing more nodes increasing their power, but this effect will be regulated by
the NRP. Experiments are performed with a system that uses a flat
link-state routing mechanism. The radio used is the Utilicom Longranger,
which has transmission power control and uses the CSMA channel access
protocol. The performance metrics considered are throughput, end-to-end
delay, maximum transmission power across all nodes (for static networks),
and average transmission power (for static networks). The results show
that for static networks, BICONN gives the best throughput and adapts well
to a changing node density.

CONNECT suffers from congestion hot spots at low densities. BICONN
uses significantly more power than CONNECT at lower densities, triggered
by the isolated nodes. The conclusion is that at high densities it is better
to use BICONN, whereas at lower densities the choice depends on which is
more important — power or throughput. In mobile environments, LINT has
a better throughput but a higher delay than LILT. This occurs mainly
because the link-state database is often out of date, causing false alarms
and power increases in LILT. Nevertheless, the experiments show that the
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performance of multi-hop wireless networks, in practice, can be substan-
tially improved with topology control.

29.7 Conclusion

In this chapter, we reviewed recent research in the area of energy efficient
mechanisms for wireless networks and WSNs. The techniques presented
addressed energy efficiency at the data link layer and above. Extending the
operation time of wireless networks is a particularly important issue in
cases when terminals have size, weight, and cost constraints, as well as
when battery replacement or recharging is not feasible. One emerging solu-
tion for extending the network lifetime involves harvesting energy from the
environment and integrating information on renewable energy availability
with node task scheduling. Other research results presented here can be
broadly classified for using one of four main mechanisms for energy effi-
ciency: 

1. Power-aware link layer 
2. Scheduling node activity
3. Power-aware routing 
4. Topology control 

Some of these approaches provide benefits for particular environments
and can be implemented at various layers in the protocol stack. They pro-
vide a solid basis for future developments, but are not definitive answers to
the problem of optimal energy usage in wireless networks.
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Chapter 30

Power Management 
for Mobile Computers 
Thomas L. Martin, Daniel P. Siewiorek, 
Asim Smailagic, and Jolin Warren

Abstract

Energy consumption is a first class design constraint for mobile comput-
ers. Having a long battery life with adequate performance is an important
criterion for users, as is having a system that is small and lightweight. The
energy consumed by a system determines the size, weight, and volume of
the battery it must have to achieve a given battery life. The battery is a sig-
nificant fraction of the overall size and weight, so reducing energy con-
sumption is a key step in making a system that is small and lightweight.

This chapter describes the important considerations in managing
energy for mobile computing systems. There is no magic bullet for achiev-
ing energy efficiency. The whole system must be taken into account, includ-
ing both the power sources (batteries) and power consumers (hardware
and software). Every aspect of the system has an impact on the energy effi-
ciency and the impact of a given subsystem is usually dependent on its
interactions with other subsystems. The goals of energy-aware computing
for battery-powered devices are to meet the performance expectations of
the user and to maximize the amount of work the user can do before the
battery becomes discharged [27]. For some energy-aware techniques,
these goals are consistent with each other. For most, however, these goals
are conflicting. Consequently, a designer must carefully balance perfor-
mance and the work that can be completed in a battery life.

Because energy efficiency is a system problem, this chapter takes a hier-
archical approach. After a brief introduction of the units of power and
energy, the chapter begins with a description of batteries and their behav-
ior. It then describes the impact of power supply efficiency on power con-
sumption, followed by an overview of hardware and software power man-
agement techniques. The chapter concludes with general guidelines on the
0-8493-1971-4/05/$0.00+$1.50
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relationship between battery life and power consumption and the evalua-
tion of power management options.

30.1 The Relationship between Power and Energy

One must be careful to distinguish between power and energy. These two
terms are often (mistakenly) used interchangeably. Although they are
closely related, they are distinctly different from one another. As will be
explained below, a system with lower power consumption than another
may actually consume more energy.

Power is the time derivative of energy,

(30.1)

Power is typically expressed in units of Watts (W) and energy in units of
Joules (J). The relationship between Watts and Joules is:

(30.2)

There are a number of equivalent relationships that arise frequently in
electronics, allowing the units of energy and power to be related to units of
charge, voltage, and current:

(30.3)

(30.4)

From the relationship of power and energy, it can be shown that a low
power consumption mobile computer may not be a low energy consump-
tion mobile computer if the computational performance of the system is
low (i.e., the computer takes a long time to execute a program). A typical
problem faced by a designer implementing a power management system is
choosing between a lower power state that has a longer execution time and
a higher power state that has a shorter execution time. All other things being
equal, it is better to pick the state with the lowest energy consumption.

30.2 Batteries

Batteries are the most common power source for mobile computers. For
designers of mobile computers, the most important parameters of a bat-
tery are:

• Primary (disposable) or secondary (rechargeable)
• Nominal voltage
• Nominal charge capacity

P
dE
dt

=

1 1 1J W s= ×

1 1 1W V A= ×

1 1 1 1 1 1J V A s V C= × × = ×
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The materials used for the battery’s electrodes determine these param-
eters. Lithium ion (Li-ion) batteries are the most widely used batteries in
mobile computing today. Nickel metal hydride (NiMH) and nickel cadmium
(NiCd) are used in some low-cost devices and disposable alkaline batteries
are used in others. Table 30.1 lists the theoretical properties of several
rechargeable battery families. For more information on battery chemis-
tries please refer to [5].

The charge capacity of a battery is typically specified in Ampere-hours
(Ah), where 1 Ah = 3600 C. The energy capacity of a battery is the nominal
voltage multiplied by the nominal charge capacity and is typically given in
Watt-hours (Wh). Li-ion batteries are currently the most common choice
for mobile computing because of their superior energy capacity.

The properties listed in Table 30.1 are theoretical values that consider
only the electrode materials. Actual values for voltage and capacity are
lower in practice and are affected by the details of the batteries manufac-
ture. Voltage and capacity are also affected by electrochemical phenomena
during the charge/discharge cycle. Figure 30.1 shows typical voltage dis-
charge profiles for batteries. Figure 30.1A shows a sloped discharge that is
typical of Li-ion batteries and Figure 30.1B shows a flat discharge profile

Table 30.1. Theoretical Properties of Common Rechargeable Battery 
Chemistries

Chemistry
Theoretical 
Voltage, V

Theoretical Charge 
Capacity, C/kg

Theoretical Energy 
Capacity, Wh/kg

Li-ion 3.9 100 390

NiCd 1.3 180 240

NiMH 1.3 210 270

Figure 30.1. Typical Voltage Discharge Profiles
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MOBILE COMPUTING HANDBOOK

      

AU1971_book.fm  Page 712  Thursday, November 11, 2004  10:08 PM

C

712

that is typical of NiCd and NiMH batteries. The sloped discharge profile is
a nearly linear function of the percent of capacity for the middle portion of
the discharge and the flat discharge profile is nearly constant for the mid-
dle part of the discharge. For a battery with a flat discharge profile, it is dif-
ficult to estimate its state of charge by the output voltage because the volt-
age will vary by only a few tens of millivolts over a large fraction of the
battery life. The range of voltages from fully charged to fully discharged
will also determine the input voltage parameters of the DC–DC regulators
for a mobile computing system, as will be explained in Section 30.3. Finally,
because of the battery’s internal resistance and electrochemical polariza-
tion effects, the battery voltage is also an instantaneous function of the
load current.

The energy capacity is a function of the load as well [5]. As the load
power increases, the energy capacity decreases, as will be shown in Sec-
tion 30.6. This energy is not lost; it is available at lower load power.
Because energy capacity depends upon load power, two loads with the
same average power may have different battery lives [27]. Consequently,
power management decisions should account for changes in energy capac-
ity to ensure that the battery life is improved.

30.3 Power Supplies

The efficiency of the DC-DC regulators of a mobile computing device has a
major impact on its power consumption. An inefficient regulator can easily
consume 20 to 50 percent of the total power of the system. Consequently,
the regulator must be considered to ensure an energy efficient system.

A block diagram of the hardware in a typical mobile computer is shown
in Figure 30.2. One or more DC–DC regulators sit between the battery and
the computing hardware to provide regulated voltages from the battery
voltage. The DC–DC regulators are typically referred to as the power supply.
Modern computing hardware requires several different voltages, so Figure

Figure 30.2. Typical Mobile Computer Power Supply
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30.2 shows n voltages being supplied by the DC–DC regulators, Vcomputer-i . From
a given voltage Vcomputer-i . the computer draws a current Icomputer-i.

There are two types of DC–DC regulators commonly used in mobile com-
puting — linear regulators and switching regulators. The features of con-
cern are that linear regulators require fewer components to implement
than switching regulators but typically are less efficient. Thus a designer is
faced with a trade-off between component count (which tends to increase
PCB area and cost) and power consumption.

The efficiency of a power supply is the ratio of its output power to its
input power or Poutput /Pinput. If the power supply were 100 percent efficient
then the amount of power drawn from the battery would be equal to the
amount of power consumed by the computing hardware. In practice, how-
ever, power supply efficiencies are less than 100 percent, so that the
amount of power drawn from the battery is greater than that consumed by
the computing hardware. The difference between the two is consumed by
the power supply. With several DC–DC regulators as shown in Figure 30.2,
the power drawn from the battery is:

(30.5)

where Ei is the efficiency of the ith regulator.

For linear regulators, the input current is equal to the output current, so
that the efficiency becomes:

(30.6)

One parameter of concern with a linear regulator is its dropout voltage,
the minimum difference between input and output voltage for which the
output voltage is still regulated, so the relationship between the input volt-
age and the output voltage is:

(30.7)

Dropout voltages are typically a few hundred millivolts and increase as
the load current increases. As an example, consider a linear regulator
where the Vdropout = 0.5 V, Vinput = 3.5 V, and Voutput = 2.5 V. Then using equation
(30.5), the efficiency of the regulator would be:

P V I
Ebattery computer i computer i
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Consequently, for every 1 W consumed by the computing hardware, the
battery would need to supply 1 W/0.71 = 1.4 W. If Vinput is lowered to the min-
imum voltage, Voutput + Vdropout, the efficiency increases to 2.5V/3.0V = 0.83,
and every 1 W consumed by the computing hardware draws 1 W/0.83 = 1.2 W
from the battery.

For switching regulators, finding the efficiency is more complicated, as
it is a function of the input voltage and the output current. Typically the
efficiency for a switching regulator is found from a plot such as Figure 30.3,
which shows the efficiency versus load current of a switching regulator.
The x-axis is the load current on a logarithmic scale and the y-axis is the
efficiency on a linear scale. Each curve on the diagram shows the efficiency
for a particular input voltage. The general characteristics of this plot are
typical of many switching regulators, with an efficiency of 90 to 95 percent
over a couple of order of magnitudes of load currents, but much lower effi-
ciency at lighter loads. There is also some dependence on the input volt-
age, but generally the change of efficiency is small over the range of battery
voltage from the beginning to the end of discharge.

The system will usually be operating in the region where efficiency is
high, such as greater than 90 percent. As an example, consider the regula-
tor in Figure 30.3. Using the 7 V Vin curve, then a load power of 1 W at 5 V
(which is the output voltage for this particular regulator) would be a load
current of 0.2 A. The efficiency at this operating point is approximately 95

Figure 30.3. Efficiency versus Load for a Switching Regulator
opyright © 2005 by CRC Press
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percent, so the 1 W consumed by the computing hardware would require
1 W/0.95 = 1.05 W from the battery.

An implication of the effect of power supply efficiency is that it is gener-
ally a bad idea to cascade supplies in the manner shown in Figure 30.4. The
input voltage to power supply 1 is the battery, but the input to power sup-
ply 2 is the output of power supply 1. This situation typically arises when
the battery voltage range is outside the input voltage range of power sup-
ply 2. The efficiency of power supply 1 is E1 and the efficiency of power sup-
ply 2 is E2. Pbat, Pout1, and Pout2 are the power drawn from the battery, supply
1 and supply 2, respectively. Given this, then:

(30.8)

If Pout2 dominates, then the overall efficiency will be close to E1 × E2. Even
if both supplies are efficient, then the overall efficiency will suffer. For
example, if both supplies are 90 percent efficient and Pout2 >> Pout1, the over-
all efficiency will be about 81 percent.

Finally, a major difference between linear regulators and switching reg-
ulators with respect to estimating battery life is that a linear regulator is a
constant current load and a switching regulator is a constant power load.
For a given load, a linear regulator will draw the same current no matter
what the input voltage is and thus the efficiency of the linear regulator will
increase from the beginning of the discharge to the end of the discharge as
the battery voltage decreases. A switching regulator, on the other hand,
will have essentially constant efficiency during the discharge. For a given
load, it will draw the same power from the battery over the course of a dis-
charge. Thus the current drawn from the battery will increase as the bat-
tery voltage decreases during the discharge.

Figure 30.4. Cascaded Power Supplies, Usually a Bad Idea
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30.4 Hardware Power Management States

For the computing hardware, there are two main choices for saving power:

1. Putting inactive subsystems into low power idle, standby, and sleep
modes

2. Decreasing the performance and power of a subsystem while it is
active

The decision to put a subsystem into a low power mode or to decrease its
performance is usually made in software, typically by the operating system
(OS) with some assistance from applications. OS control of power manage-
ment states will be discussed in Section 30.5.

In the early 1990s, a hardware-only method changing to a low power
mode based upon inactivity timers was common. A hardware countdown
timer was set to a given value every time an event occurred. If the timer
reached zero then the subsystem in question was put into a low power
mode. An example of this was to control the central processing unit (CPU)
power management state using a timer that was reset every time a key on
the keyboard was pressed. Inactivity timer-based power management was
found to be ineffective because the timer control was too coarse and sim-
ple events did not adequately convey the state of the system. For example,
CPU inactivity timers based upon keyboard presses fail when the user is
performing a CPU intensive, noninteractive task, such as compiling a large
program or updating a spreadsheet. In these cases, the CPU would be
halted or set to run at a lower frequency because the user had not pressed
a key for some time, with the result that the computation would take much
longer to finish.

The decision to transition a subsystem into a low power state must be
based upon the cost of making the transition to and from the low power
state, the relative power consumption of the active state and the low
power state, and the amount of time until the device will be needed again.
The energy saved by being in the low power state must outweigh the
energy cost of making the transition to and from the low power state.

The hard drive is a subsystem where the energy cost of transitioning
from one power state to another is high. A typical hard drive has three
main power states: 

1. Active — the disk is spinning and either being read or written
2. Idle — the disk is spinning but not being read or written
3. Standby — the disk is not spinning

Going from standby to idle or active takes seconds while using roughly the
same power as active mode. Table 30.2 shows the characteristics of the
IBM® Microdrive [1] and the Hitachi Travelstar® 80GN [2].
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To save energy, the energy saved by being in standby mode must be
greater than the energy required to spin up the drive (i.e., to go from
standby to idle mode) or:

(30.9)

where Px is the power consumed while in state x and tx is the time spent in
state x. In this case, tidle is equal to tstdby; this is the time between disk
accesses. Then:

(30.10)

is the condition for saving energy by going into standby mode. In the case
of the IBM Microdrive, this means that power can be saved by putting the
drive in standby mode when the idle time is greater than 0.76 s to 1.07 s. For
the Hitachi Travelstar, however, the idle time must be greater than 13.2 s to
27.9 s.

This example is oversimplified because it ignores the amount of power
consumed in the rest of the system while the drive is spinning up from
standby to idle mode. Section 30.7 will revisit this example by considering
the effect on the whole system.

Besides low power idle, standby, and sleep states, some devices have
the flexibility to remain active but at a reduced power and performance,
trading off performance for power consumption. The goal of a power–per-
formance trade-off should be to meet the performance expectations of the
user while increasing the amount work that can be completed before the
battery becomes exhausted.

Table 30.2. IBM Microdrive [1] and Hitachi Travelstar 80GN [2] Characteristics

IBM Microdrive Hitachi Travelstar 80GN

Active power:

Read 0.73 W 2.1 W

Write 0.83 W 2.2 W

Seek 0.66 W 2.3 W

Idle power 0.50 W 1.85 W

Standby power 0.07 W 0.25 W

Spin-up power 0.66 W 4.7 W

Standby to idle transition time 0.5 s–0.7 s 4.5 s–9.5 s

P t P t P tidle idle stdby stdby spinup spinup× − × ≥ ×

t
P t
P Pidle
spinup spinup

idle stdby

≥
×

−
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The most widely studied power–performance trade-off to date has been
the problem of CPU speed-setting, dynamically adjusting the CPU’s clock
frequency to meet the computational workload while saving power. Weiser
et al. first pointed out that it is feasible to build systems that can use CPU
speed-setting to reduce energy consumption [3]. The speed would be set
by the OS to reduce the energy consumption of the CPU while still meeting
the performance requirements of the user.

CPU speed-setting makes the following ideal assumptions:

• Performance is proportional to clock frequency f.
• Power is proportional to fCV 2, where C is capacitance and V is

voltage.

Given these two assumptions, if V is held constant while f is changed,
then the energy per operation is constant for all frequencies. Therefore,
reducing the CPU frequency will not save energy if the voltage is held con-
stant while the frequency is changed. For speed-setting to be useful, both
the CPU voltage and frequency must be decreased [3]. (The voltage deter-
mines the maximum frequency, so it is not possible to reduce the voltage
without also reducing the frequency.) If both are reduced by a factor of s,
then the power of the CPU will change by a factor of s3, the time per oper-
ation will change by a factor of 1/s, and consequently the energy per oper-
ation will change by a factor of s2. Thus running as slowly as possible will
minimize the energy per operation and if the battery capacity is ideal, max-
imize the work that can be completed before the battery is exhausted.

In practice, however, these two assumptions do not hold true. First, per-
formance may not be proportional to the CPU frequency. For example, in
applications with a high cache miss ratio, performance can be limited by
memory bandwidth rather than CPU frequency. Once an application
becomes limited by memory bandwidth, increasing the CPU frequency will
have little effect on the application performance and will increase the
energy per operation. This nonideal speedup could be avoided by design-
ing the memory subsystem such that speed of the memory is matched to
the CPU’s maximum frequency. However, using faster memories may
increase system cost unacceptably, especially in price-sensitive systems
such as personal digital assistants (PDAs) and notebook computers.

Second, the power consumed by the CPU in most systems is only one of
many factors in the overall consumption, so that the system power is not
proportional the CPU frequency. Figure 30.5 illustrates this, showing the
power consumption of the Itsy handheld computer versus CPU frequency.
Even if it were to have a variable-voltage CPU, the total system power
would be nearly linear with respect to frequency. If the Intel® StrongARM™
SA-1100 were a variable-voltage CPU, only its 1.5V supply would be able to
vary. The 3.3V supply powers the CPU’s input/output (I/O) pins and must
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remain fixed. Figure 30.5 shows that if only the 1.5V CPU voltage were
allowed to vary, then the power of the system would be dominated by the
3.3V supply, which supplies the CPU I/O pins and other subsystems (e.g.,
memory, display, and interface ports). The system power would be more
linear than cubic. Consequently, even if system performance and battery
capacity were ideal, the assumption that power is proportional to s3 would
be invalid and the goal of “running as slowly as possible” this assumption
leads to would be invalid as well.

Finally, even if the assumption were to hold true, in order to save energy
while maintaining the expected performance, the system must be able to
predict how much performance will be necessary in the future. If the per-
formance is not predicted correctly, then either the CPU frequency will be
set too high, wasting energy, or it will be set too low, not meeting perfor-
mance expectations. It turns out that predicting future performance in a
general purpose mobile computer is a difficult problem [11].

30.5 Software

The work in the area of low power software includes power-savings and
awareness in applications, compilation, and operating systems. The con-
sensus is that the potential for power savings in software is greater than
the potential for savings in hardware, but that the software savings are

Figure 30.5. Measured System Power and Estimated Itsy System Power If 1.5V 
CPU Supply Could Scale with Frequency
(From T. Martin and D. Siewiorek, IEEE Transactions on Very Large Scale Integrated 
Systems, vol. 9, no. 1, Feb 2001, pp. 29–34. ©2001 IEEE. With permission.)
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more difficult to achieve [6]. Hence, what is evident in the following para-
graphs is that more work has been done in saving power at the lower levels
of the software (i.e., at the OS and compilation levels).

The potential for algorithmic changes to save power is considered to be
large. The choice of algorithm constrains the hardware and power savings
achieved in hardware in two ways: 

1. If one algorithm takes longer to execute than another, then the
system will consume more energy because it is active longer. 

2. If an algorithm blindly uses resources, those resources cannot be
put into low power idle modes. 

A trivial example of this is a routine that polls a device rather than using
interrupts. Polling keeps the device active even when it does not have any
work to do. Interrupts, on the other hand, make the device active only
when there is an event. The related work at the algorithmic level thus looks
to reduce performance and resource requirements. At this time, researchers
are still trying to gain an understanding of how application software affects
power consumption. The following is intended to be a representative list of
the current work in low power software, but it is by no means exhaustive.

Most of the work in low power software has been in the OS, specifically
utilizing power management features of the underlying hardware. The OS is
in a better position to judge whether a device should be put into a low
power mode than the device itself is, because it has a view of the overall
state of the system. The OS is also in a better position to judge than an
application because it can balance the needs of several applications. Fur-
thermore, if the OS makes the power management decisions then the appli-
cations do not need to be modified.

The Advanced Configuration and Power Interface (ACPI) standard was
developed to create a standard interface between hardware and the OS for
power management on laptop computers [20]. ACPI defines several global
states for the whole system (G0 — working, G1 — sleeping, G2 — soft off,
and G3 — mechanical off), device power states for individual components
(D0 — fully on, D1 — device dependent, D2 — device dependent, and D3 —
off), and processor power states for the microprocessor (C0 — executing
instructions, C1, C2, and C3 lower power states). Within the C0/D0 states,
devices and processors may also have performance states (P0 to Pn, in
which n < 16), where they are fully on but executing at reduced power and
performance. ACPI allows the OS to interact with the components of the
system to find their power states and parameters and then to use that
information to make transitions between power states of the system and
devices. Deciding which transitions to make and when to make them has
been an area of much research, generally called dynamic power manage-
ment [21].
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Another area of low power software is compilation for reduced power
consumption. Tiwari et al. examine instruction-level power consumption
for both the Intel x86 architecture and a Fujitsu RISC (reduced instruction
set computing) architecture [8, 9]. The power consumption for each
instruction is measured, as are the interinstruction and data contributions.
The compiler is modified to take into account the power consumption as
well as the timing cost of each instruction. The major energy savings come
from reducing the time to complete a computation, not from using lower
power instructions. The energy savings was nearly identical to the execu-
tion time savings in most cases. For example, their biggest time savings
was 36 percent with a corresponding energy savings of 41 percent. The
peak power for their test cases typically increases, but the cycle count for
the programs is reduced by a much larger amount, so that the overall
energy consumption is reduced. Simunic et al. examined compiler optimi-
zations and source modifications for reducing power on the StrongARM
SA-1100; their results also showed a high correlation between execution
time and energy consumption [10]. Their most effective changes reduced
execution time by 35 percent with an energy savings of 32 percent. Source
code modifications that were particularly effective in reducing energy con-
sumption included using table look-ups instead of switch statements,
replacing character variables with integers, passing values to functions in
registers instead of on the stack, and using unsigned integer division
instead of signed. Although these techniques were effective for their par-
ticular processor and compiler, they may not be effective for all processors
or compilers. However, exploring similar changes for given processors and
compilers may lead to effective techniques for them.

Flinn and Satyanarayanan describe a tool called PowerScope for profil-
ing the energy usage of applications for mobile computing and correlating
dynamic power traces to procedure call traces [4]. PowerScope permits
the measurement of energy consumption on a function-by-function basis.
Given a tool like PowerScope, a software developer can find which func-
tions are consuming the most energy and target them first for the compila-
tion and source code modifications described in previous paragraphs.

30.6 Case Study

This section is a brief case study of system level power management on
mobile systems [22]. Other interesting case studies include the IBM Linux®

Wristwatch, an (ARM)-based (no pun intended) wearable computer [23,
24], and the Compaq Itsy, a StrongARM™-based personal digital assistant
[25, 26].

Some experiments described in the next section use the Itsy platform.
Itsy is a very small mobile device, with a clock-throttleable StrongARM pro-
cessor with 8 megabytes (MB) of flash memory, 64 MB of random access
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memory, 3 serial ports, an infrared port, a speaker, a microphone, a
gray-scale display, and a touch screen [26]. The processor clock can be
varied from 30 megahertz (MHz) up to 200 MHz. At the highest clock fre-
quency, the processor is rated at approximately 90 Dhrystone MIPS (mil-
lions of instructions per second). The Itsy runs the Linux OS, weighs about
120 grams, and consumes less than 1 W. We have ported the Sphinx speech
recognition system to the Itsy as well as GeoPlex™ Peer software.

The inputs shown in Figure 30.6 are two benchmarks and the CPU fre-
quency. These inputs affect the performance and whether or not bottle-
necks are experienced. More importantly, the inputs affect the system’s
idle time, average power consumption, and idle power consumption.
These three output parameters are used to calculate the system’s active or
peak power, which is used to determine battery life.

30.6.1 Memory Bottleneck and Dynamic CPU Speed-Setting

As described in Section 30.4, CPU speed-setting is an effective method for
reducing power consumption. The typical assumption is that performance
is proportional to frequency [3, 12]. Such an assumption ignores the mem-
ory subsystem. For example, in applications with a high cache miss ratio,
performance can be limited by memory bandwidth rather than CPU fre-
quency. Once an application becomes limited by memory bandwidth,
increasing the CPU frequency will have little effect on the application perfor-
mance and will increase the energy per operation. This nonideal speedup
could be avoided by designing the memory subsystem such that speed of the
memory is matched to the CPU’s maximum frequency. However, using faster

Figure 30.6. Inputs and Outputs of a Handheld/Wearable Computer System un-
der Power Consumption Tests
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memories may increase system cost unacceptably, especially in price-sen-
sitive systems such as PDAs and notebook computers. In addition, it may
be desirable to implement a CPU speed-setting scheme on an existing hard-
ware platform that cannot be redesigned. Finally, acknowledging that the
memory subsystem can have a large effect on CPU speed-setting will show
system designers that it is an area of prime concern.

The code chosen for the experiments shown here was the Sox audio
player. The justification for this choice is twofold. First, we expect an audio
player to be one of the typical applications for a mobile computer. Second,
we wanted code that adequately exercised the memory hierarchy and OS
[13, 14]. Measuring the energy of an application that fits into the cache or
that uses no OS resources would not be representative of a mobile com-
puter capable of running a variety of applications.

Figure 30.7 shows the ideal, measured, and predicted idle time versus CPU
frequency for an audio playback application, which was measured to spend
49 percent of time accessing main memory at the base frequency of 103 MHz.
At 103 MHz, the processor has almost no idle time; frequencies below
103 MHz are not shown because the application cannot be run in real-time.

Figure 30.7. Ideal, Measured, and Predicted Idle Time as a Function of CPU Fre-
quency
(From T. Martin et al., ACM Transactions on Embedded Computing Systems, vol. 2, no. 
3, August 2003, pp. 255–276. © 2003, ACM. With permission.)
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The results show that assuming that performance scales with CPU fre-
quency (labeled ideal in Figure 30.7) will overestimate the idle time by a
factor of 1.5 at the maximum CPU frequency. But by assuming that main
memory bandwidth scales at a different rate than the CPU frequency, as
shown in Figure 30.8, and by using Amdahl’s Law [15], the idle time can be
accurately predicted (labeled predicted in Figure 30.7). The worst-case
error in the predicted value was less than 5 percent, compared to an error
of nearly 20 percent using ideal assumptions. Consequently, a realistic CPU
speed-setting policy must account for nonideal memory behavior.

Another reason it is necessary to accurately predict the idle time is for
estimating the active power of a system from a measurement of its average
power. In [27], it was shown that due to nonideal battery behavior, the peak
power consumed by a system, the power consumed while it is active, is a
better indicator of the battery’s energy capacity than the average power.

It can be shown that the predicted active power of a system, Pactivep , is
given by:

(30.11)

where Pave is the measured average power, tidle is the idle time, and Pidle is
the power while the system is idle.

Figure 30.8. Itsy Main Memory Bandwidth versus CPU Frequency
(From T. Martin et al., ACM Transactions on Embedded Computing Systems, vol. 2, no. 
3, August 2003, pp. 255–276. © 2003, ACM. With permission.)
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Figure 30.9 shows the measured (Pactive) and predicted active power
(Pactivep) versus the CPU frequency for the Itsy as it executes Sox. The pre-
dicted active power is within 4.5 percent in all cases. Thus by accounting
for the main memory behavior, it is possible to accurately predict the
active power by measuring the idle power and the average power at each
CPU frequency.

30.6.2 Dependence of Battery Capacity on Load Power

In addition to reducing the energy usage of the power consumers, it is also
necessary to consider the energy available from the power source, typi-
cally a battery. As described in Section 30.2, if a battery were ideal, it would
provide the same amount of energy no matter how quickly the battery is
discharged. In reality, however, the amount of energy the battery delivers
depends on the power of the load. As the power of the load increases, the
battery’s energy capacity decreases.

For a typical battery, if the power consumption of the load varies, the
energy capacity of the battery is determined by the peak power consump-
tion sustained over roughly 1 second. If two different loads have the same
average power but different dynamic power, then they may have a much
different battery life because the energy capacity will vary, as illustrated by
Figure 30.10, created using a simulation model of a Li-ion battery. The solid

Figure 30.9. Comparison of Predicted and Actual Power versus CPU Frequency
(From T. Martin et al., ACM Transactions on Embedded Computing Systems, vol. 2, no. 
3, August 2003, pp. 255–276. © 2003, ACM. With permission.)
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line indicates the energy capacity of the battery for a load of a constant
value and the triangles connected by dashed lines represent pulsed loads
of 25 percent, 50 percent, and 75 percent duty cycles with a peak value of
300 W/kg and a low value of 0 W/kg. (The simulator used to generate this
result uses the specific energy (energy per kilogram [kg]) and specific
power (power per kilogram) in its calculations.) The solid line shows the
decrease in the energy capacity as the load power increases, approxi-
mately 40 percent. The triangles show that the peak power is a dominant
factor in the energy capacity delivered, as the capacity for the pulsed loads
with a 300 W/kg peak have nearly the same capacity as the 300 W/kg con-
tinuous load. In addition, the battery life for the pulsed loads will be less
than that of a continuous load of the same average power. Thus using the
nominal energy capacity for a battery to estimate battery life will result in an
overestimate if the peak power is large. If there is a large peak power, a better
estimate can be obtained by using the energy capacity at that peak power.

Figure 30.11 illustrates three different methods for predicting the battery
life as the CPU frequency is varied for the Sox application described previ-
ously. The first method is to measure the average power of the system at each
frequency and then to divide the battery rated capacity by the average
power. This is illustrated in the figure by the points labeled measured average

Figure 30.10. Battery Capacity versus Load Power for a Continuous Load and for 
Intermittent Loads of Different Peak Powers and Duty Cycles.
(From T. Martin and D. Siewiorek, IEEE Transactions on Very Large Scale Integrated 
Systems, vol. 9, no. 1., February 2001, pp. 29–34. © 2001, IEEE.)
opyright © 2005 by CRC Press



Power Management for Mobile Computers

AU1971_book.fm  Page 727  Thursday, November 11, 2004  10:08 PM

C

727

power. This method ignores the variation in the energy capacity with the
load power and leads to an overestimate of the battery life. The second
method illustrated in Figure 30.11 is to take into account the variation in
energy capacity but to predict the active power from the average power
without accounting for the affect nonideal memory behavior has on peak
power, as described earlier in this section. In this case, peak power will be
overestimated, leading to an underestimate of the battery life, shown in the
figure as by the points labeled inaccurate active power predictions. The
third, correct method is to account for both the battery capacity and the
memory behavior, as illustrated by the points labeled accurate active
power predictions.

30.7 General Guidelines

This section provides some general guidelines for power management of
mobile computing systems.

30.7.1 An “Amdahl’s Law” for Power Management

Assuming that a battery’s energy capacity is constant, then power manage-
ment has an equivalent to Amdahl’s Law for computer performance [19].

Figure 30.11. Comparison of Three Methods for Predicting Battery Life over a 
Range of Frequencies
(From T. Martin et al., ACM Transactions on Embedded Computing Systems, vol. 2, no. 
3, August 2003, pp. 255–276. © 2003, ACM. With permission.)
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The increase in battery life due to a given power management state is con-
strained by how much power is saved in that state and what fraction of
time is spent in that state. The battery life is given by:

(30.12)

where Fidle is the fraction of time that can be spent in a low power state, Pidle

is the power consumption of the system while in the low power state, and
Pactive is the power consumption of the system while active. Thus a large
improvement in power consumption in some state will not translate to a
large improvement in battery life if that state is used infrequently. Similarly,
because both Pidle and Pactive are the power of the system, if the power sav-
ings is achieved in a subsystem that is a small portion of the overall system
power, then the battery life increases will be limited.

30.7.2 Evaluating Power Management Options

Lorch and Smith provide a number of principles for evaluating modifica-
tions to save power [7]. These principles are not specific to any particular
modification, but instead are generally applicable.

First, a modification to some subsystem should be evaluated based upon
its impact on the power consumption of the system, not on its impact on the
power consumption of that particular subsystem. This is related to the
Amdahl’s Law for power management. If a component consumes only a small
fraction of the overall system power, then even a total reduction of its power
consumption will only decrease the overall system power by a small amount.

Second, maximizing the battery life does not necessarily mean maximiz-
ing the amount of work that can be performed in the battery life [16]. The
power savings of a modification must be balanced against the performance
impact. As an example, the Navigator 1 wearable computer at CMU could
save power by slowing its CPU [19]. Although the battery life was increased
by a factor of 1.3, the performance was decreased by a factor of 0.32. Thus
the work completed per battery life was 1.3 × 0.32 = 0.42 of the work that
could be completed running at maximum CPU speed.

Third, the effects of the modification on the rest of the system should be
considered. For example, consider the hard drive example of Section 30.4.
During the spin-up time, instead of accounting only for the power of the
hard drive itself, the proper approach is to account for the power of the
whole system while it waits for the hard drive to spin up. Thus if the IBM
Microdrive is in a system where the system power is 10 W while the drive
is spinning up, then the time that the drive should be idle before putting it
in standby saves power becomes 11.5 s to 16.2 s instead of 0.76 s to 1.07 s.

BatteryLife
BatteryEnergy

F Pidle active

=
−( ) × +1 FF Pidle idle×
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Finally, the modifications should be evaluated against the typical behav-
ior of the system, not the worst case. There is often a large difference
between typical and maximum power consumption and comparing a mod-
ification against the maximum power consumption may be misleading.

30.8 Conclusions

Power management is a system problem. All parts of the system must be
taken into account, from batteries and power supplies to hardware compo-
nents, OS, and applications. Greedy approaches to energy efficiency that
consider subsystems in isolation will not be optimal. Second-order effects,
such as variations in battery capacity and limited main memory band-
width, adversely affect the ability to save power and must be factored into.
A system-level approach, one that considers power consumers and power
sources, is the proper method for examining energy efficiency in bat-
tery-powered computing systems.
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Chapter 31

Power Awareness 
and Management 
Techniques
Ahmed Abukmail and Abdelsalam (Sumi) Helal 

31.1 Introduction

When talking about power sources for mobile devices, we must come to
the realization that the power source is also mobile. Therefore, it is a finite
power source that has a limited lifespan. This power source is the battery
of the mobile device and not the A/C adapter, because the A/C adapter pro-
vides an infinite power source, but it is plugged in the wall, which makes
the device immobile.

31.1.1 Motivation

This limitation of the battery of a mobile device creates the need for
extending its lifetime, simply because of the fact that a mobile device with-
out power is useless irrespective of how many capabilities it could have or
how nice and slick it looks. Additionally, mobile devices that do not regu-
late power consumption seem to be thermally ineffective. In other words,
the machines tend to get hotter with time, which ultimately results in
somewhat of a hazardous environment. Notice how hot a laptop computer
gets when you actually have it directly on your lap. Some commercial lap-
tops have actually caused small fires.

Therefore, the need for developing techniques, mechanisms, and hard-
ware components to extend the lifetime of a mobile device’s battery, and
ultimately result in better thermal management, whether it is a laptop com-
puter, a personal digital assistant (PDA), or a cellular telephone, has come
to the forefront of academic research as well as becoming an industry con-
cern. Additionally, with the advancement and wide use of wireless net-
works, network connectivity will be a foregone conclusion. Therefore it will
be a waste if a network is available but the mobile device has no juice left
0-8493-1971-4/05/$0.00+$1.50
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in it to connect to that network and be able to compute and communicate
with the rest of the world. That means the idea of computing anywhere,
anytime will have a lesser meaning and will be less useful. From that we can
conclude that the availability power/energy in a mobile device comple-
ments the availability of a wireless network to which the device can connect.

31.1.2 Taxonomy of Research and Industry Solutions

In [1], it has been determined that within a mobile device there are several
components that consume most of the power within the device such as the
processor, the memory, network adapter, the screen, and the video card, as
well as hard drives. Additionally, it was concluded that there are three lev-
els of opportunity to reduce power consumption in a computer system.
These levels are the main layers of any computer system: 

1. The architectural and hardware layer
2. The operating system layer, which includes the communication sub-

layer
3. The applications layer, including compilers

As far as hardware solutions are concerned, the industry targeted bat-
tery systems by the introduction of smart batteries, which became sup-
ported by operating system power management subcomponents such as
advance power management (APM), and advanced configuration and
power interface (ACPI). The industry also targeted the processor with
respect to power management: processors like Intel® PCA (Personal Client
Architecture) processors, ARM’s family of processors, and Transmeta’s
Crusoe™ line of processors. At the hardware level, reducing the capaci-
tance load, as well as frequency and voltage scaling, aid in reducing the
power consumed.

In addition to hardware, we can move up to the next layer in a computer
system, which is the operating system, in order to complement manag-
ing/reducing power at the hardware layer. Solutions include energy man-
agement subsystems such as APM and ACPI. Additional methods to reduce
power at the operating system include memory and input/output (I/O)
management, communication techniques, and process scheduling.

The next layer in which we can mange power is the application layer. In
this layer, power management is handled specific to the application. In
other words, developers are aware of the power consumed by their appli-
cations and they develop accordingly. Another way to reduce power at this
level is to make the developer unaware of power requirements and that can
be done at the compiler level. So, compilers will generate code that is opti-
mized for power reduction.

The rest of this chapter will be organized as follows: 
opyright © 2005 by CRC Press
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• Section 31.2 discusses some of the prominent industry and research
contributions to reducing power at the hardware layer. 

• Section 31.3 discusses those contributions made to the operating
system layer. 

• Section 31.4 discusses reducing power at the application layer. 
• Section 31.5 introduces some of the tools used for estimating and

measuring power consumption. 
• Section 31.6 concludes the chapter.

31.2 Hardware and Architecture Techniques

The first thing that research and development attacks, when discovering
that devices consume lots of power, is the hardware itself or the architec-
ture of the computer system. The results were better batteries, better pro-
cessors, as well as software and architectural solutions to reduce the
power consumed by the complementary metal-oxide semiconductor
(CMOS) circuitry components.

31.2.1 Smart Batteries

31.2.1.1 Battery Basics. Every battery has two terminals — positive
and negative. Electrons form on the negative terminal. Once a connection
is made between the positive and the negative terminal (battery is
installed), electrons will start to flow from the negative terminal to the pos-
itive terminal. Inside of the battery certain chemical reactions occur to pro-
duce electrons. This reaction only occurs when the electrons are traveling
from one terminal to the other: meaning, once you install the battery. When
talking about rechargeable batteries (which are the batteries that we are
concerned about in mobile devices), these devices have suffered from the
problem of memory effect. The memory effect is when the battery does not
get recharged fully due to the fact that it has not drained completely prior
to recharging, however the lithium ion batteries have solved this problem.
However we still have the issue of once the battery is built, and as long as
it is connected, the reaction is going to happen, draining the battery power
and eventually rendering it useless until it gets either recharged or
replaced.

31.2.1.2 Intelligent Power Drainage. The shortcoming of regular bat-
teries is that, as mentioned, they do not intelligently drain power. Once
connected to a device, the power drainage is going to happen no matter
what. This motivation led to the development of the smart battery system
(SBS) [2]. This battery is different than the other nonsmart ones in that it
provides information and system status to the host machine through the sys-
tem management bus (SMBus), as well as it has its own recharger. This infor-
mation will and can be used by the system to handle power management
733
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within the mobile device. Operating systems use standards and specifica-
tions such as APM [3] and ACPI [4]. Currently, most laptop computers are
shipping with smart batteries.

There are a number of companies in the industry that produce products
for SBSs. These companies include, but are not limited to, Samsung, Motor-
ola, and Hitachi as battery vendors. Semiconductor vendors that produce
chips for smart batteries include companies like Powersmart, Acer, and
Adaptec.

31.2.2 Energy-Aware Processors

Another way to tackle power consumption in a computer system is to pro-
duce processors that do not drain as much power. Numerous microproces-
sor companies in the industry have products that are power-efficient as
well as thermally efficient. Intel’s Xscale® architecture is designed to opti-
mize low power consumption [5]. Xscale represents an integral building
block of Intel’s PCA architecture [6]. Intel also utilized the SpeedStep® tech-
nology in building the Mobile Pentium® III processor. SpeedStep provides
the advantage of the processor dropping to a lower frequency and lower
voltage when powered by battery, which results in conserving battery life
while maintaining a high level of performance [7]. Transmeta Corporation
has the Crusoe family of processors [8]. The Crusoe is an x86 compatible
family of processors that is lightweight, high-performance as well as much
less power consuming than other compatible mobile processors (70 per-
cent less). In addition, the ARM family of processors is a widely popular
family of processors and is geared toward reduction in power consumption
while maintaining a high level of performance [9]. In the next section, a
more theoretical approach to reducing power in processors is introduced.

31.2.3 Reducing Power through CMOS Circuitry Components

31.2.3.1 The Power Consumption Equation. Power can be measured
by a simple equation: P = V × I, where V is the voltage and I is the current
in amps. Additionally, the electric current equation is I = Q ÷ t, where Q is
the electrical charge and t is the time in seconds, which is the reciprocal of
the frequency, which means that I = Q × f. Because Q = V × C, where V is the
voltage and C is the capacitance load in farads, the final power equation
will be:

P = CfV2

where C is the capacitance load, f is the clock frequency, and V is the volt-
age. Therefore, reducing any of the variables of this equation results in
power reduction. This can only be done at the architectural level of a com-
puter system.
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31.2.3.2 Voltage and Frequency Scaling. The equation given in the pre-
vious section suggests that if the voltage or the frequency are reduced,
then the power consumption will be reduced due to the direct relationship
between these values. Therefore, researchers targeted voltage and fre-
quency scaling techniques to achieve that result. Smit and Havinga in [1]
gave the argument that a reduction in voltage will mean reduction in per-
formance, therefore additional hardware will be needed to balance that dif-
ference to keep the same throughput.

An approach for dynamic frequency and voltage scaling was given in
[10]. In this work, the claim, via simulated results, was that they achieved
power dissipation similar to that of the Crusoe TM5400 by Transmeta.
Their solution, at compile-time, assigns a clock frequency, and voltage lev-
els for input loop executions. The main idea for their work is to assign
deadlines to tasks and use these deadlines to allow for voltage and fre-
quency scaling. Simply, if a task finishes at time 0.5 t, and its deadline is at
time t, then it will not hurt the execution if the task takes t time to com-
plete. So, at compile-time they identify these tasks and generate code that
will allow for lower voltage and lower frequency to be used in the execution.

The work in [10] supports the argument that additional hardware will be
needed to achieve voltage and frequency scaling, which was mentioned in
[1].

31.2.3.3 Capacitance Load Reduction. Reduction in the capacitance
load is another method to reduce the power consumed by a computer,
again due to the aforementioned equation. Two main mechanisms can be
used to handle this goal. As mentioned in [1], memory capacitance is
greater than that of the processor. Therefore reducing memory operations
and keeping as much work on the processor and in registers is extremely
important. This kind of work has been done in [11] via reducing the off-chip
activity. The solution is basically to use a minimum cost network flow to
find minimum energy solutions by simultaneous partitioning of variable
into memory and possibly allocate them into registers. This work resulted
in 1.4 to 2.5 times energy improvement.

Another mechanism to reduce this variable in the power equation is to
reduce the logic state transition when handling memory addresses. In any
processor, the program counters tend to change multiple bits when access-
ing the next instruction or data from memory locations and that depends
on the size of the instruction and if that instruction was a jump instruction
or a sequential instruction. That transition increases the capacitance load.
To minimize the transition, a Gray Code solution can be used to facilitate
memory addressing. This solution along with a compiler solution was done
in [12]. Sequential Gray codes vary only in one bit at a time, therefore,
735
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aside from jump instructions, there will only be a variation of one bit,
which is the minimum that can be achieved when accessing memory
addresses.

31.2.4 Power Reduction through Architectural Design

Architectural design can always be one of the most attractive solutions to
the power problem and that is due to the fact that you can always leave the
architecture the same but add to it another component that will aid in
reducing power consumption. In [13], Bellas et al. introduced a compila-
tion methodology and supported it with an addition of a second level
cache between the processor and the first level cache. This cache is a
smaller cache and is much simpler to use than that of the first level cache.

Another architectural solution was introduced in [14]. They introduced
direct addressed caches that will allow the software to access any cached
data without the hardware doing any tag check. That means that the power
consumed by the tag check will be saved. In this work, they also introduced
a compiler solution that will complement this hardware solution.

31.3 Operating Systems and Communication Techniques

Along with the architecture comes the operating system that will run on
this architecture. Therefore, we can optimize this component to help in
consuming less power. Most operating systems now come with energy
management solutions that are configurable by the user. However, addi-
tional methodologies have been researched to handle such issues.

31.3.1 Energy Management Solutions

Operating systems now implement certain, user-configurable, energy man-
agement solutions. APM is one of these solutions [3]. In APM, a user can
define the power scheme that he or she desires to use. Some of the vari-
ables that a user can control are the screen, the hard drive, and sus-
pend/sleep modes. The user can instruct the screen and the hard drive to
stop/sleep when the system has been idle for a while. The user can even
specify if the system is idle or, in the case of a laptop, if the lid is closed, the
whole computer can save its state on the hard drive and then go to sleep.
When it wakes up it will restore itself back to the previous state.

Intel and other partners contributed to the ACPI specification men-
tioned before in [4]. Intel discussed some shortcomings of APM such as not
considering future capabilities of personal computers (PCs) that include
their communication capabilities because APM drops the communication
link. Therefore, they came up with their own solution in Instantly Available
PC, which uses the ACPI specification to manage power while keeping the
system online via either the modem or a LAN card.
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31.3.2 Memory and I/O Management

We mentioned before that memory access is expensive when it comes to
power consumption. The desire here is to try to have data access on the
chip via registers or cache as much as possible. In addition to the memory,
accessing secondary storage is even more expensive, so we would like to
access the disk as little as possible. In [15], a method was introduced to
make fewer incorrect file predictions as a way to save energy. They accom-
plished this task by observing the probability of file access as well as the
repeated history of file access to avoid unnecessary access to each file.
They claim that programs access more or less the same files in the same
order when they execute every time, giving themselves a good knowledge for
determining what they call program-specific last-successors for each file.

31.3.3 Communication Techniques

Power-saving communication techniques are increasingly important in
this day and age. We can claim with a great deal of certainty that everyone
who has a computer now has access to the Internet and is using e-mail and
the Web in one form or another. Therefore, if we find ways to save power on
communication, we will definitely prolong the battery life of any communi-
cating mobile device.

Any communication system has three states — sending, receiving, and
idle. Switching between these three states is power consuming [1]. There-
fore, reducing the transition from one state to another will definitely
reduce power loss. Therefore, instead of serving the communication
request of sending, we can buffer the data to send in large chunks. The
same thing can be done on the receiving end. We can only accept data that
is of a certain size optimized for our power needs. Otherwise, our system
needs to go into an idle mode. In addition, with the availability of solutions
that conform the ACPI specification, there is no need any more to modify net-
work protocols to support full connectivity while the system is in sleep mode.

Kravets and Krishnan in [16] have developed a method for managing
power in mobile communication. They introduce a method for managing the
communication’s device on a host through suspend and resume operations.
Simply, they claim that a communication device will continue to draw power
unless it is suspended. Their solution takes into account the need for the host
to know the communications patterns, so when it is suspended there is no
communication happening, otherwise problems such as buffer overflow will
occur on the host and other hosts. So, the functionality of the suspend and
resume is adaptable such that it will avoid such overflow.

Additionally, in [17], Loy and Helal have introduced an applica-
tion-based solution that can easily be used in developing energy manage-
ment techniques in the operating system. A discussion of this work is given
in Section 31.4.2.
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31.3.4 Scheduling

Energy-aware scheduling in the system requires a priori knowledge of the
activity inside that system [18]. Monitors can be incorporated within the
operating system to handle this. In [18], Bellosa introduced an
event-driven energy accounting as a way to manage power in an operating
system. This is done by online analysis of energy-usage patterns that are
fed back into a scheduler to control the CPU’s clock speed. The work here
was done with real hardware as opposed to simulation.

31.4 Software Application Techniques

Software solutions, as a high-level power management technique, are
becoming increasingly important for power management. In [19], Ellis
made a case for the need for higher level power management. Simply, the
gains from higher level power management are great at the application
level, as well as the operating system level, and that stems from people’s
interests. People can enhance on hardware advances in power manage-
ment, but also when hardware solutions are not available, software devel-
opers can handle this issue to either complement hardware solutions or
obtain better results without newer, more advanced hardware. In the soft-
ware and application techniques there are two important sections — com-
piler development and application-specific techniques.

31.4.1 Compilation Techniques

Research and experiments have shown that compilation for performance
does not mean compiling for power [20]. That created the need to come up
with different optimization techniques than those that are used for optimi-
zation for performance and rightfully so, because compilation for power is
extremely important. It is important and that is due to the fact that it is an
attractive solution to programmers who do not need to worry about power
consumption and wants to let the compiler or the operating system handle
it transparently. Research has been done to optimize compilers for power
consumption and these techniques used methods mentioned before such
as Gray Code addressing, memory operand reduction, and register alloca-
tion techniques. However, a lot of work that was done at the compiler level
showed that a hardware/architectural modification would be necessary to
get significant results. In this section, we will discuss some techniques that
showed promise and some that did not when dealing with compiler optimi-
zation.

31.4.1.1 Reordering Instructions. It was shown in [1] that energy con-
sumption is directly proportional to the frequency of switching the signal
from 0 to 1 (i.e., logical state transitions). In [21], it was also mentioned that
switching is a function of present input and previous state. So, the previous
instruction is a factor in the function. Therefore, reordering instructions
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can be a factor in reducing switching activity, which therefore reduce
energy consumption. In utilizing this technique in the 486DX2 architecture,
it did not show much favorable results, it only showed little improvement.
However, a proposal to investigate this technique on other architectures
was suggested.

31.4.1.2 Reduction of Memory Operands. In [21] as well, it was shown
via experiments on the 486DX2 architecture that instructions with memory
operands have higher energy consumption than instructions with register
operands. Pipeline stalls, misaligned accesses, and cache misses add to
the cost energywise. Compiler optimizations achieve reducing the number
of memory operands. In this research, the authors claim that the most effi-
cient way to reduce the memory operands is via register allocation for tem-
porary and frequently used variables and that also leads to potential
reduction in pipeline stalls and cache misses. However there are some
issues with register allocation optimization techniques, such as more com-
plex compilers, longer compile time, and register allocation algorithms
need to be modified to optimize for low power. Additionally, larger caches,
which will result in lower miss rates will result in this technique being a lit-
tle less significant.

31.4.1.3 Code Generation through Pattern Matching. Code generation
through pattern matching and dynamic programming was introduced by
Aho in [22] and was later utilized in [23] for generating code that optimizes
for performance. The idea is to find a cover for intermediate representation
directed acyclic graph (DAG) for each basic block of code. To find that
cover, dynamic programming and tree matching is used so that the overall
cost is minimized. The cost function introduced in [22, 23], take perfor-
mance under consideration. Therefore, to optimize for power, the metric
used is power usage as opposed to the number of clock cycles used for the
instructions. It was suggested that further investigation of this technique
needs to be done.

31.4.1.4 Remote Task Execution. This is believed to be one of the most
attractive compiler optimization techniques because it takes into account
the idea that although communication might be a drain on the battery, it
can also be an opportunity to save power by shipping the execution else-
where. The idea of compiler-based remote task execution has been pro-
posed in other research. Kremer et al. have done some work that uses com-
piler-based remote execution of certain tasks in image processing
applications [24]. They basically utilized what they called checkpoints in
the code to determine the task’s delimiters. Additionally in [25], Rudenko
et al. introduced remote task execution mechanisms. However, this
approach migrates entire processes to remote servers and then the client
remote machine waits to receive the results back from the server. As far as
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Java™ applications are concerned, the work done in [26] introduces the
possibility of migrating the compilation (both optimizing and nonoptimiz-
ing) step of running a Java program to a server and that is due to the power
consumption cost of compiling Java programs.

31.4.2 Application-Level Techniques

Attacking the power problem at the application level has been done quite
extensively. However, the solutions provided are only useful in certain
applications and most of the time cannot be generalized to allow for use in
other applications. Most of the work seems to have been done in the signal
and image processing applications due to the amount of drainage that they
inflect on the battery, because they use computation power as well as
screen power.

Loy and Helal have introduced an active mode power management
(AM/PM) where they increase the amount of information available through
the use of a power–aware Application Programming Interface (API) [17].
This saved up to 62 times the power used when compared to using no
power management. They examined the amount power used by a connected
wireless PC card when the connection is not needed. At that point, they take
advantage of stealing back as much of the power as possible. The targeted
applications in this work were an e-mail client as well as a Web browser.

In [27], a collaborative relationship between operating systems and
applications is demonstrated to meet user-specified goals for battery life.
In this work, applications can dynamically modify their behavior to con-
serve energy. The way this is done is by the operating system monitoring
energy supply and demand. It is as simple as if the supply of energy is plen-
tiful, applications perform best, otherwise they will be biased toward con-
serving energy. PowerScope [30] is used here to validate the measurement
of energy consumption for accurate estimation.

In [28], an excellent application is developed with energy awareness in
mind. MP3 (Motion Picture Experts Group Audio Layer-3) players are some
of the most popular devices in the market at the present time. This work
presents designing an energy-aware MP3 player. They not only tackle the
hardware side of the device, but also the software side. They talked about
the two technologies that influenced the design of wearable computers,
which are system-on-chip (SOC) and system-in-package (SIP). These two
technologies are the reason that both hardware and software solutions will
need to be developed for energy-aware wearable devices. In this work, they
analyze a single-chip multimedia system to be used in the wearable device.
They take into account the entire computing environment such as hard-
ware, packaging, and software design. They achieve low energy consump-
tion by the use of detailed statistical analysis of the energy consumption.
They use an in-house designed run-time energy estimation tool.
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Additionally, in [29] another multimedia application is investigated with
respect to power awareness. They present a middleware framework for
coordinating the adaptation of a multimedia application to the hardware
resources. They have three goals in mind when designing their system: 

1. To have a soft real-time guarantee of multimedia application deadline
2. To have sufficient energy for multimedia applications to finish their

task
3. To waste as little energy as possible 

To meet the three goals, the framework presented makes three useful con-
tributions: 

1. Making multimedia application make energy-aware processor reser-
vation

2. Formally modeling adaptability of hardware, software, and user pref-
erence

3. Delivering sufficient processor and energy resources to the applica-
tion and operate the processor as slow as possible to save energy

31.5 Tools and Packages for Low-Power Design and Measurement

When it comes to developing power-aware techniques, developing and ulti-
mately using tools and methods that measure and estimate the power con-
sumed by applications is essential. Without these tools and techniques, it
is near impossible to gather accurate information about applications to be
able to pinpoint the sections of programs that dominate power consumption.

31.5.1 PowerScope

PowerScope [30] is an extremely useful tool to estimate power consump-
tion of applications via profiling. This tool maps energy consumption to
program structures. It can be determined, using this tool, what specific
processes consumed energy during a specific time period. Furthermore,
energy consumed by procedures/subroutines within a process can be
determined. By providing this fine granularity of feedback, PowerScope
allows one to focus system components that are responsible for the largest
energy consumption. Experiments by the developers of PowerScope
yielded 46 percent reduction in total energy consumed.

The architecture of this system is quite simple. It is composed of a data
collection phase and an offline analysis phase. The data collection phase
uses a multi-meter [34] connected by a Hewlett-Packard interface bus
(HPIB) connection to a data collection computer running an energy moni-
tor component. A profiling computer running an application and a system
monitor component are getting power by being connected to the
multi-meter for measurement. The profiling computer also provides the
trigger for the multi-meter to start measuring.
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The offline analysis phase uses a third component called the energy ana-
lyzer, which will take the results produced in the data collection phase by
the system monitor and the energy monitor and correlate the two to pro-
duce the energy profile of the application.

It can be concluded that by providing a profile for energy consumption,
pinpointing the sections of code that consume lots of power can be
achieved and dealt with. This is analogous to using CPU profilers to dis-
cover components of code that waste processor cycles.

31.5.2 Derivatives of SimpleScalar

SimpleScalar [31] is a tool set used for building modeling applications for
analyzing program performance and hardware and software coverification.
By using it, users can develop modeling applications to simulate real pro-
grams running on various modern microprocessors and operating sys-
tems. SimpleScalar has simulators with different granularities. In other
words, it has high-level functional simulators as well as low-level detailed
simulators. SimpleScalar is widely used in the research community. The
SimpleScalar Web site mentioned that in 2000 more than a third of all
research papers published in top architecture conferences used the tool
set for design evaluation.

The toolset also includes performance visualization tools, statistical
analysis resources, as well as debug and verification infrastructure.

The simulators included in SimpleScalar can emulate instructions sets
for Alpha, Pendulum Instruction Set Architecture (PISA), advanced RISC
machine (ARM), and x86. It includes machine definition infrastructure to
separate architectural details from simulator implementation.

The licensing model for SimpleScalar allows users to extend the tool set.
As a result the power management community took advantage of that to
extend the tool set to develop projects for measuring and estimating power
consumed by applications. These projects include the Power Analyzer
Project at University of Michigan [32] and the Wattch project at Princeton
University [33].

31.5.2.1 The Power Analyzer. This project is a joint effort between
University of Michigan and University of Colorado. The goal of this project
is to create an early power estimator that will allow for examining
power/performance trade-offs. This analyzer is a power-aware cycle-level
simulator. The target processors that they are after are generally commer-
cially used Pocket PCs and handheld computers. This system provides
dynamic as well as static power consumption profile.

31.5.2.2 The Wattch Project. The Wattch project included developing a
power measurement tool on the Web. The group called the project CASTLE —
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Power Measurement on the Web. In this application, a user would connect
to the system and estimate the power consumed by an application pro-
gram. It also provides multi-meter results for the power consumed by the
CPU.

31.5.3 Other Power Estimation Techniques

In addition to PowerScope and SimpleScalar derivatives, other research
has been done to estimate energy for certain applications, systems, and
devices. In [35], an energy model for the Palm OS is described. In this
work, they targeted challenges faced by the programmers when develop-
ing energy efficient code. So, they built their simulators to handle these
challenges. In [36], a hardware/software SOC design’s framework for power
estimation is introduced. It is based on concurrent and synchronized exe-
cution of a hardware simulator and an instruction set simulator. In [37], a
survey of techniques to develop tools for automatic design of low-power
VLSI systems.

31.6 Conclusion

Rapid advances in mobile technology, as well as wider and wider use of
these devices will continue to increase the need for the continuation of
research and development targeting reduction in power usage. The afore-
mentioned techniques and opportunities have yet to be complete. New
methodologies and techniques continue and will continue to be developed
to save as much power as possible. Along with advances in battery tech-
nology as well as energy-aware CPUs and memory systems, software devel-
opers need to realize that there is a need for a high-level (application level)
power awareness. As always, hardware and software computer compo-
nents do complement each other. Just because one has become more
power-efficient, does not mean that the other has to stay put. With
advances in both, we will be able to achieve much better results.
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Chapter 32

Adaptive Algorithmic 
Power Optimization 
for Multimedia 
Workload in Mobile 
Environments
Luca Benini and Andrea Acquaviva

32.1 Introduction

Resource usage of multimedia applications depends on the multimedia
workload characteristics and the desired quality of service (QoS). Multi-
media workload is strongly variable due to the heterogeneous nature of the
information content, whereas quality of service depends on user require-
ments. In addition, both can be affected by wireless link quality. For
instance, consider a video streaming application composed by a video cap-
ture device that grabs, encodes, and transmits video data through a wire-
less network to a remote video decoding and playback device. User tune-
able network parameters, such as transmission power and convolutional
code rate, lead to variations in error probability and latency affecting the
PSNR (peak signal to noise ratio) and the perceived quality of the video
sequence. On the other side, the decoder may experience a variable input
data rate due to channel quality variations such as noise level and fading.

Algorithmic power optimization policies in this context aim at reducing
the power consumption of the mobile device either by tuning algorithmic
and network parameters or by appropriately configuring resource power
states to adapt to workload characteristics, network conditions, and
desired quality of service.
0-8493-1971-4/05/$0.00+$1.50
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Depending on the targeted application, different algorithmic parameters
can be adjusted to trade off quality of service for system power. For exam-
ple, quantization parameters in MPEG-4 (MPEG — Motion Picture Experts
Group) encoding algorithms may be tuned to reduce communication
energy (spent by the network interface card) with little loss in visual qual-
ity. The corresponding impact in computational energy (spent by the pro-
cessor) has been shown to be very small [Zhao02]. This suggests that
power optimization policies may nonuniformly affect different parts of the
system. Hence, effective techniques should be aware of the power con-
sumption of all components of a wearable device.

In an energy constrained environment, a user can decide to trade off
quality of service with power to increase battery lifetime and thus service
duration. As an example, consider a video telephone application. The user
may decide to lower the image quality to extend battery lifetime and con-
versation duration. Algorithms gradually trade off QoS/performance for
energy can be defined as energy scalable [Sinha02]. Not all the algorithms
are energy scalable and different algorithms have different energy-quality
behavior. Algorithms can be modified to achieve better energy scalability
[Sinha00, Sinha02, Bhardwaj01].

Communication or transmission power can also be reduced by perform-
ing an efficient resource management through explicit power state config-
uration of processor and devices. In general purpose architectures such as
those used in modern mobile devices, resources are redundant and as they
must accommodate the peak of computational, memory, and input/output
(I/O) requirements. For this reason, resources can be put in low-power
modes characterized by lower performance adapting to the multimedia
workload and the required QoS. For instance, processor speed and voltage
can be scaled down if applications provide information on their require-
ments, such as processor utilization [Yuan01a].

Applying a power optimization policy means making power-related deci-
sions that affect the use of hardware resources. Some policies try to adapt
resource utilization by exploiting information about the workload, system
state (e.g., battery level, wireless channel conditions), and required QoS so
that the power consumption is minimized. Closed loop policies may be
adopted as they exploit output information to adjust power-related param-
eters. For instance, PSNR feedback can be used to avoid strong variations
in video quality.

At this level, decisions depend only on the single application. However,
a further level of power optimization exploits information from the sur-
rounding environment, represented by local or remote entities like the
operating system or a remote content provider interacting with the appli-
cation. In this case, techniques are said to be collaborative. For instance, a
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remote server may provide workload information to aid a dynamic proces-
sor voltage scaling (DVS) algorithm [Chung02] or perform energy efficient
traffic reshaping to save power spent by a wireless network interface
[Acquaviva03].

OS-collaborative techniques are mandatory in a multiprocessing envi-
ronment to perform explicit management of system resources like proces-
sors, network interfaces, and video displays. For instance, scaling the pro-
cessor speed affects all the applications running on the system. As a
consequence, the scaling decision cannot be made by a single application,
but must be coordinated by the OS. In this case, applications may give
information about their resource usage or QoS requirements to an under-
lying power manager acting at the OS-level [Yuan01a, Min02].

In this chapter, we describe algorithmic techniques aimed to minimize
power consumption in mobile devices running multimedia applications.
First, we focus on energy scalability of multimedia algorithms and we
describe application level power optimization techniques to improve
energy–quality behavior by exploiting scalability to trade off power with
QoS. Then, we analyze policies that perform explicit resource management
(processors, peripherals) in both a stand-alone and collaborative way.

32.2 Scalability and Energy Optimization

In this section, we first introduce the concept of scalability in multimedia
applications by analyzing scalability properties of multimedia algorithms
that can be exploited to trade off QoS for power consumption. Then we
analyze its relationship to energy and power consumption through
Energy–Quality curves (E-Q). We show how E-Q behavior can be improved
through algorithmic transformations.

32.2.1 Scalability in Modern Multimedia Applications

Multimedia services must reach several users having different terminals
characterized by diverse local resources (display size, storage and pro-
cessing capabilities, interconnection bandwidth) and located in a highly
mobile scenario, where environmental conditions are strongly variable. A
high adaptation capability is required in such a context. Adaptability is
obtained by exploiting the concept of scalability. An application of this
concept can be found, for example, in encoding-transmission-decoding
applications. The data stream is packetized according to the content of the
data to enable fast transmission of low-resolution but critical information,
followed by progressive transmission of additional details carried by addi-
tional data packets. The described mechanism provides means for recov-
ering the audiovisual information at its highest quality under the imposed
system resource constraints.
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Different scalability options can be available depending on the algo-
rithm characteristics and implementations like spatial resolution, quality
level, and temporal resolution of video and audio sequences. This enables
a variety of trade-offs between QoS and resource costs, such as memory
size, processing requirements, and power consumption, which we will
explore in this chapter.

32.2.1.1 Scalable Source Coding with Wavelets. To analyze the adapta-
tion opportunities allowed by modern multimedia applications, we give a
detailed example of scalable source coding using wavelets, which has been
extensively analyzed in [Chirila-Rus02]. Source coding is usually per-
formed as a preprocessing step before channel coding and modulation of
data to be transmitted to the network. Source coding is usually performed
by a complex compression algorithm characterized by frequency and tim-
ing domain decorrelation and successive coding.

Discrete cosine transform (DCT) is one of the most used decorrelators,
on which widespread adopted compression algorithms like MPEG-2 and
MPEG-4 are based. However, discrete wavelet transform (DWT) is gaining
importance because of its good intrinsic features like spatial and quality
scalability. In fact, it is currently adopted in multimedia standards like
MPEG-4 (in the area of visual texture coding) and JPEG2000 (JPEG — Joint
Photographic Experts Group).

Due to the high demand for scalable coding techniques that support
adaptation to varying environmental conditions, several solutions for scal-
able DCT coding have been proposed, but they are recognized to be unsat-
isfactory. These include MPEG-4 fine grained scalable (FGS) video coding
that provides only quality scalability at a cost of a bit rate overhead from
30 to 80 percent. Clearly, this leads to a higher transmission power, so that
the scalability in this case does not help. In contrast, wavelet transform
has intrinsic spatial scalability. The lowest resolution representation of the
original image can be successively refined until the original image size is
obtained without any cost in additional bandwidth requirements.

The wavelet transform (WT) provides a multi-resolution/multilevel data
representation of the original image, therefore supporting spatial scalabil-
ity. Each level of the WT is obtained by recursively decomposing the previ-
ous (Lowpass–Lowpass) resolution level into four subimages — the Low-
pass–Lowpass (LL), the Lowpass–Highpass (LH), the Highpass–Lowpass
(HL) and the Highpass–Highpass (HH) through associated Low- and High-
pass filters in conjunction with downsampling. The LL-subimages are often
referred to as DC images, whereas the LH-, HL-, and the HH-subimages are
called AC or detail subimages. The lowest resolution DC image, grouped
together with all AC subimages, creates the actual WT data structure,
which is as large as the original image. Starting from the DC image, successive
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higher resolutions of the image can be obtained by injecting the detail
images into the DC image.

Quality scalability is obtained through the bit plane structure. A single
bit plane collects all the digits of the same weight of different wavelet coef-
ficients. In essence, the digits of the radix M of the wavelet coefficients are
transmitted one by one, so that each coefficient (only the dominant ones,
see [Chirila-Rus02]) is separately and progressively transmitted through
successive quantization/approximation phases. Quality scalability is
obtained by decoding the wavelet data structure from the most significant
bitplane down to the least significant bitplane (Figure 32.1). As shown in
Figure 32.1, each bitplane contains information related to all the subim-
ages, so that quality and spatial scalability are independent.

A wavelet-based image encoder can generate a set of substreams that
can be used for a scalability target. The scalability can be spatial scalability
(targeting users with different display sizes), image quality scalability
(inherent to reduced processing power), or a combination of these two. To
better explain the use of these properties, let us consider the examples
taken in [Chirila-Rus02]. The authors use three different application sce-
narios. The first is characterized by two clients with different bandwidth
connections, one limited to 100 kilobits per second (Kbps), the other to 50
Kbps. If the goal is to transmit to both one image per second, a normal
approach consists in transmitting two separated bit streams, yielding a
total bit rate of 150 Kbps. However, using scalability, it can be transmitted
as only one stream of 100 Kbps, the first client decoding the complete bit
stream, while the second one only decodes half of the bit stream. To maxi-
mize image quality, DC data are put first in the stream, followed by the data

Figure 32.1. Wavelet Bitplanes
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belonging to higher significant bitplanes down to lower significant bit-
planes. In this way, the PSNR of the image is constantly growing, but the
most important information is transmitted at the beginning of the stream.

In a second application scenario, the authors consider two clients with
different display size and decoding processing power to show the effective-
ness of spatial scalability. The user with the bigger display decodes the full
bit stream and the other one decodes only a portion of the stream depend-
ing on the capabilities.

As a third application, the authors consider a broadcasting scenario
where both spatial and quality scalability can be exploited, because a sin-
gle bit stream can be sent and each client can be served depending on their
resources like bandwidth, display size, and processing power.

It can be seen from the previous discussion that several parameters can
be tuned to adapt the information produced by modern multimedia algo-
rithms to user terminal capabilities. In the following subsection, we will dis-
cuss some of the scalability opportunities available in MPEG-4 algorithm.

32.2.1.2 Scalable Source Coding in MPEG-4. MPEG-4 is an ISO/IEC stan-
dard being developed by MPEG. Although MPEG-1 standard was mainly tar-
geted to CD-ROM applications and the MPEG-2 for digital and high defini-
tion television, with higher quality as well as bandwidth requirements (2
megabits per second (Mbps) to 30 Mbps), the MPEG-4 standard primarily
focuses on interactivity, higher compression, universal accessibility and
portability of video content, with rates between 5 Kbps and 64 Kbps for
mobile applications and up to 2 Mbps for television and film applications.

MPEG-4 video supports all the functionalities provided by MPEG-1 and
MPEG-2, compressing rectangular-sized images at varying levels of input
formats, frame rates, and bit rate while providing better visual quality at
comparable bit rates. Furthermore, the MPEG-4 image and video coding
algorithms give efficient representation of visual object of arbitrary shapes
with the goal to support content-based functionalities. Each frame of an
input video sequence can be segmented into a number of arbitrarily
shaped image regions (called video objects [VOs]), each representing a
particular physical object or content within scenes [Zhao02].

MPEG-4 employs block-based motion estimation and compensation
techniques to efficiently exploit temporal redundancies of the video con-
tent in image sequences. The texture information is coded using the DCT
similar to previous MPEG standards.

MPEG-4 supports scalable coding, the technique allowing access or
transmission of VOs at various spatial and temporal resolutions. This
allows it to support receivers with different bandwidths or to provide a lay-
ered video bit stream amenable to prioritized transmission. Receivers can
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choose not to reconstruct the full resolution VOs by decoding subsets of
the layered bit stream to display the VOs at lower spatial or temporal res-
olution or with lower quality [Zhao02]. Both spatial and temporal scalabil-
ity are supported by MPEG-4. Here we focus on temporal scalability; later
we will survey a technique that exploits this property to improve energy
efficiency of the coding process.

Temporal scalability involves partitioning the video object planes
(VOPs) that can be defined as the VO in a determined time instant. VOPs
are partitioned into layers, where the lower layer is coded by itself to pro-
vide the basic temporal rate and the enhancement layer is coded with tem-
poral prediction on the lower layer. Similar to spatial scalability, temporal
scalability has an additional advantage in that it provides resilience to
transmission errors. Object-based temporal scalability can also be
exploited to allow control of picture quality by controlling the temporal
rate of each VO under the constraint of a given bit-budget [Zhao02].

32.2.2 Energy Scalability

Scalability properties of modern multimedia algorithms allow for adapta-
tion of multimedia content to characteristics of mobile devices. These
characteristics can be intended as computational and bandwidth capabili-
ties, but also as energy requirements. Hence, scalability can be exploited to
achieve a good trade-off between battery lifetime and QoS. Thus, energy
consumption can be reduced at the cost of a degradation of quality of the
multimedia content. However, not all algorithms scale well with respect to
energy.

This observation lead to the concept of energy scalability, that has been
introduced in [Sinha02] as the properties of algorithms to trade off compu-
tational accuracy (or quality, Q) with energy requirement (E). More pre-
cisely, an algorithm is said to be energy scalable if, when the available com-
putational energy is reduced, the impact on quality gradually reduces. The
concept can be extended to the total system energy.

Algorithms evidencing this property have a good E–Q behavior. The E–Q
behavior of multimedia applications can be modified to increase energy
scalability through algorithmic transformations. Clearly, energy overhead
due to these transformations must be small with respect to total energy
consumption.

The formalization of the concept of desirable E–Q behavior can be easily
introduced through the E–Q graph, which represents the function Q(E).
Here Q represents some quality metric (e.g., PNSR, mean square error) as
a function of the system energy.

Consider now two algorithms (I and II) that perform the same function.
II would be more scalable compared to I if:
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QII(E) > QI(E), ∀ E. (32.1)

The desired E–Q behavior described above can be easily expressed
through the Q(E) function. In fact, we would like a curve to maximally con-
cave downward (with respect to the energy axis), so that:

(32.2)

The E–Q behavior suggested by (32.2) is not always obtainable globally
(i.e., across 0 E Emax), however, in an average case, for a given energy avail-
ability, E, we would like the obtainable quality Q(E) to be as high as possi-
ble (Figure 32.2).

As an example of energy scalable application design, we can consider a
filtering application as reported in [Sinha02]. Finite impulse response (FIR)
filtering is one of the most commonly used digital (digital signal processor
[DSP]) operations, frequently used in multimedia applications. An N-tap
FIR filter is defined by:

. (32.3)

The filtering operation involves N to multiply and accumulate (Media
Access Control [MAC]) cycles. For desired E–Q behavior, the MAC cycles
that contribute most significantly to the output y[n] should be done first
(i.e., the larger in magnitude). A simple rule could be to sort the impulse
response in decreasing order of magnitude of its coefficients. Even if the
data sample multiplied to the coefficient might be so small as to mitigate
the effect of the partial sum, nevertheless, in an average case, the coeffi-
cient reordering by magnitude yields a better E–Q performance than the
original scheme [Sinha02]. The authors illustrate the scalability results for

Figure 32.2. Energy Scalability
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a low pass filtering of speech data sampled at 10 kilohertz (kHz) using a
128-tap FIR filter. Results on about average energy consumption per output
sample have been obtained on an Intel® StrongARM SA-1100 [Strongarm]
operating at 1.5 V voltage supply and 206 megahertz (MHz) clock fre-
quency. Comparing the original scheme to the reordered one, an improve-
ment of the E–Q behavior has been observed, even if input data fluctuations
lead to deviations from the ideal behavior suggested by [Acquaviva 03].

32.3 Adaptive Algorithmic Power Optimization

Based on algorithmic degrees of freedom discussed in the previous sec-
tions, several power optimization strategies can be found in literature.
They aim to trade off QoS for computational or communication power by
tuning power-related parameters. Computational power is saved by reduc-
ing the number of operations to be performed, while communication
power is reduced by acting on the bit rate. The rationale behind these tech-
niques is to adapt to characteristics of the multimedia workload to reduce
the quality penalty caused by parameter tuning. In essence, they try to act
on those parameters that show good energy scalability. Some of these pol-
icies may perform a resource management by configuring the underlying
hardware (both processor and peripherals) to adapt to the new computa-
tional and communication requirements. For example, processor fre-
quency and voltage can be adjusted to save system energy. Resource
power management requires hardware knobs allowing reconfiguration via
software. Recent processors for embedded systems have been designed in
a power-conscious way. As a result, several of today’s cores support differ-
ent software-tuneable frequency and voltage levels. Moreover, peripherals
are often characterized by multiple power states. For example, wireless
network interfaces can be configured in power save mode and their trans-
mission energy can be modulated upon software commands. Recent stud-
ies showed that also liquid crystal displays (LCDs) are power manageable
[Choi02, Gatti02].

Power optimization policies can exploit information from the environ-
ment to improve their adaptability. Thus, a multimedia application can be
seen as a component of a more complex system. It typically interacts
locally with the OS and remotely with a content provider (i.e., a remote
server). A typical example is given by a video capture system where, on the
server side, video frames grabbed by a camera are encoded before trans-
mission over a wireless network. At the client side, a decoding application
running on a palmtop plays back the decoded video sequence. A collabo-
rative power optimization technique can try for example to exploit server
knowledge of workload to reduce power consumption of the client system.
Examples of these policies have been presented in literature [Acquaviva03,
Chung02]. Other types of collaborative policies exploit the OS knowledge of
total system workload to perform a power efficient resource management.
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Such collaboration is mandatory in a multiprocessing system where
resources are shared among several applications.

Noncollaborative or stand-alone techniques are described below and
collaborative techniques are analyzed later in this section.

32.3.1 Stand-Alone Power Management

Adaptive power optimization techniques can be classified based on the
quantity they try to adapt to and the software or hardware knobs they
exploit to achieve adaptation. Adaptation can be performed on workload
(image size, resolution, video/audio content), network conditions (dis-
tance range, fading, multipath), user terminal characteristics (battery
level, display size, processing capabilities), and required QoS. Once an
adaptation parameter is established, achieving power efficiency through
adaptation is not straightforward because of: 

• The intrinsic difficulty to choose an adaptation step (it is obviously
not possible to continuously look at the adaptation parameter)

• A fine tuning of the regulation variable is not always possible
• The effects of the regulation on power consumption may be con-

trasting 

To clarify the last point, let us consider a compression algorithm. Improv-
ing communication energy efficiency by reducing the amount of data to be
transmitted requires more computational energy spent by the processor to
perform the compression task. The total energy balance must be evaluated
in this case if we are interested in increasing the battery lifetime of our
mobile device.

Workload adaptation is usually exploited to achieve a better usage of
communication or computational resources while matching some con-
straints on the output (bandwidth or QoS requirements). For instance, sev-
eral adaptive source coding algorithms look at the variable nature of input
data (image and audio characteristics, required QoS) to reduce the amount
of processing (which saves computational power) or to reduce the bit rate
(which saves communication power) while keeping the required QoS level.
Closed loop techniques may be used to this purpose. In the following, we
will summarize optimization techniques in literature in this area and we
will outline possible future research directions.

32.3.1.1 Adaptive Encoding Algorithms. Multimedia encoding algo-
rithms are exploited in mobile devices to perform data compression before
transmission to a remote machine and are aimed at reducing information’s
bandwidth requirements by reducing the bit rate. Even if lower bit rate
means low energy required for data transmission, the total system’s energy
may increase due to higher computational power.
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In this section, we first analyze a technique aimed at reducing processor
power through optimization of a computation intensive function of modern
encoders, then we discuss techniques that try to reduce communication
power by adaptation of source coding and transmission rate.

32.3.1.1.1 Adaptive Motion Estimation. In [He97a], a low-power motion
estimation algorithm that exploits adaptive pixel truncation is presented.
Motion estimation is a computational intensive task in widely used digital
pulse code modulation/discrete cosine transform (DPCM/DCT) compres-
sion schemes to estimate the motion vector of a particular macro-block.
Instead of transmitting the compressed pixel data, only the motion vector
and the prediction error are coded and transmitted. This greatly reduces
the temporal–spatial redundancy and the number of bits required to repre-
sent the macro-block. To reduce the complexity and the power consump-
tion of the motion estimation, a bit truncation technique can be used. In
fact, in [He97b], it has been shown that the incoming image pixel value can
be truncated by four without significant degradation in the algorithm per-
formance, which is measured by the PSNR of the images. The adaptive
approach proposed in [He97a] consists of determining the number of trun-
cated bits in real-time depending on the quality of the picture. If the accu-
racy is too low, the prediction error will accumulate and the magnitude of
data feed to the quantizer is large. To maintain a constant bit rate, a large
quantization step size is required, which degrades the picture quality. In
the proposed adaptive scheme, the number of truncated bits will then be
reduced by masking fewer least significant bit (LSB) bits. To determine the
image quality, instead of directly measuring the PSNR, the quantization
step size is observed. This scheme tries to achieve a better trade-off
between power consumption and picture quality. A different approach has
been presented by [Minocha99], where the motion estimation algorithm is
dynamically adapted to input data in order to save memory accesses and
arithmetic operations.

32.3.1.1.2 Adaptive Source Coding and Transmission. Several techniques to
reduce the transmission energy have been presented by researchers
[Eisenberg02, Lan97]. In general, these techniques try to achieve an opti-
mal trade-off between energy consumption and quality of the resulting
media information, especially in the video domain. In a recent work, Eisen-
berg et al. proposes an adaptation approach where the source coding
parameters are adjusted jointly with transmission rate and transmission
power. The authors considered the problem of compressing a video
sequence for transmission over a wireless channel and formulate a general
optimization problem for minimizing the energy required for transmitting
the video under distortion and delay constraints [Eisenberg02]. At the
source coding level, the authors act on error resilience and concealment
techniques and at the communication level they consider transmission
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power and transmission rate adaptation. In the formulation of the optimi-
zation problem, the following assumptions are made: 

• Delay constraints translate in constraints on the bit rate for each
packet k (Bk), which depends on coding parameters for that packet
(µk) and on transmission rate (Rk)

• The frame distortion (Df) depends both on how the video is encoded
(quantization) and transmitted (transmission rate, power)

• The frame delay (Tf) depends on the number of bits used to transmit
each packet of the frame (Bk) and the packet transmission rate (Rk)

• The distortion can be measured at the transmitter
• The transmission power can be adjusted at run-time

Formally, the objective can be written as:

, (32.4)

subject to: Df({µk, Pk, Rk}) ,

and .

The packet loss adaptation (variable packet loss [VPL]) is based on
jointly controlling transmission power and source-coding parameters by
adapting to the characteristic of the video sequence to achieve energy effi-
ciency. The expected distortion is computed. If this distortion is tolerable
when a packet is lost and concealed, then the mobile device can save time
and energy by not transmitting the packet. The encoder forces the decoder
to conceal a packet using information from neighboring packets. The con-
straints on the distortion are met because the mobile device is able to vary
the transmission energy in response to variations in the source content.
During periods of high visual activity (such as scene changes) the receiver
has more difficulty concealing lost packets. However, by simultaneously
adapting the source coding and transmission power, the mobile device can
provide more protection to packets during these periods.

Transmission rate adaptation (variable rate [VR]) takes place by simul-
taneously adapting transmission rate and source coding. Less transmis-
sion energy is used by decreasing the transmission rate when channel fad-
ing is large, while the transmission rate is increased when the channel
fading is small. To provide high video quality, more bits are required to
encode each frame. Therefore, to meet delay constraints, higher transmis-
sion rates are needed to decrease the expected distortion.
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Comparative results (based on simulations) with respect to fixed packet
loss (FPL) and fixed rate approaches show that the adaptive approach can
significantly improve the energy efficiency of the mobile device.

32.3.1.1.3 Adaptive MPEG-4 Encoding Parameter’s Tuning. In  the previous
section, we described how the MPEG-4 coding standard allows for scalable
coding. Now we show how this property can be exploited to optimize
power consumption. In [Zhao02] several factors and their impact on power
consumption are studied. In particular, the focus is on quantization level,
number of bidirectional video object planes (B-VOPs), the error resilience
technique used, content-based coding, and spatial and temporal scalability.

As described in previous section, the MPEG-4 algorithm supports three
coding modes (I-VOP, P-VOP, B-VOP). B-VOP gives the smaller average bit
number per VOP, because of the bidirectional prediction. As reported in
[Zhao02], the quantization parameter (QP) related to B-VOP affects the
PSNR less than I-VOP and P-VOP. In addition, B-VOPs are the least impor-
tant among the three, because no other VOPs depend on them. From these
considerations, B frames can be coarsely quantized to improve the com-
pression ratio with little loss in visual quality.

By implementing this policy, 79 percent, 86 percent, and 88 percent of
energy savings can be obtained on average for transmitting I-, P-, and
B–VOPs, respectively [Zhao02].

Another characteristic of MPEG-4 that can be exploited to reduce power
consumption is that a video frame can be segmented into a number of VOs
and encoded separately. Separate decoding and reconstruction of the
objects allow the interoperability and manipulation of content of the orig-
inal scene by simple operation on the bit stream. This is called con-
tent-based functionality. Because a video object has an arbitrary shape,
the shape information must also be encoded and transmitted. Even in
[Zhao02], authors compare the communication energy spent by decoding
an image sequence encoded as a single object with respect to the energy
spent by decoding the same sequence where the image is decomposed into
two objects. The results show that the communication energy (propor-
tional to the total number of bits in the bit stream) and the computational
energy increase significantly when multiple video objects are encoded.
This can be exploited for adaptive power minimization. In fact, when the
time-varying residual battery energy of a mobile device attains a certain
threshold, which could trigger the power saving mode, it is possible to opt
for a low quality video stream to reduce computational energy. This can be
achieved by sacrificing the quality of less important objects when multiple
video objects are coded and transmitted. This is better than sacrificing the
quality of the total frame when only one video object is coded. For
instance, if the background information does not change substantially, it
can be encoded in a lower frame rate and with less detail. Results are
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reported related to a case in which fewer details of the background of a test
video sequence are encoded and transmitted. Savings in both communica-
tion and computation energy can be obtained.

Temporal scalability in MPEG-4 as described above can also be
exploited for low-power communication needs. For example, the base
layer can be encoded with a frame rate half of the frame rate used for the
enhancement layer. The latter can be the same frame rate as with no scal-
ability. Results presented in [Zhao02] based on simulations point out that
scalable encoding enables the control of total energy subject to quality
constraints.

32.3.1.2 Adaptive Decoding Algorithms. Mobile devices run decoding
algorithms to play back audio/video information either stored on a local
memory or transmitted by a remote server in a compressed format. To
achieve a continuous playback to guarantee the quality of the video and
audio reproduction, the decoding process must periodically produce a
determined amount of data, depending on the output data rate and the
characteristics of the playback sequence (sample rate for audio, frame
rate, image size, and resolution for video information). Energy efficiency of
the decoding process can be enhanced by performing a power-aware com-
putational resource management. Adaptive techniques can try to reduce
the processor speed (and, consequently, the voltage) while matching
real-time constraints (just-in-time computation). Buffering techniques may
be exploited when designing multimedia applications to further relax time
constraints.

In the rest of this section, we present an adaptive speed setting algo-
rithm for streaming applications and a buffer insertion technique to
enhance dynamic processor clock and voltage scaling.

32.3.1.2.1 Adaptive Clock/Voltage Setting. To reduce the computational
power at the decoder side, multimedia algorithms can exploit speed/volt-
age scaling capabilities of modern microprocessors. Clock speed reduction
by a factor of s allows scaling down voltage as well, thus leading to energy
reduction by a factor of s3 [Chandrakasan92]. However, slowing down the
processor speed lead to a performance drop and for this reason it must be
done in a workload adaptive way to avoid deadline misses that may cause
degradation of the playback quality.

Several DVS techniques suitable for multimedia workloads have been
presented in the past. In [Simunic01], the authors propose a method to
estimate the interarrival time of MPEG audio and video frames from the
network that are used to apply a dynamic voltage scaling policy. In
[Delaney02], a DVS policy has been exploited to reduce the energy con-
sumption of a speech recognition front-end running on a wearable device.
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It has also been stated by Acquaviva et al. that for real-time multimedia
streaming applications, a speed-setting approach with no voltage scaling
can also lead to consistent energy reductions [Acquaviva01]. This is in con-
trast with the common assumption that speed-setting is effective only
accompanied by an adequate voltage-setting policy. Of course, if voltage is
scaled with frequency, more power can be saved, but the point here is that
this is not a forced choice.

Speed-setting effectiveness depends on the workload characteristics
and the system’s architecture (both hardware and software). It reduces the
costs of memory latency in terms of CPU wait states, hence, in execution
dominated by memory access (high miss rate) and where memory latency
is higher, this technique is more effective [Bellosa99]. In addition, from a
system energy perspective, because the CPU clock often feeds other
on-chip components, additional system power can be saved by reducing
useless work on these as well (even if in some cases they implement power
down and gated clock strategies).

Idleness can be classified as implicit idleness and explicit idleness. The
first identifies CPU idleness dispersed among useful operations (mainly
during memory wait cycles on cache misses). This term varies with fre-
quency: because memory access time is fixed, adjusting the frequency
involves variations in number of wait states in a bus cycle. This happens
when (as usual) the CPU is not the speed limiting element. The second is
due to coarsely clustered idle cycles. Explicit idleness is quite common in
practice. When the execution time is fixed, as in the case of real-time con-
strained algorithms, making a computation faster involves the need of stor-
ing the results of computation in a buffer waiting for some event external
at the CPU. During that time, the CPU experiences idleness, which can be
eliminated without affecting the algorithm effectiveness by increasing the
time spent in useful operations, that is, by lowering the CPU frequency.
Explicit idleness can be reduced also by putting the processor in a
low-power state while waiting and restoring the running state when the
external event arrives (i.e., an external interrupt), but in this case, it is
needed to account for the time and energy overhead needed to shut down
and wake up the CPU.

An implementation that exploits this concept has been used in a
low-power MPEGI-layer3 audio decoding algorithm capable of adapting to
the bit rate and sample rate of the input audio stream. Based on these two
parameters, the algorithm chooses the lowest possible frequency that
allows matching real-time constraints imposed by the audio playback rate
[Acquaviva01].

In practice, the real-time constraints are represented by a frame rate
(FR) requirements, which is the number of MPEG Audio Layer-3 (MP3)
761
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frames that must be elaborated by the processor in the time unit to guar-
antee continuous audio play back. The minimum frequency that guaran-
tees to match real-time constraints is found by looking at a FR(f) curve. For
a given clock frequency, the achievable FR strongly depends on the bit rate
(br) and sample rate (sr) of the compressed stream. This makes it possible
to identify experimentally a set of three FR(f) curves (FRA, FRB, FRW) that
represent, for a given br and sr, the best case, average case, worst case FR
curves. By intersecting these curves with the required FR, a range of fre-
quencies is determined (fmin to fmax) that can be used to clock the proc-
essor. The lower frequency value in the range allows for large energy reduc-
tions and the higher value guarantees the required FR. The effectiveness of
the policy is given by the fact that the obtained frequency range is short,
as shown in Figure 32.3.

It is important to stress that the FR(f) curves are not linear in general.
This is because the memory system and interfaces do not speed up like the
processor with increasing clock frequency. The slower the speed of the
external hardware (e.g., memory access time), with respect to the proces-
sor, the flatter the performance curve, and the greater can be the effective-
ness of the speed-setting policy.

Other than the hardware characteristics, the shape of the curve
depends on the ratio between the computation time spent inside the CPU
and that spent outside the CPU. Considering the nonideality of the external
memory, this can be expressed also as the ratio between the external
accesses and the total memory accesses, which in turn is equal to the
cache miss rate.

Figure 32.3. Frequency Setting Curves
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Results of the implementation of this policy on a wearable computer
prototype show the total energy cost of decoding a compressed audio
stream with different levels of compression and bit rate. In the x–y plane
are the points corresponding to different versions of the audio stream,
while on the z-axis is the energy consumption when the policy is applied.
The results show how our algorithm adapts to workload, consuming less
energy when computational load decreases. This behavior is in contrast
with the one of the unutilized algorithm, which consumes less energy when
bit rate and sample rate increase. This behavior is explained considering
that in idle intervals the CPU spends a lot of power polling a synchroniza-
tion variable. When the workload is higher, the CPU spends more time in
decoding instructions, which are less power-expensive (Figure 32.4).

32.3.1.2.2 Improving Energy Scalability through Buffer Insertion. Applications
can be modified to better exploit clock scaling capabilities of underlying
hardware. Actual energy consumption can be reduced with a negligible hit
in performance, thus improving energy scalability. As an example on how
this concept can be exploited in decoding algorithms, we examine the
approach taken by Lu et al. They presented a design approach for a multi-
media application that requires constant output rates and sporadic jobs
that need prompt responses. The method is based on splitting it into
stages and inserting data buffers between them [Lu02]. Data buffering has
three purposes: 

Figure 32.4. Energy as a Function of Bit Rate and Simple Rate
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1. To support constant output rates
2. To allow frequency scaling for energy reduction
3. To shorten the response times of sporadic jobs

The authors construct a frequency assignment graph where each vertex
represents the current state of the buffers and the frequencies of the pro-
cessor. The authors develop an efficient graph-walk algorithm that assigns
frequencies to reduce energy. The same method can be applied to perform
voltage scaling and the combination of frequency and voltage scaling.

The proposed technique is aimed at reducing power by dynamic fre-
quency scaling on processors that have only finite frequencies through
data buffer insertion in multimedia programs. Data is processed and stored
in the buffers when the processor runs at higher frequency. Later, the pro-
cessor runs at a lower frequency to reduce power and data is taken from
the buffer to maintain the same output rate. Before the buffers become
empty, the processor begins to run at a higher frequency again.

Buffering can also shorten the response time of a sporadic job, if there
is enough data in the buffers. In fact, the processor can handle a sporadic
job without affecting the output rate of the multimedia program.

The authors’ experimental results on a StrongARM-based computer
show that four discrete frequencies are sufficient to achieve nearly maxi-
mum energy saving. The method reduces the power consumption of a
MPEG program by 46 percent. The authors also demonstrate a case that
shortens the response time of a sporadic job by 55 percent.

32.3.2 Collaborative Power Management

Even if multimedia algorithms can be designed to address low-power
requirements, often a stand-alone approach is not enough to satisfy tight
power constraints imposed by battery-operated devices. Collaborative
techniques may be used in this case to develop more aggressive power
management techniques. In addition, collaborative techniques are manda-
tory in some cases. In fact, considering for example, algorithms that per-
form dynamic voltage/clock processor scaling, they are supposed to run
alone in the system. Furthermore multimedia applications often run in a
multiprocessing environment, where hardware resources are shared
among different processes. In such a context, resources management must
be coordinated by the OS that knows the needs of all active applications in
the system.

Collaboration can be used also to enhance the adaptation by exploiting
workload knowledge provided by surrounding systems interacting with
the device running the application. In particular, often mobile devices com-
municate with a remote machine to download video and audio content for
real-time streaming purposes. The remote server application can provide
opyright © 2005 by CRC Press
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workload information allowing for effective power management decision at
the client side. In a multiclient environment, the server can also implement
a power-aware scheduling strategy. These kinds of techniques are
well-suited for hot spot servers that must handle connections with several
clients providing them heterogeneous data streams.

Collaborative policies may target the reduction of both communication
and computational power, as we will describe in the rest of this section.

32.3.2.1 Operating System Collaborative Techniques. Multimedia pro-
cessing in portable and embedded devices such as cell phones, wireless
terminals, handhelds, and PDAs is often done under the control of OSs
(either general purpose or real-time). An OS coordinates resource access
(peripherals, CPUs, and memories) for all the applications. Because a mul-
timedia workload translates in application resource requirements, the OS
can perform adaptation by monitoring the usage of resources and by selec-
tively configuring their power states. Current OSs implement simple poli-
cies based on time-out triggered by user interactions or on CPU current uti-
lization. More advanced policies have been proposed from researchers
aimed at exploiting characteristics of the multimedia workload and appli-
cations [Chandrasena00, Pouwelse01, Qu00]. In the rest of this section, we
examine two techniques. The first is a predictive technique that exploits
characteristics of multimedia workloads without performing any explicit
information exchange between the application and the OS. The second
technique is based on communication of resource requirements from
applications.

32.3.2.1.1 Predictive Technique for Multimedia Workload. Kumar et al. pro-
posed a modification of a real-time operating system (RTOS) kernel to per-
form power-aware scheduling of multimedia tasks that exploit the inherent
tolerance of many multimedia applications to lost data samples due to fac-
tors like communication noise or network congestion [Kumar01]. This tol-
erance is used as an immunity noise margin that mitigates the effects of a
wrong adaptation. In fact, the proposed strategy is based on a DVS tech-
nique that uses a history of the actual computation requirements of the
previous instances of a task to predict the computation required by the
next instance. The prediction may have an error that may result in an
underestimation that may lead to a deadline miss. The tolerance to a small
percentage of missed deadlines can be exploited to do an aggressive DVS.

Results of the application of the prediction strategy on a MPEG player
are shown in Table 32.1. Power reduction achieved by two prediction strat-
egies is shown. The number of frames missing their deadlines for the sec-
ond strategy (row II) is much smaller compared to those of the first strat-
egy (row I). This enhancement has been obtained by considering that I
frames in MPEG are important parts of the sequence, so the prediction has
opyright © 2005 by CRC Press
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been restricted to when P frames are about to be decoded. I frames are
assumed to take always their worst case time to decode. Refer to
[Kumar01] for a more detailed explanation of the prediction strategies.
Summarizing, in both cases, significant power reduction can be obtained
using prediction strategies in the OS scheduler.

32.3.2.1.2 Application-Assisted Technique. The technique described above
does not involve any explicit information exchange between applications
and OSs, because it tries to exploit their intrinsic features. A different
approach is taken by Yuan and Nahrsted that proposes a middleware
framework in which applications explicitly provide resource needs and
receive feedback from the middleware [Yuan01a]. The middleware coordi-
nates the processor/power resource management (PPRM) and has four
major characteristics: 

1. Provides a power-aware resource reservation mechanism, where
admission control is based on the processor utilization and power
availability

2. Adjusts the speed and corresponding power consumption of the
processor upon events, triggered by the change of the system work-
load or power availability

3. Updates reservation contracts of multimedia applications to maintain
their resource requirements while adjusting the processor speed

4. Notifies applications about the change of resource status to enable
them to adapt their behavior and complete tasks before power runs
out

The architecture of the middleware is shown in Figure 32.5. The OS exports
hardware resources (such as processor and power) status to the middle-
ware layer, which receives resources requests from applications. The mid-
dleware layer consists of three major components — the Dynamic Soft
Real-Time (DSRT) processor scheduler [Yavatkar95], the power manager,
and the coordinating PPRM framework.

The DSRT scheduler allows multimedia applications to reserve proces-
sor resources and corresponding power resources and monitors the sys-
tem workload. The power manager monitors the power availability (i.e.,

Table 32.1. Power Reduction Obtained with the Predictive Policy

Row 
Number

Power Reduction 
Compared to Full 

Power Mode

Power Reduction 
Compared to Low 

Mode without 
Prediction

Number of 
Deadlines 

Missed

I 95% 60% 33%

II 90% 30% 10%
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remaining battery lifetime) and the processor power consumption. The
coordinating PPRM framework:

• Determines polices on how to adjust reservations according to
power availability

• Uses the corresponding polices to differentiate applications in case
of low power availability

• Adjusts the processor speed to achieve minimum wasted energy
• Notifies application, if it cannot extend the battery life and meet the

processor resource requirements of applications under low power
availability

The main characteristic of the DSRT scheduler is that it provides a
power-aware resource reservation mechanism that separates soft
real-time multimedia applications from best effort applications and statis-
tically multiplexes processor resources between them. Each real-time
application reserves a certain amount of processor resource, required
capacity, CRE (as explained below), and the real-time workload is the sum
of the required capacity of all admitted real-time applications in the sys-
tem. The best-effort workload is limited by the available unreserved pro-
cessor resource. On the other side, multimedia applications make proces-
sor resource reservations through the power-aware reservation
specification in [Yuan01b], as shown in Table 32.2.

It must be noted that the parameter duration is used to determine if the
power is enough for the application to finish its task. The other important
component of this approach is the coordinating algorithm. It dynamically
adjusts the speed of the processor to meet the following goals:

• Ensuring enough power availability for all admitted multimedia
applications (that is, the battery can last for the maximum duration
of all multimedia applications)

Figure 32.5. Middleware Architecture of PPRM Framework

Application
Layer

Middleware
Layer

OS 
Layer

APPLICATIONS

DSRT
SCHEDULER

COORDINATING 
PPRM FRAMEWORK

POWER
MANAGER

OPERATING SYSTEM
opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

                                                    

AU1971_book.fm  Page 768  Thursday, November 11, 2004  10:08 PM

C

768

• Allocating the required capacity of processor resource to each mul-
timedia application under high power availability

• Reducing the required capacity CRE to weight*CRE for each multimedia
application and notifying applications under low-power availability

• Running the processor as slowly as possible to save energy while
meeting the above goals

Meeting the processor/power resource requirement of a soft real-time
application means that the required capacity of processor resource can be
allocated to the application and the power availability is enough for the
duration of the application. Note that a certain amount of processor
resource is shared among all best-effort applications to protect starvation
for best-effort applications.

Here we report the experiment presented in [Yuan01a] to better illus-
trate how the proposed policy works. The experiment has the following
steps:

1. For the first 16 seconds, there is no real-time workload, so the
processor runs at the slowest speed 300 MHz and best-effort appli-
cations can use all processor resources.

2. At time 17, the mpegplay program requests to reserve (utiliza-
tion 60 percent, speed 300 MHz, weight 0.9, duration 600 sec-
onds) 4 and the required capacity is 60%*300 MHZ/600 MHZ = 0.3.
This reservation request can be admitted without adjusting the pro-
cessor speed.

3. At time 41, the math program requests to reserve (utilization
80 percent, speed 300 MHz, weight 0.6, duration 100 seconds)
and the required capacity is 80%*300 MHZ/600 MHZ = 0.4. The coor-
dinating policy adjusts the processor speed to 500 MHz to admit
this reservation request with new utilization 48 percent. It also

Table 32.2. Power-Aware Reservation Specification

Parameter Meaning

class Periodic constant processing time (PCPT) or periodic variable 
processing time (PVPT) [PARSEC97].

period Inform the scheduler when to release a new job, which must be 
finished before a deadline.

utilization How much percentage of processor resource to reserve.

speed Context for utilization (request utilization percentage 
when the processor runs at speed).

duration How long the application lasts.

weight Importance of the application under low power availability.
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updates the reservation contract of the mpegplay with new utiliza-
tion 36 percent to maintain its required capacity.

4. At time 89, the power manager finds that the actual power availabil-
ity is 400 seconds and not enough for the mpegplay program.
Therefore, the coordinating policy adjusts the required capacity of
mpegplay to 0.3*0.9 = 0.27, and the required capacity of math to
0.4*0.6 = 0.24. Then it slows down the processor to 400 MHz, and
allocates new utilization 40.5 percent and 36 percent to mpegplay and
math, respectively. The predicted power availability is 400 sec-
onds*1.5W/0.9W = 666.6 seconds, which is enough for both programs.

Figure 32.6, adapted by [Yuan01a], reports the utilization and the required
capacity as a function of time for the proposed example. Summarizing, the
authors show that a percentage of 39.5 percent of energy can be saved.

The presented technique presents good evidence that when applica-
tions provide their resource requirements to power-aware OSs, better
power efficiency can be achieved with respect to predictive techniques.

32.3.2.2 Server -Assisted Collaborative Techniques
32.3.2.2.1 Communication Energy Optimization. Mobile devices are often

used as playback clients connected by a wireless link to a remote content
provider. The energy spent by the wireless network interface card to
receive streaming data can strongly affect battery lifetime. Other than for
actually downloading useful data, a consistent part of this energy is spent
by the card in idle state while listening for the channel or to receive broad-
cast traffic.

The application server, based on its knowledge of workload and traffic
shape, may provide information to the clients to selectively shut down
their network interfaces. The effectiveness of such an approach has been
recently explored in a wireless local area network (WLAN) environment
[Acquaviva03].

Figure 32.6. Example of Application of PPRM Framework
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In this work, the authors present a power management infrastructure
composed by a couple of power manager modules, local and remote. The
local power manager provides an Application Programming Interface (API)
to power related parameters of the system. In particular, it can control
WLAN power states (off, doze, active), CPU speed, and power states
(active, idle, sleep).

This interface can be exploited to implement a server controlled power
management strategy. The proposed technique exploits the server knowl-
edge of the workload, traffic conditions, and feedback information from the
client to minimize WLAN power consumption. Two entities are defined —
a server power manager (server PM) and a client power manager (client
PM). Both are implemented as a part of the Linux® OS and they provide the
power control interface to the applications. Server PM uses the informa-
tion obtained from the client and the network to perform energy efficient
traffic reshaping so that WLAN can be turned off. Client PM communicates
through a dedicated low-bandwidth link with the server PM and imple-
ments the power controls by interfacing with the device drivers. It also pro-
vides a set of APIs that client applications can use to provide extra infor-
mation back to the server.

The communication protocol between server and client is shown in Fig-
ure 32.7. Power control commands are issued by the server PM, inter-
preted by the client PM, and translated in the appropriate device driver’s
function calls. Upon request from the server PM, device specific informa-
tion is fetched by the client PM through device driver’s calls. In addition,

Figure 32.7. Communication Framework
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the application specific information can be retrieved by the client PM via
application API calls (Figure 32.8).

The server PM achieves energy reduction at the wireless interface card
of the client by means of traffic reshaping and controlling power states of
the card. It schedules the transmission to the client in bursts in order to
compensate for the client’s performance and energy overheads during the
transitions between the card’s on and off states. The client’s WLAN card is
switched off once the server has sent a burst of data that will keep the cli-
ent application busy until the next communication burst. Burst size and
delay between bursts must be precomputed at the server. The goal is to
have a delay large enough to almost empty the client input buffer and small
enough burst size to avoid overflow while keeping the buffer sufficiently
filled. An illustration of the shut-off policy is shown in Figure 32.9. The hor-
izontal axes represent the time. In the upper axis, the network traffic is rep-
resented; in the lower axis, the power management decisions made by the
server are represented.

When the server decides to transmit (gray boxes) the WLAN is switched
on; when the server stops the transmission the WLAN is switched off
(down arrow in the lower axis), thus discarding the broadcast traffic (down
arrows in the upper axis). Before beginning a new transmission time inter-
val, the server wakes up the WLAN (up arrow in the lower axis).

The only parameters needed by the server to implement this policy are
the burst size and time between bursts, which determines the time the
card is in off state. The burst size has been established as the largest value
as possible to avoid overflow conditions in the access point (AP) buffer or
the application buffer, whichever is smaller. The burst delay can be com-
puted by exploiting the server’s knowledge of MPEG-4 frames composition
(i.e., the number of packets needed to compose a video frame). This num-
ber may be strongly variable depending on the characteristics of the video
sequence.

Figure 32.8. Example of Application of the Server Assisted Policy
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Experimental results performed on two benchmarks are presented in
Figure 32.9. The y-axis presents the average power consumed by the WLAN
card when receiving the MPEG-4 stream for different burst sizes and for
medium broadcast traffic conditions. The experiment has been performed
in three different situations: 

1. WLAN always on
2. WLAN with only IEEE® 802.11b PM
3. WLAN controlled by the server 

As shown in Figure 32.9A, for the first benchmark the server controlled
approach (darker plot) saves 67 percent of average power compared to
leaving WLAN always on (grey plot) and 50 percent compared to the
default 802.11b PM (light plot). The average power savings increase as the

(a)

(b)

Figure 32.9. Results of the Remote Power Control Policy
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burst size increases because that enables longer times between bursts and
thus better compensation for the transition delay between the WLAN’s on
and off states. Note that in all three cases the video plays back in the same
amount of time, as it continues to be real-time. Thus the reported average
power savings directly correspond to energy savings. For the second
benchmark (Figure 32.9B), the savings are smaller because the delays are
very short and in some cases the card cannot be switched off. However, we
are still able to save 41 percent of power with respect to leaving the card
always on and 15 percent with respect to the standard 802.11b power man-
agement protocol with bursts of 80 packets. It can be observed that for this
benchmark a burst size smaller than 50 packets cannot be used, because
the computed delays are too short and the card can be never switched off.

32.3.2.2.2 Computational Energy Optimization. Server knowledge of work-
load can be exploited also to reduce computational energy of the client.
Chung et al. implemented a collaborative technique enabling adaptive
dynamic voltage scaling in MPEG decoders [Chung02]. The author’s
approach is similar to [Acquaviva01] (described in Section 32.3.1.2) and it
is based on the fact that many multimedia applications have a periodic
property, but each period shows large variation in terms of its execution
time. Exact estimation of such variation is a crucial factor for low-energy
execution with DVS technique. Although noncollaborative DVS techniques
focus only on client sites and their quality heavily depends on the accu-
rateness of worst execution time estimation, in a server-assisted approach,
the contents provider supplies the information of the execution time vari-
ations in addition to the content itself. This makes it possible to be DVS
independent from worst case execution time estimation. The extra work
required for the contents provider for this purpose is fully compensated by
the benefits for the end users because single content is often provided to
many users.

The policy is based on the observation that decoding costs computed
on different architectures show similar behavior.

The decoding cost of each frame is its decoding time normalized to that
of the first frame of the sequence. Figure 32.10A shows the decoding cost
of the first 30 frames of a video clip (cindy, 80x60). It can be observed that
the decoding cost in each system varies in the similar direction. In other
words, the decoding time ratio between two different frames is much less
sensitive to system architecture compared to the absolute decoding time.
Thus, decoding cost is more appropriate information rather than decoding
time to consider various client system architectures for DVS.

Suppose that the reference system of the contents provider is Simple-
Scalar and the client systems are ST200 and Strong ARM. Then the decod-
ing costs of two client systems (actual decoding costs) can be obtained by
opyright © 2005 by CRC Press
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scaling the decoding cost of SimpleScalar. The scaling factor can be com-
puted by measuring the decoding times of a few frames on each client sys-
tem. Although decoding costs show similar variations, the difference at

(a)

(b)

Figure 32.10. (A) Decoding Costs (B) Ordered Decoding Costs
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each frame is not a constant. Thus, decoding cost translation should con-
sider the nonlinear relation between decoding cost and actual decoding
cost. This must be handled by the clients as explained later.

The construction of a decoding cost table is needed to translate in the
decoding cost to the actual decoding cost. Due to the nonlinear relation-
ship between the decoding cost and the actual decoding cost, single scaling
factor is not sufficient and a piecewise linear model is appropriate for the
translation, as shown in Figure 32.11B. The important observation is that
similar decoding costs can use the same scaling factor to approximate
their actual decoding costs with acceptable error ratio.

The developed DVS algorithm exploits all these observations by con-
structing a DVS table to map each clock frequency and supply voltage pair
to the appropriate actual decoding cost, as explained in [Chung02]. Sum-
marizing, the algorithm works as follows. The first frame is decoded at full
speed, then for the other frames, the MPEG decoder computes the actual
cost of the current frame using the scaling factor selected from the cost
scaling table. If the scaling factor is not yet computed, the decoder goes to
a learning phase where the current frame is decoded at full speed and its
decoding time is measured and compared to the decoding time of the first
frame to find out the appropriate scaling factor. Next, the voltage and clock
frequency pair is selected from the DVS table.

Experimental results show the effectiveness of this policy by means of
comparison with the oracle DVS. The oracle is able to predict the exact

Figure 32.11. Results for the Server Assisted Policy
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decoding time for each frame thus providing an upper bound to the DVS
performance.

32.4 Conclusion

In this chapter, we focused on adaptive techniques to improve energy effi-
ciency of mobile devices handling multimedia workloads. By analyzing
current multimedia algorithms and trends for their development, we
described available software degrees of freedom and those actually
exploited by state-of-the-art optimization techniques. The conceptual flow
we follow for description and classification purposes can be summarized
in Figure 32.12.

To achieve adaptiveness to multimedia workload, algorithms are
required to be scalable. Scalability involves the possibility to trade off qual-
ity of media content with utilization of computational and communication
resources. This enables the development of power management strategies
that try to save power by selectively configuring the underlying hardware
to match the utilization profile. To perform this matching, power manage-
ment strategies can exploit information at different layers. Stand-alone
techniques rely on information given by the algorithm itself; collaborative
techniques exploit information from the environment represented by the
OS (local management) or by a remote application like a media content
provider (distributed management). All of these approaches can be
exploited to achieve both computational and communication power opti-
mization as shown in this chapter.

Figure 32.12. Scheme of the Chapter
opyright © 2005 by CRC Press
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Chapter 33

Energy-Aware Web 
Caching over Hybrid 
Networks
Françoise Sailhan and Valérie Issarny

Abstract

A terminal’s latency, connectivity, energy, and memory are the main char-
acteristics of today’s mobile environments whose performance may be
improved by caching. In this chapter, we present an adaptive scheme for
mobile Web data caching, which accounts for congestion of the wireless
network and energy limitation of mobile terminals. Our main design objec-
tive is to minimize the energy cost of peer-to-peer communication among
mobile terminals so as to allow for inexpensive Web access when a fixed
access point is not available in the communication range of the mobile ter-
minal. We propose a collaborative cache management strategy among
mobile terminals interacting via an ad hoc network. We further provide
evaluation of the proposed solution in terms of energy consumption on
mobile devices.

33.1 Introduction

The limited capabilities of handheld mobile terminals, including smaller
display and limited processing power and memory, complicate direct
access to content. A solution to this issue lies in the use of proxy agents
that adapt the content according to the capacities of the mobile terminals,
implementing techniques like data compression and filtering, and format
conversion. The proxy architecture is based on a centralized scheme that
is well-suited to infrastructure-based wireless networks. Infrastructure-
based networks are characterized by the deployment of base stations (also
referred to as infrastructures), which handle traffic to and from mobile ter-
minals in their transmission range. In the context of a proxy-based archi-
tecture, the base station forwards messages for mobile terminals to the
0-8493-1971-4/05/$0.00+$1.50
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proxy. Then, the proxy becomes a bottleneck when there are a large num-
ber of mobile terminals. In addition, the centralized approach imple-
mented by the proxy architecture is not suitable for highly dynamic net-
works, such as ad hoc networks that do not involve any infrastructure in
the communication scheme. Instead, mobile terminals communicate
directly using peer-to-peer communication. Ad hoc networks enable
mobile terminals to cooperatively form a dynamic and temporary network
without any preexisting infrastructure. Hence, this is a cheap solution. In
general, ad hoc and infrastructure-based networking should be seen as
complementary rather than as competitive. Ad hoc networking is more
convenient for accessing information available in the local area and possi-
bly reaching a wireless local area network (WLAN) base station, which
comes at no cost for users. Ultimately, the user may decide to pay for com-
munication using wireless global networking facility, if the connectivity
using the WLAN happens to be bad.

The issue that we are addressing is setting up an ad hoc network of
mobile terminals that cooperate to exchange data and more specifically
Web data. Hence, this enables Web access at no financial cost for mobile
users. Our solution lies in implementing a cooperative caching strategy
among mobile terminals over the ad hoc network. The proposed caching
strategy has the potential to significantly reduce latency and hence user-
perceived delays and to further reduce the bandwidth utilization, by not
requiring systematic Internet access. In that context, it is crucial to
account for the specifics of mobile terminals. Mobile terminals that will
soon be available will embed powerful hardware (e.g., liquid crystal dis-
play [LCD] screens, accelerated three-dimensional [3D] graphics, high-per-
formance processors), and an increasing number of devices (e.g., DVD,
CD). However, the capacity of batteries goes up slowly and all these pow-
erful components reduce battery life. Thus, it is compulsory to devise ade-
quate solutions to energy saving on terminals for all the constituents of the
mobile environment (i.e., application software, network operating system,
and hardware) [18]. In particular, communications being one of the major
sources of energy consumption [21], a number of wireless communication
protocols reduce energy consumption. It is further mandatory for these
protocols to be coupled with distributed application software that are
designed so as to minimize energy consumption, including the one associ-
ated with communication.

This chapter introduces such a distributed application software, which
implements ad hoc cooperative Web caching among mobile terminals. The
proposed solution aims at improving the Web latency on mobile terminals
while optimizing associated energy consumption. As a result, it masks net-
work downtimes and makes mobile terminals more autonomous and less
dependent upon the network. Our solution accounts for both the capaci-
ties of mobile terminals and the network features; it includes: 
opyright © 2005 by CRC Press
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• A cooperative caching protocol among mobile terminals
• An associated local caching strategy for mobile terminals 

The latter is coupled with a prefetching strategy, which aims at reducing
latency while accounting for the added network traffic and the terminal’s
limited resources. 

The rest of the chapter is organized as follows: 

• Section 33.2 proposes an overview of power-aware solutions pro-
vided at the network level for wireless devices.

• Section 33.3 introduces the ad hoc cooperative Web caching protocol.
• Section 33.4 presents the local cache management and prefetching

strategies.
• Section 33.5 gives an evaluation of our proposal, focusing on the

energy consumption associated with ad hoc cooperative caching.
• Section 33.6 concludes with a summary of our contribution.

33.2 Power-Aware Communication

Personal digital assistants (PDAs) and cell phones gain more memory, new
features, and more options for connecting anytime, anywhere, but battery
power is still an obstacle to true mobile freedom. Energy consumption is
indeed a crucial factor for designing battery-operated systems. Conse-
quently, energy consumption has been largely considered in the hardware
design of mobile terminals. In the following, we study more specifically
energy consumption associated with communication, which represents
more than 50 percent of the total system power [31]. Increased mobility is
a common trend; people now want to have reliable access to a corporate
network and the Internet, anytime, anywhere. According to Frost and Sulli-
van,1 the market of wireless technologies will grow from $300 million to
$1.6 billion in 2005 for the total worldwide WLAN. Many enterprises fully
launch out into WLAN technology, largely because it provides a flexible and
cost-effective access to the Internet Protocol (IP) core network without
being physically connected. Compared to wired local area networks
(LANs), WLAN systems are now faster to deploy and cheaper to operate.
As a result, mobile devices are being networked and an increasingly larger
share of their energy budget is attributed to communication. This has led
to investigating energy-efficient solutions for wireless networks at all the
layers of the protocol stack. In the following, we survey solutions for the
Media Access Control (MAC) (Section 33.2.1), routing (Section 33.2.2) and
transport (Section 33.2.3) layers.

33.2.1 Energy Saving at the MAC Layer

One of the major sources of energy waste in wireless communication is
attributed to packet loss due to, for example, signal attenuation from large
opyright © 2005 by CRC Press
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obstacles, reflection in the indoor environment, and drastic reduction of
power signal with the distance. To improve transmission performance, adap-
tive transmission techniques make a trade-off between the reduction of inter-
ference and the power consumption associated with a transmission [30].

Depending on the mode of transmission (i.e., infrastructure-based or ad-
hoc-based), the sources of energy consumption differ. Hence, distinct
power-aware mechanisms have been developed for each mode. An infra-
structure-based wireless network uses a base station with which mobile
terminals interact for communication (i.e., base stations forward messages
that are sent and received by mobile terminals). The main feature of power-
saving mechanisms for infrastructure-based networks is to have mobile
terminals remaining in sleep power-saving mode most of the time and to
have them waking up periodically to receive beacon frame messages from
the base station. The base station then buffers information intended for
mobile terminals and indicates as a part of beacon frame messages that
information is being stored, waiting for delivery. Thus, mobile terminals
awake only during the amount of time necessary for receiving information
from the base station. The ad hoc mode enables mobile terminals to coop-
eratively form a dynamic network without a preexisting infrastructure
because mobile terminals communicate with each other using peer-to-peer
links. In this context, the major source of energy waste comes from: 

• Collision overhearing induced by multiple transmitters and receiv-
ers communicating over the same channel

• Idle listening resulting from the continuous monitoring of the channel
• Control overhead induced by the exchange of control packets 

The third cost lies in the reception of useless packets (i.e., control and
coordination packets) to be discarded. However, these messages are inher-
ent to the control of transmission and thus cannot be avoided. On the
other hand, a number of solutions have been proposed to limit the impact
of the two other sources of energy waste. These are surveyed below.

33.2.1.1 Minimizing Collisions. To minimize collisions in point-to-
point traffic, and thus the resulting energy consumption, the IEEE® 802.11
and SMAC (Sensor-MAC) [16] protocols provide the same collision avoid-
ance mechanism. Before transmitting a packet, a mobile terminal first lis-
tens to determine whether a terminal is transmitting. If the channel is busy,
the terminal defers the transmission. In addition, to reduce the probability
of two mobile terminals transmitting at the same time and colliding
because they cannot hear each other, the IEEE 802.11 and the SMAC proto-
cols provide the virtual carrier sensing mechanism. Prior to any point-to-
point transmission, the sender broadcasts a request to send (RTS) control
message, which specifies the destination node and the data size (for dura-
tion estimate). The sender then waits for a clear to send (CTS) message
opyright © 2005 by CRC Press
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from the destination node. Once it receives the CTS, the sender sends the
data message. Finally, the destination node sends an acknowledgment
(ACK) message upon receiving the data message. Table 33.1 gives the
energy cost, relative to the size of the message, for the sender and the
receiver. With IEEE 802.11, the energy consumed for sending and receiving
is given by the linear equation [12]: ε = m ×  size + p, where size is the mes-
sage size, and m (respectively p) denotes the incremental (respectively
fixed) energy cost associated with the message. For the sender X, the high
value of the incremental cost msend is due to the emission of the data mes-
sage. The fixed cost psend results from the reception of two control mes-
sages (i.e., CTS and ACK) and from the emission of the RTS message. For
the destination node A, the fixed cost pdest is due to the emission of two con-
trol messages (i.e., CTS and ACK) and to the reception of the RTS message.
The value of mdest for A follows from the reception of the data message.

Unlike the aforementioned protocols, the Power-Aware Multi-Access
protocol with Signaling (PAMAS) uses two separate channels to exchange
control messages (i.e., RTS and CTS messages) and data messages, respec-
tively [22]. The use of a separate control channel implies that there is no
collision between data and control packets. In addition, the collision over-
head is reduced: when a mobile terminal receives or transmits packets, it
can still forbid other terminals to use the data channel. When a mobile A is
willing to transmit data to a mobile terminal B, A sends a RTS message to
B. But, if a neighbor of A or B is receiving or transmitting data, it transmits
a busy tone that collides with the CTS message sent in response. As a
result, A is not going to transmit a packet. To reduce the number of colli-
sions resulting from simultaneous transmissions, the Energy Conserving
MAC (EC-MAC) [17] protocol elects a coordinator, which acts as a base sta-
tion. From the standpoint of transmission scheduling, the coordinator runs
periodic frames that subdivide into a number phases. At the start phase of
a frame, the coordinator broadcasts a frame synchronization message.

Table 33.1. Energy Consumption on Nodes for Point-to-Point Communication

Mobile
Energy Consumption

(µµµµW.sec)
m

(µµµµW.sec/byte)
p

(µµµµW.sec)

Sender X εsend = msend × size + psend msend = 1.9 psend = 454

Destination A εdest = mdest × size + pdest mdest = 0.5 pdest = 356

Nondestination nodes

In range of sender X and 
destination A

εAX = mAX × size + pAX mAX = –0.22 pAX = 210

In range of sender X εX = mX × size + pX mX = –0.04 pX = 90

In range of destination A εA = mA × size + pA mA= 0 pA = 119
opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

             

AU1971_book.fm  Page 784  Thursday, November 11, 2004  10:08 PM

C

784

This message contains multiple types of information (e.g., framing, syn-
chronization information, uplink transmission orders). In the subsequent
request/update phase, mobile terminals transmit requests for connection.
Then, the new user phase allows new mobile terminals to register to the
coordinator. The following schedule phase allows the coordinator to
broadcast a schedule message containing the slot permissions for the final
data phase of the given frame; each permission specifies the mobile termi-
nal that should transmit or receive. The main idea of the protocol is that
collisions resulting from simultaneous transmissions are avoided by the
centralized coordinator, which distributes the time allocated for transmis-
sion and reception among mobile terminals.

33.2.1.2 Minimizing Channel Listening. Time devoted to listening to
the channel has to be kept to a minimum to reduce energy consumption.
Although the IEEE 802.11 protocol addresses energy efficiency, it was not
the central issue in the protocol design. With IEEE 802.11, mobile terminals
keep track of the channel status most of the time through quasi-constant
monitoring in the idle mode. Consequently, mobile terminals are in the lis-
tening mode, except those that are in the transmission range of a sender or
receiver, which can switch off the wireless interface during the time allo-
cated to the transmission. Table 33.1 gives the energy cost, relative to the
size of the message, for nondestination nodes for the IEEE 802.11 protocol.
Nondestination nodes in the range of the sender receive RTS messages and
thus enter a reduced energy consumption mode during data emission. This
leads to have a negative value for mAX and mX because the energy consump-
tion is less than the one in the idle mode. The fixed cost pAX for nondesti-
nation nodes in the range of both the sender and the destination node is
greater than the fixed cost pX for nondestination nodes in the range of the
sender only, because the latter do not receive the CTS and ACK messages.
Finally, nondestination nodes in the range of the destination node but not
the sender receive the CTS and ACK messages. On the other hand, they do
not receive the RTS message and thus cannot enter in the reduced energy
consumption mode; this leads to having the incremental cost mA be equal
to 0. The PAMAS protocol additionally includes the packet length in both
the CTS and RTS messages [22]. This allows all nodes in the transmission
range of the sender or destination node to switch off during transmission
(or reception). Unlike IEEE 802.11, the EC-MAC protocol is based on a com-
bination of reservation and scheduling mechanisms. As a consequence,
terminals do not have to monitor continuously; mobile terminals are
awake during the period of time necessary to transmit and receive data
and to coordinate with the coordinator. To limit the time slot dedicated to
channel listening on a mobile terminal, the SMAC protocol synchronizes
neighboring terminals so that they are in the sleep mode most of the time
and regularly synchronized to listen [16]. The protocol tries to reduce the
waste of energy by minimizing the listening time, while increasing latency
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because any sender must wait for its receiver to wake up (i.e., next syn-
chronization phase). The SMAC protocol targets applications for which
communication delays are not important. Such applications include those
over sensor networks, which are characterized by long periods of inactiv-
ity during which there are no sensing events. Compared to SMAC, the note-
worthy aspect of the PAMAS and IEEE 802.11 protocols is that their power
saving mechanisms do not affect the delay or the throughput behavior and
the one of EC-MAC is that it supports quality of service (QoS) requirements
for multimedia traffic.

33.2.2 Energy Saving at the Routing Layer

In the infrastructure-based mode, mobile terminals communicate directly
with a base station providing access to the wired IP network. Ad hoc net-
works are multi-hop networks where every mobile terminal potentially
acts as a router and forwards packets for them to reach the final destina-
tion. Thus, mobile terminals cooperatively maintain network connectivity
without relying on any infrastructure or centralized administration. Multi-
hop protocols build upon single-hop packet transmission controlled by the
MAC layer. Then, the main issue addressed in the design of an ad hoc (net-
work) routing protocol is the computation of the communication path
between any two mobile terminals.

33.2.2.1 Ad Hoc Routing Protocols. Basic ad hoc routing protocols
compute the shortest path and use a cost metric based on the number of
hops, assuming that the energy consumption increases proportionally
with the number of hops. There exist two base types of ad hoc routing pro-
tocols — proactive and reactive (also referred to as on-demand). Proactive
protocols (e.g., Optimized Link State Routing [OLSR] [9], Destination-
Sequenced Distance-Vector [DSDV] [26]) update their routing tables peri-
odically. According to [6], the energy consumed by proactive protocols is
stable regardless of the traffic load. Unfortunately, if the network is inactive
in terms of data traffic, proactive protocols induce a continuous energy
consumption. Compared to proactive protocols, reactive protocols (e.g.,
Ad-Hoc On-Demand Distance Vector [AODV] [25], Dynamic Source Routing
[DSR] [20], Temporally Ordered Routing Algorithm [TORA] [23]) compute
the communication path between any two mobile terminals only when a
communication is requested between the two. For instance, DSR maintains
routing tables as follows. Upon a request on the mobile terminal for a com-
munication path that is either missing or no longer valid in the routing
table, DSR returns several possible paths toward the terminal and the
shortest one is selected for communication. In addition, DSR embeds in
each message sent, the IP addresses of the mobile terminals forwarding the
message, hence enabling each mobile terminal involved in the message
routing to both forward the message and update its table. A comparison of
reactive routing protocols with respect to energy consumption is proposed
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in [6] under several conditions (e.g., rate of data exchange, number of
mobiles, network area). Results show that an increasing number of sources
leads to an increase in the number of routing packets. On the other hand,
the energy consumed follows a slower shape compared to the increase of
the number of sources. This behavior is mainly attributed to the fact that
reactive protocols learn new routes from previously sent packets. Zone
Routing Protocol (ZRP) [14] is a hybrid protocol that combines the reac-
tive and proactive modes. The design rationale of ZRP is that it is consid-
ered advantageous to accurately know the neighbors of any mobile termi-
nal (i.e., mobile terminals that are accessible in a fixed number of hops),
because they are close. Therefore, communicating with neighbors is less
expensive and neighbors are most likely to take part in the routing of the
messages sent from the terminal. As a result, ZRP implements: 

• A proactive protocol for communication with mobile terminals in
the neighborhood

• A reactive protocol for communication with the other terminals 

With respect to a given mobile terminal, its neighborhood is referred to as
its zone. Performance of ZRP has been evaluated in [14, 15] using event-
driven simulation; this evaluation is gauged by considering the control traf-
fic generated by ZRP. Figure 33.1 gives the energy consumption generated
by the reception of ZRP traffic. Messages are used to maintain the zone
routing tables with a beacon broadcast period of 0.2 s. To obtain the path

Figure 33.1. Energy Consumption Generated by the Reception of ZRP Traffic in 
a Zone per second
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to a mobile terminal out of the zone, additional control messages are
exchanged only on-demand.

33.2.2.2 Energy-Aware Ad Hoc Routing. A number of solutions for
reducing the energy consumption associated with ad hoc routing proto-
cols have been investigated. In particular, it has been recognized that
selecting the shortest path is not the best choice with respect to minimiz-
ing energy consumption, because if the transmission power is dynamically
set, a number of short hops results in less energy consumption than fewer
longer hops. Thus, to gain the maximum energy saving, one solution is to
transmit datagrams at the minimum transmission power that is required
for successful reception [11]. The chosen route is then the one that con-
sumes the minimum amount of energy to get the packet to the destination.
This solution is based on existing reactive routing protocols such as DSR or
AODV. The minimum transmission power given by the MAC layer and
required to get to the next hop is included along with the terminal ID in the
route request packet, which is further broadcasted by its receiver. Finally,
the destination node inserts this power information for each hop in the
routing header of the route that it returns to the requesting source node.
Thus, the source node gets the power value for each hop from the route
reply, from which it computes the total energy cost of the route. A similar
approach is undertaken in [28], which assumes that each mobile terminal
has a low-power global positioning system (GPS) receiver on board. The
transmission power is then dynamically set according to the distance sep-
arating two nodes, which is computed according to the location data pro-
vided by the GPS. Because this computation requires knowledge of the
position of the nearby nodes, each node broadcasts its position. Ulti-
mately, the sender node is able to identify the route that minimizes energy
consumption, based on the energy cost of each link of the path. The use of
GPS further allows for synchronization among mobile nodes based on the
absolute time information provided by GPS. Each node then wakes up peri-
odically to listen for changes and goes back to the sleep mode to conserve
energy. Still, thanks to the GPS, a mobile terminal uses a localized search
for computing a route and takes into consideration only the links in the
immediate neighborhood of the destination or those that are potential can-
didates. Thus, the mechanism reduces the flood of the network to a local-
ized part of it. The distributed and randomized algorithm introduced in [8]
attempts to minimize the number of coordinators (i.e., nodes that forward
packets) and to put in the sleep mode noncoordinator terminals. Thus, the
number of mobile terminals involved in communication is kept to a mini-
mum and the overall network lifetime is extended. In the proposed algorithm,
each mobile terminal broadcasts periodically a Hello message containing
the terminal state with respect to its possible coordination role. From these
messages, each node builds a list of the neighbor coordinators. Meanwhile,
the procedure for selecting a route based on the use of the optimal link
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(either in terms of the number of hops or overall energy consumption) has
a negative impact on the network lifetime. The use of a restricted set of
mobile terminals (i.e., the coordinators) to route packets leads to the
depletion of the energy of the coordinators and thus to their eventual fail-
ure. To ensure that all mobile terminals share the task of providing connec-
tivity and hence that energy consumption induced by routing is fairly dis-
tributed over all nodes, nodes acting as coordinators are changed over
time. Periodically, any noncoordinator node checks whether it should
become a coordinator as follows. If the node discovers that two of its
neighbors cannot reach each other, either directly or via one or two coor-
dinators, it changes its state to the coordinator state. As illustrated above,
sharing the cost of routing among mobile terminals calls for selecting dif-
ferent routes over time for communication between any two given nodes.
The protocol proposed in [29] finds multiple paths between a source and
a destination and assigns to each path a probability of being chosen. The
protocol then achieves a rotation among the chosen routes and leads to
nonsystematic use of the same terminals for routing. To reduce the wide
disparity of energy level of the mobile terminals, and to maximize the time
until the first battery drains out, nodes are classified according to three
levels [13]: normal, warning, and danger, corresponding to a remaining
energy respectively greater than 20 percent, between 10 and 20 percent,
and less than 10 percent. The cost of routing may further be weighed
according to the energy level of the routing nodes, so as to route packets
through terminals that have plenty of remaining battery. For example, the
cost assigned to a route involving a nonpowerful node (i.e., danger or warn-
ing level) is higher than the one corresponding to the transmission through
a normal node.

33.2.3 Energy Saving at the Transport Layer

Once a route is discovered by the routing protocol, data transfer is
achieved by a transport protocol such as Transport Control Protocol
(TCP), which is the most commonly used. TCP is responsible for verifying
correct data delivery from the source to the destination. TCP is tuned for
wired networks and performs well in this environment. In wireless net-
works, TCP exhibits much poorer performance, mainly because wireless
networks suffer from packet losses due to high error state and hand-offs.
TCP reacts by using congestion control whereas errors are not congestion-
related, leading to impact performance. Further investigations of energy
consumption under different implementations of the TCP layer has been
undertaken, through both simulation (e.g., [4, 24]) and experiment (e.g., [1]).
In particular, results presented in [1] show that the frequency of route fail-
ures, the routing overhead, and the delay in route establishment are the key
parameters affecting TCP throughput in multi-hop ad hoc networks and that
the stability of the route is crucial for the performance of TCP. Furthermore,
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performance can change drastically, depending on the ad hoc routing pro-
tocol [2]. One solution is thus to suspend packet transmission when con-
ditions become adverse and resume transmission when they improve [10].
To cope with the problem of using TCP in wireless networks, two major
approaches have been proposed. The first one assumes that problems
associated with transmission are local. Then, message loss that is not con-
gestion-related is hidden to the sender. The second approach assumes that
the sender can distinguish between packet loss due to congestion and
packet loss due to other reasons, enabling accurate invocation of conges-
tion control algorithms.

This section has provided an overview of network-level solutions
toward minimizing energy consumption associated with communication
over ad hoc networks. It is further crucial to develop distributed applica-
tion software that also accounts for the minimization of the overall energy
cost and, in particular, the one of communication. The remainder of this
chapter introduces such an application, which allows for energy-aware
Web access from mobile terminals.

33.3 Web Caching in Ad Hoc Networks

We have not yet reached the point where anywhere, anytime Internet
access is actually offered. The proposed collaborative Web architecture
addresses the above issue, concentrating more specifically on Web cach-
ing in a mobile environment to allow for Web access, without requiring
availability of any infrastructure in the nearby environment. More specifi-
cally, our solution lies in supporting ad hoc collaborative Web caching
among mobile terminals, exploiting both the ad hoc and infrastructure-
based modes of the network for enhanced connectivity. We use ZRP over
IEEE 802.11 as the base ad hoc routing protocol for achieving ad hoc coop-
erative caching among mobile terminals. Mobile terminals belonging to the
zone of a given terminal then form a cooperative cache system for the ref-
erence terminal because the cost for communicating with them is low both
in terms of energy consumption and message exchanges. However, coop-
erative caching must not be restricted to the mobile terminals belonging to
the zone: low-cost reachability of a base station must be accounted for as
well as knowledge of a terminal that does not belong to the zone but that
is likely to store a requested Web document given commonalties in per-
formed Web accesses. We first introduce the ad hoc communication proto-
col over ZRP for the retrieval of Web documents (Section 33.3.1) and then
detail the ad hoc cooperative caching protocol (Section 33.3.2).

33.3.1 Ad Hoc Communication for Cooperative Web Caching

A mobile terminal may get Web data that is not cached locally through two
communication paths: 
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1. Using the infrastructure-based mode, the terminal may interact with
the nearby base station, which forwards the request to the Web.

2. Using the ad-hoc-based mode, the terminal may submit a request for
the data to the mobile terminals in its transmission range (i.e.,
accessible in one hop in a base WLAN or in a number of hops using
some ad hoc routing protocol). 

The former is the most efficient in terms of energy consumption; the
mobile terminal sends a single message to a fixed station that has an infi-
nite energy budget. However, the ad-hoc-based mode must be enabled for
the case where a base station is not reachable in one hop. In this case, a
base station can still be reachable in a number of hops, thanks to mobile
terminals forwarding the requests. The number of hops that are necessary
to access a base station depends on the terminal’s location. Let N be this
number, then any mobile terminal that is at a distance greater or equal to
N is not contacted to get a document. Figure 33.2 depicts the case where
the mobile terminal A reaches the base station D in three hops, using the
mobile terminals B and C for routing the request. Then, if either a mobile
terminal in the zone of A (e.g., B belonging to the path leading to the base
station or any other terminal in the zone) or a known mobile terminal
located outside the zone but at a lesser distance than the base station D
(e.g., C that is in the path leading to D or E that does not belong to the path)
holds the requested document in its cache, it returns it to A. Otherwise, the
request reaches D and D forwards it to the Web.

We get the following ad hoc communication protocol over ZRP to
retrieve a remote Web object W with respect to a given mobile terminal A:

Figure 33.2. Getting Web Data
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• In-zone communication:
– If a base station is in the zone of A, then A requests for W through

the base station only.
– Otherwise, A broadcasts the request message for W to the mobile

terminals in the zone of A.
• Peer-to-peer communication — if there is no base station in the zone

of A, then:
– If W is not cached by any of the mobile terminals in the zone of

A, then a peer-to-peer communication scheme is achieved with
mobile terminals that share interests with A (see 33.3.2) and that
are at a distance that is less than the one between A and the
nearest base station. Mobile terminals outside the zone of A are
basically known through two ways: 
• They belong to the path used to reach the nearest base sta-

tion.
• They were previously either in the zone or in the path used

to reach the base station.
– The request for W is ultimately forwarded to the nearest base

station.

Based on the above, the communication cost and hence the energy cost
associated with getting a Web object is kept to a minimum: broadcast is
within a zone and peer-to-peer communication occurs only with mobile
terminals that are both the most likely to store a requested object and
closer than a base station.

33.3.2 Ad Hoc Cooperative Caching

Web data are distributed/cached among the mobile terminals according to
Web accesses performed by their user. Without a proxy-type architecture
that centralizes requests, local statistics are relied on for a mobile terminal
A to identify mobile terminals that are likely to store a Web object
requested on A. Such statistics are maintained on A through a terminal pro-
file for every mobile terminal with which A interacts. For a mobile terminal
T, its profile is characterized by a value that counts the number of times T
is either known to cache an object requested by A or requested for an
object to A that A had in its cache. The values of the terminal profiles is
used to identify the mobile terminals with which peer-to-peer communica-
tion is undertaken. Specifically, known mobile terminals outside the zone
and that are at a distance less than a base station, are weighed according
to the value of F = terminal profile/hops, where the number of hops, hops,
is obtained from the routing table. In addition to the management of termi-
nal profiles to identify mobile terminals that share common interests, we
must account for the heterogeneity of the terminals’ capacities (i.e., bat-
tery, processing, storage, communication). In particular, for two mobile
terminals that are equally likely to store a requested object, it is better to
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contact the one that has the greatest capacity. Ignoring the case where a
base station is accessible in the zone and given the ad hoc communication
protocol aimed at cooperative Web caching that was discussed in the pre-
vious section, the request for a Web object W that is not cached locally,
from a mobile terminal A is handled as follows:

1. A first broadcasts the requests for W within the zone.
2. If W is not retrieved then the retrieval protocol iterates on sending

the request for W to known mobile terminals outside the zone and
at a distance less than the base station according to the maximiza-
tion of F.

3. The base station is ultimately contacted. 

The processing of requests is further handled as follows. A mobile terminal
that receives the request for W and caches it, increments its local value of
A’s terminal profile. If the terminal is further willing to cooperate (e.g.,
absence of energy safeguarding or of security policy enforcement), it
returns a hit message, which embeds:

• TTL that gives the time-to-live field of the document.
• Capacity that characterizes the capacity of the terminal to handle

requests, whose value is in the range [0–1], 1 denoting the highest
capacity. Currently, we use a simple scheme to set the value of
Capacity; it is equal to the percentage of the energy budget that is
left. It is part of our future work to investigate a more accurate way
of computing Capacity, in particular accounting for the various ter-
minal resources.

For every hit message that it receives, A increments the terminal pro-
file of the sender. Among the mobile terminals that replied by a hit mes-
sage, A selects the terminal from which W should be obtained, that is the
one that maximizes the following function: R = Capacity (λ × TTL +
µ × hops).

More precisely, the value of R is computed as follows. The metrics used
for consistency (i.e., TTL) and for communication cost (i.e., hops that gives
the number of hops) are distinct and should be made comparable. As a dis-
persion measure, we use standard deviation. Thus, considering that A
received n hit messages for W, A computes the following mean mTTL (resp.
mhop) and standard deviation σTTL (resp. σhop) of TTL (resp. hops):
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Figure 33.3 and Figure 33.4, respectively, give a set of TTL and hops val-
ues considering reception of hit messages from terminals [B–G]. More pre-
cisely, we distinguish four intervals for the values of TTL and hops — Level
I1 =]-∞, m – σ], Level I2 = [m – σ, m], Level I3 = [m, m + σ], Level I4 = [m + σ,
+ ∞]. Then, the values of TTL are mapped into one of the ranges [0–1],
[1–2], [2–3], and [3–4], if they belong to I1, I2, I3, and I4, respectively. The
value taken in the target range is then set proportionally to the value in the
initial range and is the one used in the computation of R. The same applies
for the value of hops. For illustration, Table 33.2 gives the initial TTL and
hops values and associated TTL and hops in the targeted unified metric,
considering the distributions given in Figure 33.3 and Figure 33.4.

Then, the values of λ and µ are set so that λ + µ = 1 and will be chosen
according to the respective weighing factors for consistency and commu-
nication cost. Figure 33.5 gives the value of R/capacity for mobile terminals
[B–G] considered in Figure 33.3 and Figure 33.4, according to the value of
λ, ranging from 1 (i.e., µ = 0 and the communication energy cost is ignored)
to 0 (i.e., µ = 1 and the communication energy cost is the only selective fac-
tor). Note that we do not use miss messages for mobile terminals to notify
that they do not cache a requested object.

This is to minimize both network load and energy consumption. Hence,
we need to use time-outs to detect the absence of a requested object. The
value of the time-out is set according to the greatest number of hops that
are involved to interact with the mobile terminals to which the object is

Figure 33.3. TTL Distribution

Figure 33.4. Hops Distribution
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requested, together with the current network load. Upon expiration of the
time-out, if hit messages have been received, the Web object will be
requested to the mobile terminal that maximizes R. Otherwise, the next
iteration of the cooperative caching protocol is processed. For the case
where a hit message is received after time-out expiration, although the
object is still not retrieved, the message is accounted for in the current
step of the protocol.

Table 33.2. TTL and Hop Metric

Mobile TTL TTL Metric Hop Hop Metric

B (m – σ) – σ = 1 – 4 1 +

C m – σ = 2 –  = 8 +

D (m + σ) – σ = 3 – = 2

E (m + σ) + σ = 10

F (m + σ) + σ = 2

G (m + σ) + 2σ = 5 4 6 2 +

Figure 33.5. R/capacity Function
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33.4 Local Caching

The ad hoc cooperative caching protocol introduced in the previous sec-
tion is complemented with a local caching strategy, which is adaptive
according to the current capacity of the terminal. In particular, the local
cache is managed in a way that accounts for the available energy and the
network connectivity (Section 33.4.1). To reduce the user perceived delay,
the caching strategy is further coupled with a prefetching strategy (Section
33.4.2).

33.4.1 Cache Management

Local cache management mainly amounts to the implementation of a
replacement algorithm that is run when the cache gets full. Ideally, the
algorithm must remove from the cache, data that will not be accessed in
the future. A number of replacement algorithms have been proposed in the
literature for Web caches. However, these are aimed at stationary hosts
that have an infinite energy budget and are strongly connected. In the case
of caching on a mobile terminal, it should be considered that the mobile
terminal must save energy and that the network connectivity is not reli-
able. We thus weigh every cached document according to both its proba-
bility of being accessed in the future and the energy cost associated with
getting the document remotely. Then, documents with the lowest weights
are those that are removed from the cache. The document weight is com-
puted according to the following criteria:

• Popularity — the Popularity value serves to approximate the prob-
ability of future access, both on the terminal and from remote ter-
minals, as enabled by the cooperative caching protocol. The
probability is approximated according to the number of times the
document has been requested since it has been cached.

• AccessCost — the AccessCost value gives an estimate of the energy
cost associated with getting the document remotely if it is to be
removed from the cache. This cost varies depending on whether a
base station is accessible in the zone of the terminal, the document
is cached on a mobile in the zone of the terminal, or communication
out of the zone is required to retrieve the document. In the first two
cases, the cost is quite low, but it may be quite high in the third
case. The value of the access cost is computed according to the
energy consumption associated with intrazone and interzone com-
munication. Intrazone communication holds if a base station is
known to be in the zone. It is further assumed if the document was
obtained from a terminal that is still in the zone, as identified using
the routing table.

• Coherency — a document is valid for a limited lifetime, which is
known using the TTL field. However, when the energy remaining on
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the terminal is low, it is better to favor energy saving over the
accuracy of the document. Hence, the value of Coherency is equal
to νTTL where ν is initially set to the actual document TTL and
increases as the available energy decreases. We get the following
function to compute the document weight:

Q = α × Popularity + β  × AccessCost + γ  × Coherency + δ × size

The values of α, β, γ, and δ are set so as make the values of AccessCost,
Popularity, Size, and Coherency, decreasingly prominent factors for decid-
ing whether a document should be kept in the cache. The metric used to
compare the different parameters is similar to the one described in Section
33.3.2, for the function R, and α, β, γ, and δ are adjusted as for the λ and µ
factors. Notice that our Q function offers similarities with the one used by
hybrid replacement algorithms that were proposed in the literature for
Web caching on stationary hosts (e.g., [19]). In the same way, we use a
function that accounts for a combination of criteria in the replacement
decision. However, our function differs in that energy savings is a promi-
nent criterion used by our algorithm.

33.4.2 Prefetching

Although prefetching is at the expense of bandwidth consumption, it is a
useful mechanism in a mobile environment because it enables masking dis-
connection occurrences to the user. We propose an online prefetching
strategy that accounts for the specifics of mobile terminals in terms of
resource availability and network load. Online prefetching strategy can
conveniently be complemented with offline strategy when the mobile ter-
minal is being powered or when a disconnection is anticipated. Due to the
lack of space, we do not present the offline strategy in the remainder of this
discussion, although it may be inferred from the online strategy coupled
with a graphical user interface as the one of the ARTour Web Express soft-
ware [7]. The prefetching strategy is enabled only if the energy remaining
on the terminal exceeds a given threshold and the network load is low,
which is detected according to the number of error messages generated by
the underlying network protocol that are received on the mobile terminal.
Our online prefetching strategy relies on a prediction algorithm that
exploits the history of past Web accesses, while minimizing the memory
space consumed for maintaining the history. The prediction algorithm
selects the page to be prefetched, which is the one that has the highest
probability to be accessed next given the page that is being visualized by
the user. Given the visualization of a page W, the page Wg is prefetched if it
was previously accessed more than once and it has the highest probability
of being accessed subsequently to the visualization of W. The latter condi-
tion is checked for using a dependence tree that is maintained for each
page that has been accessed in the past (over a given period of time). The
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dependence tree associated to a page W gives the sequence of consecutive
accesses from W, which corresponds to the root node. Each directed arc of
the tree is weighed by the probability of accessing the page denoted by the
destination node, from the page denoted by the source node (i.e., the num-
ber of times this specific path was followed divided by the total number of
accesses from the source node). However, to keep the size of the trees
small, their maximum depth is set to two, which has further shown to be
sufficient with respect to prediction accuracy in the Web [3].

When a page W is downloaded, all the links li = 1...n embedded in W that
provide access to pages Wi = 1...n are examined. The dependence tree asso-
ciated with W is used to identify the respective probability of each Wi ∈{1, …, n}

to be accessed next, noted P(Wi/W). Consider first the use of a tree of depth
one, qualified as level-one tree, which minimizes memory consumption.
Consider further that the user requests access to the page Wg ∈{1, …, n}, from
W. The level-one tree associated with Wg (i.e., the tree whose root is Wg)
gives the probability of access for every page Wj = 1...m that is denoted by a
link lj = 1...m embedded in Wg. However, the probability of accessing Wh ∈{1,..., m}

from Wg given in the level-one tree does not account for the fact that the
access follows from an access to W, which can be ignored if P(W∩Wg∩Wh) =
0. Maintaining dependence trees of depth two, qualified as level-two trees, is
thus more accurate because it gives the exact value of P(Wh/Wg/W) (Figure
33.6). In general, maintaining level-two trees is optimal from the standpoint

Figure 33.6. Level-Two Dependence Tree
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of prediction accuracy in the Web. However, maintaining such trees con-
sumes a significant memory space, which is not affordable by mobile ter-
minals having a small storage budget. Hence, level-two trees are main-
tained on mobile terminals by default and level-one trees are used on
mobile terminals having a low memory budget. In addition, when the space
used for maintaining trees exceeds a given limit, trees associated with
pages that have the lowest weights W are removed. For selecting the page
to be prefetched, we weigh the probabilities of access given by the depen-
dence trees with additional criteria that have been proven useful in the
Web for better prediction accuracy [5].

These criteria relate to: 

1. The page site because it has been observed that a page located on
the same site as the one of the page being visualized has a higher
probability to be accessed next than a page located on a distinct site

2. The type of the link because it has been observed that the proba-
bility of selecting a link differs depending on whether it is a button,
an image, or an hypertext link

3. The presence of the page in the user’s bookmarks 

Hence, for a page W being visualized and the set of pages Wi = 1...n that are
denoted by the links li = 1...n embedded in W, the page Wg∈{1,..., n} that is
selected for prefetching is the one that maximizes the following value:

P = l × t × b × P(Wj /W)

where P(Wj /W) actually denotes P(Wj /W) or P(Wj /W/W′) depending on
whether level-one or level-two trees are used and l, t, and b are weighing
factors that are respectively associated with the page location, the type of
the link, and the presence of the page in the user’s bookmarks.

33.5 Evaluation

Control messages generated by the ZRP routing protocol (see Section
33.2.2) and messages associated with ad hoc cooperative caching affect
the network traffic and energy consumption on mobile terminals. Given the
energy consumption generated by ZRP, we evaluate energy consumption
associated with ad hoc cooperative caching, as the sum of the energy con-
sumption induced for the various mobile terminals that are involved in the
cooperation, which adds to the energy cost induced by ZRP. In the follow-
ing, we first examine the energy consumption induced by ad hoc (multi-
hop) networking (Section 33.5.1), and then the energy cost of ad hoc coop-
erative caching (Section 33.5.2). The latter includes the energy cost due to
both communication and computation. However, we do not consider the
energy cost associated with computation because it is induced by any local
cache management and it is negligible compared to the energy cost of com-
munication: the energy cost of transmitting 1 kilobyte (KB) is approximately
opyright © 2005 by CRC Press
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the same as the energy consumed to execute three million instructions
[27]. We further use the following wireless interface for our evaluation: 2.4
Ghz direct sequence spread spectrum (DSSS) Lucent® IEEE 802.11 WaveLan
PC (Bronze) 2 Mbps.

33.5.1 Energy Consumption of Ad Hoc Networking

Consider a network of N (= 500) mobile terminals whose transmission
range is of about 250 meters (m), that is such that the mobile terminals are
uniformly distributed in the network surface S with S = 4000 [m] 4000 [m]2.
The overall energy consumption associated with the emission of one mes-
sage within a one-hop zone is the sum of the energy consumed by every
mobile terminal in the one-hop zone (see Table 33.3 where notations follow
from Figure 33.7) and is given by ε = nAX × εAX + nX × εX + nA × εA. Then, the
energy consumption of the overall network is the sum of the energy con-
sumed per one-hop zone that is traversed by this message.

Table 33.3. Energy Consumption in a One-Hop Zone

Mobile Terminal 
in Range of Surface

Number of 
Mobile Terminals

Total Energy 
for a Zone

The sender X 
and the receiver A

SAX = θ (r2 – a1
2)

+ β (R2 – a2
2)

nAX = NAX εAX

The sender X SX = πr2 – SAX
NX =  = πr2 – θr2 

sin2θ + β R2 sin2β

NX εX

The receiver A SA = πR2 – SAX
NA =  = πR2 – θr2 

sin2θ + β R2sin2β

NA εA

Figure 33.7. Mobile Terminals in the Transmission Range of the Sender and of 
the Destination Node
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Figure 33.8 gives the energy consumption associated with the delivery
of a message of 1 Kb to the destination node according to the number of
hops necessary to reach the destination, which is the sum of the energy
consumed on all the nodes involved in the communication.

The figure clearly demonstrates that the energy consumption increases
with the number of hops. This directly follows from the resulting increase
of both mobile terminals forwarding the message and nondestination
nodes receiving control messages. Table 33.4 further evaluates the impact
of the network density on energy consumption. For a constant number of
hops (= 3), we see that increased density of terminals results in additional
energy consumption for nondestination nodes. But, the ratio:

highlights the weak impact of message reception on nondestination nodes,
on the overall energy consumption. Indeed, for 600 mobile terminals and a

Figure 33.8. Energy Consumption in the Network for the Retrieval of Web Data

Table 33.4. Energy Consumption According to the Network Density

Number of mobile terminals in the network surface 500 600 700

Energy consumption of nondestination mobile terminals 
(µW.sec)
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destination node at 4 hops of the sender, the energy consumed by nondes-
tination nodes is about 6 times less than the energy consumed by the
sender, the receiver and the 3 forwarding nodes.

33.5.2 Energy Consumption of Ad Hoc Cooperative Caching

Having examined the energy consumption associated with data delivery
over the ad hoc network, we now focus on the energy consumption
induced by our ad hoc cooperative caching protocol. A request message
for a Web page induces broadcasting (toward mobile terminals in the
requester’s zone) and peer-to-peer communication (with mobile terminals
sharing the same interests). Before broadcasting a message, the sender lis-
tens to the channel; if no traffic is detected, the message is broadcasted.
Table 33.5 gives the energy consumption induced by in-zone broadcasting
and the one associated with peer-to-peer communication is given in Table
33.1 (Section 33.3.2.1.1). The difference between the energy consumption
associated with broadcasting and the energy consumption associated with
peer-to-peer communication is due to the emission of control messages
(RTS, CTS, and ACK messages) in the case of peer-to-peer communication.
Figure 33.9 gives the energy consumed by cooperative caching according
to the number of hops that defines the zone. Precisely, the figure gives the
cost associated with broadcasting plus peer-to-peer communication with a

Figure 33.9. Energy Consumption in the Network for the Broadcast and the 
Peer-to-Peer Communication

Table 33.5. Energy Consumption on the Sender and Destination Nodes 
for Broadcast

Mobile Energy consumption (µW.sec) m (µW.sec/byte P (feeney µW.sec)

Sender X εbrsend = mbrsend × size + pbrsend Mbrsend = 1.9 Pbrsned = 266

Destination A εbrdest = mbrdest × size + pbdest mbdest = 0.5 Pbrdest = 56
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node at a distance that adds one hop to the number of hops that defines
the zone.

As expected, the overall energy consumption of both broadcast and
peer-to-peer communication increases with the number of hops that
defines the zone (because more mobiles are in the zone). Comparing
energy consumption of broadcasting with the one of peer-to-peer commu-
nication, we find that the cost added by broadcasting is weak compared to
the number of mobile terminals contacted, and hence supports our
approach.

33.6 Conclusion

Embedded systems are now becoming ubiquitous. In particular, they have
large applicability in mobile, battery-operated personal communication
systems, for which energy is a major constraint. However, effective ubiqui-
tous usage of mobile systems remains limited by available energy. There
has been extensive study on minimizing the energy cost of mobile systems
at the hardware, operating system, and protocol levels. On the other hand,
the design of mobile applications accounting for energy saving has
received little attention. This chapter has presented such an application,
which aims at providing energy-efficient Web access from mobile terminals
while enhancing connectivity, through cooperative caching among mobile
terminals over ad hoc networks. Our solution combines two key features: 

1. Combined exploitation of multi-hop and infrastructure-based com-
munication for enhanced, energy-efficient connectivity

2. Collaborative caching among mobile terminals up to the reachability
of a base station for increased, energy-efficient data availability 

In particular, we provide a collaborative scheme that increases perfor-
mances by selecting the most suitable terminal to retrieve information,
resulting in a higher hit ratio while limiting the network overflow. This
selection process relies on user’s profile defining a common center of inter-
ests and also investigates different metrics such as bandwidth availability,
connectivity, terminal capacity (e.g., battery resources, memory size, and
processing speed) to define with which mobile terminal communication is
going to be undertaken. Our solution further integrates a prefetching strat-
egy to mask disconnection to the user and to reduce the user’s perceived
delay, while limiting additional network traffic and being adaptive accord-
ing to the storage capacity of the terminal. To validate our approach target-
ing a minimization of the energy consumption, we have provided a detailed
evaluation of the energy consumption generated by our cooperative cach-
ing strategy. This evaluation takes into account the energy consumption of
all terminals involved in the communication, including the cost for sender,
forwarding terminals, and nondestination nodes.
opyright © 2005 by CRC Press



Energy-Aware Web Caching over Hybrid Networks

AU1971_book.fm  Page 803  Thursday, November 11, 2004  10:08 PM

C

803

Notes

1. http://www.frost.com/prod/servlet/frost-home.pag.
2. This specific configuration example is the one used in [15] for the evaluation of ZRP.
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Chapter 34 

Transmitter Power 
Control in Wireless 
Computing
Savvas Gitzenis and Nicholas Bambos

34.1 Introduction 

Following the explosive growth of wireless telephony in the 1990s, wireless
mobile computing is rapidly expanding in the current decade. Indeed,
thanks to the digitization of the networks and the miniaturization of the
mobile devices, second generation (2G) cellular networks have enjoyed a
phenomenal success, offering mobile telephony services. One decade
later, the same networks upgraded to 2.5G, started offering data/packet
services enabling continuous Internet access on the move at rates compa-
rable to dial-up modems. In the forthcoming years, the 3G networks are
expected to increase the access data rates, which will enable a suite of new
applications previous networks could not support, such as video-tele-
phony, music on demand, etc. 

In the unlicensed spectrum bands, a similar course has taken place. The
initial burst of sales regarding cordless telephony is now being succeeded
by wireless local area network (WLAN) and personal area network (PAN)
devices — prominent examples of them being the IEEE® 802.11 suite and
the Bluetooth® standards, respectively. With the infrastructure being
deployed in both licensed and unlicensed bands at a quick pace, comput-
ing rapidly transitions from the desktop to mobile. 

34.1.1 Power Control Issues in Wireless Packet Communication

A key issue in wireless network design is that of transmitter power control
or how each radio transmitter should choose the power level to transmit
at to its intended receiver on its wireless communication link. It is obvi-
ously of critical importance because power transmitted on each link is
seen as interference by other links sharing the same channel, that is, links
0-8493-1971-4/05/$0.00+$1.50
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operating over the same set of wireless resources (frequency bands in fre-
quency division multiple access [FDMA], time slots in time division multi-
ple access [TDMA], or spreading codes in code division multiple access
[CDMA] systems). 

Early wireless cellular networks employed rudimentary power control
schemes (i.e., only CDMA systems mandated power control at the uplink to
mitigate the near–far effect) and relied instead on the use of high spatial
separation between cochannel links to confine interference, usually con-
sidering the worst case interference scenario. Such an approach has seri-
ous drawbacks, resulting in low spectrum reuse density and high transmit-
ter energy consumption. To mitigate these shortcomings, network
designers can increase the infrastructure density, deploying more base sta-
tions (BSs) or access points (APs) in a given area. Thus, the BSs and APs
come closer to the wireless terminals and the radio links get shorter, per-
mitting substantial reduction of transmission power levels; moreover, as
each link uses the same wireless resources over shorter distances, the spa-
tial reuse increases. Unfortunately, this solution can be rather expensive in
terms of the infrastructure cost. Moreover, the strain on network control
overhead increases due to higher signaling and control information
exchange; indeed, for given user mobility levels, the rate of hand-offs
between the terminals and the BSs and APs increases, making it difficult to
maintain an adequate quality of service (QoS) grade on each link. 

As next generation wireless networks are expected to support signifi-
cantly higher numbers of users, it will be advantageous to employ — in
conjunction with denser infrastructure — smart power control schemes
allowing for more efficient use and reuse of the wireless resources. Mini-
mizing the transmission power of each individual link (given its required
QoS grade) lowers the overall interference in the channel, allowing for
denser packing of links through higher spectrum reuse. Moreover, the judi-
cious selection of transmitter power can help each wireless terminal mini-
mize its energy consumption, a key issue for battery-operated mobile
devices. 

From an individual link’s perspective, it may initially seem advantageous
to use higher transmitter power to compensate for higher radio signal
propagation losses, channel interference, etc. However, higher power will
result in increased interference on other links, which would raise their own
powers to compensate for it, potentially resulting into a vicious cycle of
power increases. It is, therefore, in the interest of all links to cooperate in
order to coexist in the channel efficiently, minimally disturbing each other.
Yet, the coordination between them need not be centrally managed.
Indeed, although the interference can be be detrimental when unconstrained,
it can be quite helpful in providing a collective feedback signal about the con-
gestion state of the network. Namely, by measuring the interference at the
opyright © 2005 by CRC Press
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receiver, the individual links can coordinate their transmissions and avoid
destructive collisions of transmitted packets in a fully distributed and
autonomous (hence, scalable) manner, to be seen later. 

Power control may be considered to operate at the physical and Media
Access Control (MAC) layers and naturally couples with modulation/cod-
ing or mode control. In particular, a transmission mode is a combination of
modulation and coding schemes; for example, the transmitter may choose
from different modulation schemes (binary phase shift keying (BPSK),
4-QAM, [QAM — quadrature amplitude modulation] or 16-QAM, etc.) and
different error-correcting codes (by adjusting the number of redundant
bits padded to the payload). By choosing a mode, the transmitter effec-
tively adjusts the frame transmission rate and the robustness of the trans-
mitted data against errors. Thus, it can opt for a high data-rate modula-
tion/coding mode, at the cost of an increased bit error rate, or be more
conservative and choose a low-rate mode that provides higher immunity
against errors. For optimum wireless link performance, the two decisions
of power and mode control is best to be taken jointly in a single step to
leverage important synergies, as we will see later. 

Aiming to understand the power control and bandwidth allocation
issues in wireless computing, we investigate the following two core canon-
ical problems: 

1. Power-controlled packet forwarding over a wireless link — that is,
packets arrive at the transmitter buffer of each link, which autono-
mously decides what power and mode to use to transmit, given its
packet backlog and channel interference. 

2. Power-controlled data prefetching over a wireless link — that is,
wireless mobile terminals issue requests to download data items
residing on a server over a wireless link. The requests are issued by
the terminal’s user throughout some computing process (e.g., Web
browsing, database query). To enhance the performance of the sys-
tem, the terminal may prefetch data items in anticipation of future
requests. The choice of transmitter power and mode to download
data is critical, given the candidate items for request and the channel
interference. 

The first problem is a basic one in wireless data communications. It is
similar to the classical queuing model of a server with a queue, except that
the service rate is adjusted by the transmission power level and the chan-
nel interference. The goal is to minimize the average transmission power
(energy) spent on the wireless link to serve its traffic load, over an accept-
able delay that buffered packets can tolerate, which reflects the link’s QoS
grade. The wireless link is time-varying due to transmission activity of
other links in the channel which induce interference, as well as terminal
mobility resulting in varying propagation losses, fading, shadowing, etc. 
opyright © 2005 by CRC Press
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At first-cut, an obvious strategy for the transmitter would be to increase
or decrease the transmission power in response to the changes sensed in
the channel, trying to maintain a constant throughput over the wireless
link. Indeed, this is the right strategy when the traffic is unelastic to buffer-
ing, as in the case of voice. However, with data packets, the transmitter has
an alternate option: instead of trying to compensate for the wireless chan-
nel deficiencies, it may choose to ride on the fluctuations. Hence, when the
channel dips to low quality, the transmitter can buffer the incoming data —
data packets can usually be buffered with minimal degradation in the QoS.
Thus, upon a packet arrival, the transmitter is faced with a dilemma:
should it attempt to transmit the packet immediately or should it better
buffer the packet and wait for the wireless link to improve? The latter
choice essentially takes a bet on the channel improving shortly later on, so
that the packet can be transmitted with less power (energy). The price for
postponing the transmission is the increase in the packet delay, which
affects the QoS. Moreover, it requires increasing the buffer space to store all
the packets that may arrive during the period that the transmitter stays idle. 

The above considerations essentially define the fundamental trade-off
between the average power cost and the buffering/delay cost. The optimal
operating point is not unique, instead there is a multitude of them depend-
ing on the different priorities that may be assigned to the power over the
delay cost. These priorities can be assigned at the level of each individual
link, thus some links may employ more power-sensitive and delay-tolerant
policies in contrast to the more power-aggressive and delay-sensitive ones
others may choose. 

The second problem can be regarded as the reverse of the first. Instead
of the transmitter sending packets to the receiver, it is the mobile terminal
(receiver) that places requests to download data from the former server
(transmitter) over the wireless link. To shorten the download/access delay
time, the technique of prefetching may be employed: if the system can pre-
dict the future user requests to an adequate degree of confidence, it can
download the anticipated data in advance, that is to prefetch them. 

Prefetching has been originally proposed to shorten the access delay in
slow communications links. However, in wireless networking, if exercised
jointly with power control, it can also help minimize the power cost by select-
ing to transmit only during periods when the channel is in a good state. 

Similar to the previous problem, a trade-off between power and delay
cost is induced in the system. Namely, a delay-sensitive system tends to
prefetch as much as possible and keep the transmitter busy all the time,
thus spending lots of power (energy) and risking downloading items that
may never be requested. On the contrary, a power-sensitive system limits
itself by transmitting only:
opyright © 2005 by CRC Press
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• When the wireless link quality is adequate
• Data that has a relatively high probability of being accessed in the

future

Unlike packet forwarding, which is a classic MAC/physical layer prob-
lem, observe that in prefetching, the power used for transmitting each par-
ticular data item is coupled to the probability that the item will be
accessed in the future. In other words, it is a problem involving cross-layer
design, as the data requested is jointly decided in the MAC/physical and
the application layer. 

In the rest of the chapter, we study these two problems and some inter-
esting extensions of them. Our presentation emphasizes the fundamental
principles, we deliberately avoid engaging in architectural or implementa-
tion issues. 

34.2 Packet Forwarding over Single-Mode Wireless Links

Let us assume that the time is slotted and indexed by n ∈ {1, 2,…}. Each
slot corresponds to the time duration required to transmit one
packet/frame over the wireless link. The transmitter is equipped with a
buffer, which stores packets that are stored while waiting to be transmit-
ted. Let bn be the number of packets in the buffer at the beginning of time
slot n. Let in be the interference/stress state of the wireless channel during
time slot n, which incorporates the channel interference, propagation
losses, scattering, fading, shadowing, and all other effects that are poten-
tially detrimental to the quality of communication. It takes values in I, the
set of all possible channel stress states, and is assumed to remain constant
throughout the duration of each time slot. It may switch randomly, though,
between consecutive ones. 

Observing the channel state in and the backlog size bn at the beginning
of time slot n, the transmitter decides whether to transmit the head packet
of the queue and if so, at power level p. The latter is chosen from a set P of
all possible power levels the transmitter may use. For our purposes, decid-
ing not to transmit is equivalent to setting the power to 0 ∈ P. Each packet
transmitted and successfully decoded at the receiver is removed from the
buffer at the end of time slot n, or equivalently, the beginning of n + 1; oth-
erwise (if not successfully transmitted/decoded) it remains in the buffer to
be again retransmitted in a future time slot. For simplicity, we assume that
the receiver immediately notifies the transmitter whether the packet was
successfully received or not, possibly using an acknowledgment/negative
acknowledgment (ACK/NACK) message sent over a highly reliable control
channel in negligible time. Moreover, along with the ACK/NACK, the
received packet may also notify the transmitter about the channel state in

observed at the beginning of time slot n. 
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Let s(p, i) be the probability that a transmitted packet is successfully
received and decoded, given that power p ∈P was used to transmit it dur-
ing a time slot when the channel interference state was i ∈I. Successful
packet transmissions in different time slots are assumed to be statistically
independent. As a baseline model, we can typically use: 

where p/i reflects the signal to interference (plus receiver noise) ratio (SIR)
and s(·) is any increasing function. Actually, any function s( p, i) can be
used in our analysis below, as long as it is increasing in the power p and
decreasing in the interference i, which is indeed expected in any transmission
system. 

To spotlight the fundamental power versus delay trade-off in wireless
packet transmission and for other methodological purposes which are to
become clear later, we assume in the analysis that the channel interference
in is nonresponsive to the transmitter power pn: that is, it is driven by an
agent extraneous to the system. In practice, interference on the link under
consideration from other links sharing the same channel will be respon-
sive, as links interact and their dynamics are coupled/entangled. Indeed, if
a link raises its power, the others will see higher interference and may also
raise theirs, resulting in increased interference on the primary one. How-
ever, the nonresponsive channel assumption is a good methodological
vehicle, allowing for studying the link in virtual isolation, yet in a fluctuat-
ing channel. It can be viewed as a first step toward the analysis of the com-
plete coupled link system and is model reduction, which proves to be very
useful. Indeed, its solution allows us to gain important insights regarding
the power versus delay trade-off in wireless packet transmission, which
proves to be relevant for the general case of the responsive channel as
well. We can also see ex post facto that Power Controlled Multiple Access
(PCMA) algorithms designed under the nonresponsive channel assump-
tion will indeed perform surprisingly well even in the case of responsive
channel stress [7, 8]. 

Summing up the above discussion, we assume here that the channel
interference/stress process in evolves as an irreductible Markov chain with
transition probabilities: 

 

and is statistically independent from other random events (potential
packet arrivals and successful packet transmissions). 

Given this set of assumptions regarding the operation of the system, we
proceed to discuss the core of the power control problem, expanding that
later in several steps. 
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34.2.1 Optimally Emptying the Transmitter Buffer

In the simplest form of the problem, we would like to optimally empty the
transmitter buffer, when the system starts with b0 = b packets in it. In every
time slot n, the following two key costs are incurred: 

1. A power cost equal to the power pn ∈P used for transmission during
slot n

2. A delay/buffering cost D(bn), where D(·) is some increasing function
assigned by the system operator or manager. 

The sum of the two costs is the total cost incurred by the the link in each
time slot. The goal is to find a power control policy pn that minimizes the
total cost incurred until the buffer is cleared and all packets have been suc-
cessfully transmitted. 

Note that the system evolves as a controlled Markov chain with state
(bn, in) and the optimal power action p*n depends on the current system
state (bn, in). In order to specify it, we formulate the problem in the context
of dynamic programming [1], as follows. Let V(b, i ) be the cost-to-go, that
is, the minimal expected total cost that will be incurred until the buffer clears,
given that initially there are b packets in it and the channel interference is i.
Then, the standard dynamic programming recursion is simply (for b ≠ 0):

 (34.1)

with boundary condition V(0, i ) = 0. Observe that the first two minimiza-
tion terms in (34.1) correspond to the cost incurred in the current time slot
and the last two terms express the future cost-to-go. The latter is the sum
of the various costs-to-go starting from all system states (b′, i′ ) reachable
from (b, i ), weighted by the probability of transitioning to (b′, i′ ) in the
next time slot. The transmitter has no control over i′ — as the channel is
nonresponsive and evolves autonomously — however, it can control the
probability that b′ = b – 1 or b′ = b in the next time slot by adjusting p, influ-
encing thus the s(p, i ) transmission success probability. 

If the function s(p, i ) and the channel transition probabilities {rii′} are
known a priori, the recursion (34.1) can be used to compute the optimal
power control p* as a function of the current backlog b and interference i
or p* = p*(b, i ). In fact, the solution can be carried out offline and the com-
puted values p*(b, i ) can be stored into a look-up table. Thus, when in time
slot n the buffer has bn packets and the channel state is in , the power level
chosen will be simply p*n = p*(bn, in). 

In practice, both s(p, i ) and rii′ might be estimated via statistical profil-
ing or learning methods, observing the transmission events and channel
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transitions over some long-enough period of time and doing a best-fit
model approximation under the nonresponsive Markovian Channel Model
assumption using statistical classification techniques for a given accept-
able level of model complexity (i.e., number of distinct states of the chan-
nel). In some idealized cases (for channel noise) of certain transmission
technologies, the function s(p, i ) is analytically computable from digital
communications theory. 

In any case, even if s(p, i ) and {rii′} are unknown, we can still design effi-
cient power control schemes based on a few simple observations
explained below. They simply leverage key structural properties of the
optimal power control solutions without requiring full specification of
those solutions. 

34.2.1.1 The Simple Case of Independent Channel Interference — 
Power Phases. Let us rearrange the terms of (34.1) and rewrite it as: 

(34.2)

where: 

. (34.3)

(34.4)

Observe now that in the special case where the channel state i is inde-
pendent from time slot to time slot, the transition probabilities {rii′} reduce
to the stationary distribution πi ′ of the channel state, that is πii ′ for every
i, i ′ ∈ I. Thus, X and Y lose their dependence on i and become functions of
b only (note though that X and Y are still dependent on the distribution πi ′
of the channel state, but not on the current value i). Hence, assuming that
the channel interference/stress in is independent in different time slots, we
get:

(34.5)

(34.6)

Consider now for simplicity the set of power levels . If s(p, i )
is concave in p, then the minimization (34.2) can be performed analytically,
by solving the equation: 
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(34.7)

Then, if the root  of (34.7) lies in , the optimal transmission power
level p* is equal to the root  of (34.7), p* =  (otherwise  has to be trun-
cated to 0 or  to get p*). 

To better understand the structural properties of p*(b, i), let us con-
sider specific examples of s(p, i ). In particular, two typical functional forms
of s(p, i ) are the following: 

(34.8)

(34.9)

where , , and . For these functional forms, we correspond-
ingly get from (34.7) that: 

(34.10)

(34.11)

The two power-control policies (34.10) and (34.11) are plotted in Figure
34.1 (for simplicity we remove the power ceiling, by setting ).
Note that although the success probability functions (34.8) and (34.9), as
well as the corresponding solutions of (34.7), (34.10) and (34.11), respec-
tively, have very different analytic forms, the plots are very similar. This is
quite interesting and indicates that the analysis that follows could hold
true for any reasonable functional form s(p, i ) — increasing in p and
decreasing in i — that could describe a communication link. This is indeed
intuitively possible, but can also be verified by simulation and testing. 

Observe that for any fixed X(b) — hence, fixed b — both  and  go
through three distinct phases with respect to i : 

1. Aggressive (increasing on i) 
2. Soft back-off (decreasing on i)
3. Hard back-off (constant and equal to zero) 
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In the aggressive phase, the channel stress i is low, thus the optimal strategy
for the transmitter is to actively transmit with some positive power p*(i) that
maintains the probability of successful reception at a high level. Hence, for
small increases in i, the optimal power p*(i ) increases as well trying to match
the channel. However, as i takes even higher values, this effort gradually
relaxes, due to the increased transmission cost required to compensate for
the channel. As a result, p*(i ) has a concave form. Eventually, at some i, p*(i )
attains a maximum value signaling the end of the aggressive phase. 

In the soft back-off phase, the channel stress i is high, turning inefficient
costwise to compensate for the channel. Instead, as the channel degrades
(i increases), the transmitter reduces its power and gradually withdraws

Figure 34.1. Optimal Power versus Interference Functions
Plots of optimal power versus interference function for various fixed backlog pres-
sures X(b) = 0.5, 1, 1.2, 2, 2.5, 3, 4, 5, 7.5, 10 and pmax = ∞. On the top, (34.10) is plot-
ted; on the bottom, (34.11) is plotted. In both plots, the family of curves are 
ordered, the lowest being for X(b) = 0.5 and the highest for X(b) = 10.
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(softly backs off). Ultimately the power reaches zero and the hard back-off
phase begins. 

In the hard back-off phase, the power remains equal to zero, as the chan-
nel stress i is prohibitively high to attempt any transmission. In essence,
the transmitter prefers to incur the delay/buffering cost, awaiting for the
channel to improve, instead of spending enormous amounts of power
(energy) to successfully push a packet through the degraded link. 

Regarding the dependence of p* on the buffer backlog b, it is indirectly
expressed through X(b). X(b) is: 

• Positive — from (34.5), it is equal to a weighted sum of positive
differences V(b, i ) – V(b – 1, i) as one more packet in the queue
increases the cost-to-go

• Increasing on b, as D(b) is an increasing function1 

Observe now, that as X(b) increases, not only do the values of p1* and
p2* increase, but the length of the first two phases (where p1* or p2* are
positive) expands as well. Thus, as more packets accumulate in the queue,
X(b) becomes higher, forcing the transmitter to be more aggressive. In
essence, X(b) corresponds to a backlog pressure, that is a measure of the
stimulus of the buffered packets forcing the transmitter to be active. 

Last, regarding the dependence on , although the plots do not
depict the effect of the power ceiling , it is trivial to see from the for-
mula that any finite value of  simply truncates p1* and p2*. 

34.2.2 Incorporating Packet Arrivals and Buffer Overflows

In the system presented so far, we considered a simplified version of the
problem which precluded the arrival of new packets at the transmitter. In
most cases however, the packets do not arrive at the transmitter all
together or in batches, but at random times, before the transmitter has the
chance to empty its buffer. Extending the model to incorporate packet arriv-
als, let  be the probability of a packet arriving at the transmitter at
the beginning of each time slot (thus  is the probability that no packet
arrives). The packet arrival process is assumed to be Poisson; that is the
event of each packet arrival is considered to be independent of the other
arrival events and the other random events taking place in the system,
such as the channel stress state transitions, successful or erroneous recep-
tions, etc. The arriving packets join the buffer at its tail, provided that the
buffer is not full. To formally express this, the buffer has a finite capacity
equal to Q packets; any packet that arrives and finds it full (bn = Q) is
blocked and discarded from the system. 

The new model is very much alike to the previous one in Section 34.2.1,
albeit somewhat more complicated. We can again write a dynamic program-
ming equation, incorporating the packet arrival process with probability 

pmax

pmax

pmax
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1− λ

λ
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and an extra cost term L. L will be the penalty incurred in the event of a
packet being rejected whenever the buffer is full. Its purpose is to be an
extra incentive to the transmitter to empty its queue whenever the latter
fills up, so as to lower the probability of packet loss. 

The study of this enhanced model does not reveal significant additional
intuition than the one already gleaned in Section 34.2.1. Hence instead of
pursuing it further, we directly jump into designing power control algo-
rithms and evaluate them in the presence of packet arrivals. 

34.2.3 Design of PCMA Algorithms — Responsive Channel

With the above remarks, we are ready to design efficient PCMA algorithms,
even in the absence of knowledge of the channel dynamics. In the above
analysis, we did not compute X(b), because this is not possible when rii′ are
unknown. Instead, we get around this dead-end and specify directly X(b) to
be an increasing function, such as: 

(34.12)

where  and  are positive constants. In essence, this is an implicit switch
in our formulation; up to now, D(b) was assumed given, therefore X(b) would
be expressed based on D(b). Now, X(b) is given and thus D(b) is a quantity
that can be expressed from the given X(b). By changing the function X(b) (the
slope  in [34.12] in particular), we can make the transmitter more or less
aggressive, in accordance to the power versus delay trade-off. 

Although the above analysis was based on an extreme operating point
for the system, that has: 

• Nonresponsive and per slot independent channel
• No packet arrivals
• Knowledge of in in the beginning of time slot n at the transmitter

we will relax the above and simply apply the findings in a system with packet
arrivals and responsive (and hence dependent) channel i. Moreover, to make
the protocol operation more realistic, we allow the transmitter at the
beginning of time slot n to know only slot channel state in – 1 at the previous
time slot, not in as in the model analyzed. Thus, the PCMA algorithms of
(34.10) or (34.11), become: 

(34.13)

X b b( ) ,= +θ ψ

θ ψ

θ

   

p
min b i i p

n

n n n

1,

1 1

1
( ) ,

=
+ −













− −α
β θ ψ β max ,, <

0,

1

1

i
b

i
b

n
n

n
n

−

−

+

≥ +










θ ψ
β

θ ψ
β

opyright © 2005 by CRC Press



Transmitter Power Control in Wireless Computing

AU1971_book.fm  Page 817  Thursday, November 11, 2004  10:08 PM

C

817

(34.14)

where we have substituted X(b) from (34.12). 

The above PCMA algorithms are compared against the dynamic power
control (DPC) algorithm [2], which is a power control algorithm designed
for voice communications. DPC updates the transmission power according
to (when b > 0): 

(34.15)

where  is the desired signal to interference plus noise ration (SINR) at the
receiver and G is the link gain (actually path loss). Observe that it does not
take into account the packet backlog in the buffer or any power cost — it
blindly tries to maintain a constant SINR p/i equal to . 

As reported in [7, 8], both the two PCMA algorithms (34.13) and (34.14)
outperform DPC (34.15) by a large margin in all operational scenarios con-
sidered. We do not elaborate further on the performance in the limited
scope of this chapter, the reader is encouraged to read the literature on the
subject. 

34.2.4 The Multi-Transmitter/Multi-Receiver Case

The model presented assumes one wireless link, consisting of a single
transmitter and a single receiver. However, the same model can be applied
with minor modifications in the case that there are more than one indepen-
dent transmitters sharing the same packet queue or more than one indepen-
dent receivers that packets can be forwarded to (not to be confused with
links with multiple receive or transmit antennae). The most prominent exam-
ple of such networks are cellular or wireless LAN architectures regarding: 

• The uplink — the transmitter is the mobile terminal that can transmit
its packets to one of the many receivers (BSs or APs) in its vicinity

• The downlink — the transmitter is the fixed network that chooses
from which BS/AP to send packets to the mobile terminal. In this
case, we assume that the system has a common packet queue for
all its transmitters and in each time slot decides which one to use
for transmission. 

Recursion (34.1) still applies in the above models with the difference
that now the action p and the channel stress i become vectors instead of
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scalars. Assuming that there are K receivers (multi-receiver case) or K
transmitters (multi-transmitter case), it is: 

where ik describes the channel stress state of each individual link connect-
ing the mobile terminal and the  BS/AP of the network. Observe that the
model is general enough to cover the cases that the K different wireless
links operate over the same wireless resources — thus the stress states ik

will be correlated, or over orthogonal channels (i.e., different fre-
quency/time slot/orthogonal spreading codes in FDMA/TDMA/CDMA sys-
tems, respectively), thus ik may be independent. The channel stress state
transition probabilities rii′ describe the vector channel stress as a single
Markov process; in the important case that the K channels are indepen-
dent, each channel stress ik is an independent Markov process and thus rii′
can be decomposed into the product of the transition probabilities of the
states of each individual link. 

The control action decision p will include, apart from power transmission
level component , an index  identifying which of the K
links will be used for transmission (that is to which receiver shall the trans-
mitter transmit in the case of multi-receiver or from which transmitter the
network will transmit in the case of multi-transmitter). Thus p = (k, pt ). 

With the above extensions, the success probability becomes equal to: 

(34.16)

where s(pt,ik ) is the probability that the packet is successfully received if
transmitted at power level pt on link ik. Thus (34.1) can be rewritten as: 

(34.17)

with boundary condition V(0, i) = 0. 

Equation (34.17) can be solved using the techniques for the single trans-
mitter/receiver case. The new component in the control action k shall triv-
ially be selected as the one minimizing ik: 

(34.18)
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Then, (34.7) and the resulting PCMA policies of Section 34.2.3 are
directly applicable to decide on the transmission power level pt. 

34.3 Packet Forwarding over Multimode Transmission Links

Toward the more efficient utilization of the wireless resources, we study
the case of multiple transmission modes. We assume that the transmitter
has the capability of switching the modulation scheme, the coding scheme
or other transmission parameters. This extra degree of freedom allows the
more efficient use of the wireless channel. Thus, if the channel quality level
is high, the transmitter can choose a high-order mode and bundle multiple
packets in a single transmission (e.g., switching from BPSK to 4-QAM). Con-
versely, if the channel is sensed to be of low quality, the transmitter may
choose to add more error-correcting bits to protect the transmitted frames
against a higher number of bit errors. 

As we already have seen in the previous section, the channel state is one
of the key factors in deciding what the transmission power should be.
Because both the transmission mode and the power level decision depend
on the quality of the wireless link, it is natural to take these decisions
jointly in one step. 

For our formulation, a mode m will be loosely defined as a transmission
scheme that allows the transmission of Lm packets in a single time slot. As
each mode packs, more or less densely, packets in a time slot, it will be
characterized by its own effective throughput: that is, the packet success
rate. Thus, it will be assumed that: 

is the probability that k packets out of Lm transmitted are successfully
received when mode  is utilized with transmission power level 
and when the channel stress state is  will be the set of
all available transmission modes. Without loss of generality, we will order
the modes according to Lm, hence m1 < m2 if Lm1

< Lm2
. 

As in the previous section, our modeling will be general enough to
encompass all functions s(k, m; p, i ). However, we will make some assump-
tions regarding its structure. Let us consider: 

(34.19)

which is the probability that at least k packets are successfully received
when transmitting at mode m and power p under channel stress i. Then,
keeping the other parameters fixed, S(k, m; p, i ) is assumed to be: 

s k m p i( , ; , )

m ∈M p ∈P
i I M∈ = …. M { , , , }1 2

S k m p i s k m p i
k k

Lm

( , ; , ) ( ; , , ),= ′
′=
∑

opyright © 2005 by CRC Press



MOBILE COMPUTING HANDBOOK

AU1971_book.fm  Page 820  Thursday, November 11, 2004  10:08 PM

C

820

• Increasing (actually nondecreasing) in p, which loosely expresses
the intuition that by increasing the power p, the average throughput
should rise.

• Decreasing (actually nonincreasing) in i, which expresses the intu-
ition that as the channel deteriorates, the average throughput
should fall.

• Bell-shaped on m, that is to initially rise with m, attain a maximum
at some m and then decline as m gets higher. This is justified by the
mode structure, for low values of m too few packets are transmitted,
thus increasing m should be beneficiary, whereas for high values of
m too many packets are squeezed in a single time slot, thus they
become easily corrupted. 

34.3.1 Optimally Emptying the Transmitter Buffer

Incorporating the multiple modes in the dynamic programming formula-
tion of Section 34.2.1, (34.1) takes the new form: 

(34.20)

for b ≥ LM. Special boundary equations need to be written for low values of
b, when the packets in the buffer may be less than the number of packets
Lm some modes may attempt to transmit; however we suppress them as
they are not necessary for our study. 

E(m) is a new term in the cost structure, expressing any overheads that
may be associated with the choice of the transmission mode m. In particu-
lar, E(m) may be associated to the different signal processing overhead at
each mode m and is expected to be increasing on the complexity of the
transmission mode. 

Similar to (34.1), (34.20) can, in theory, be solved precisely to find the
optimal policy (m*(b, i ), p*(b, i)) if the channel dynamics rii ′ are known to
the transmitter. However, the analytic study (34.20) will provide significant
insight into the structure of the problem, which will then allow us to design
efficient policies even under unknown rii ′. 

34.3.2 Structural Properties — The Independent Channel 
Stress Case

Equation (34.20) can be rewritten as:
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where: 

(34.22)

(34.23)

using the identity  

Observe that the minimization in (34.21) can be performed in two steps.
First compute for all  the power  that minimizes the
right-hand side. Then, after substituting p with the computed  in
(34.21), we can compute the optimal transmission mode m* in a second
minimizing step with respect to m. 

Elaborating further in the above, as in Section 34.2.1.2,  can be
computed analytically via the root  of: 

(34.24)

provided that the differentiated quantity is concave on p. The optimal
transmission mode is given then by: 

(34.25)

and therefore, the optimal power level is: 

(34.26)

Similar to Section 34.2.1.2, assuming that the channel stress is indepen-
dent on different time slots, rii ′ = πi ′ , and therefore X(b, i) becomes inde-
pendent on i. Before proceeding to study the solution of (34.24) and
(34.25), note that (34.24) can be hard to solve as it involves differentiating
a sum of probabilities weighted by the sums of the terms X(b – k, i). How-
ever, it takes a simpler form, if the event of each packet transmitted in mode
m being successfully received is independent. If this is the case, then: 

(34.27)

where s(m; p, i ) is the probability that each one of the Lm transmitted pack-
ets is successfully received. Note that the effective throughput of mode m
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is equal to the expected number of packets successfully received, that is Lm

sk(m; p, i ). 

Consider now the more interesting case of the backlog being much
larger than the number of transmitted packets b � Lm for all modes m. As
we have seen in the previous section, X(b) is increasing on b, however for
b � Lm, the relative difference between X(b) and X(b – Lm) is small, that is
X(b) � X(b) – X(b – Lm). Then, we can approximate: 

and hence, 

(34.28)

Thus, from (34.28) and (34.27), (34.24) can be rewritten as: 

(34.29)

which is of the same form as (34.7). 

If the transmitter knows what the function s(m; p, i ) is, it can solve
(34.29) for each available mode and decide from (34.25) the optimal trans-
mission action . To better study the solution, let us study the fol-
lowing example of a three-mode transmitter: 

1. L1 = 1 and 

2. L2 = 2 and 

3. L3 = 4 and 
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1.

2.

3.

X b X b X b Lm( ) ( 1) ( ).≈ − ≈ ≈ −�

′=

−

∑ − ′ ≈
k

k

X b k kX b
0

1

( ) ( ).

∂
∂

=s m p i
p L X bm

( ; , ) 1

( )
,

  ( *, *)µ p

s p i
i

p i
( ; , ) – ,1 1=

+

s p i
i

p i
( ; , ) – ,2 1

2

2
=

+

s p i
i

p i
( ; , ) –3 1

10

10
=

+

ˆ maxp b i X b i i(1; , ) ( ) ,0= −{ }
ˆ maxp b i X b i i(2; , ) 4 ( ) 2 ,0= −{ }
ˆ maxp b i X b i i(3; , ) 40 ( ) 10 ,0= −{ }
opyright © 2005 by CRC Press



Transmitter Power Control in Wireless Computing

AU1971_book.fm  Page 823  Thursday, November 11, 2004  10:08 PM

C

823

Note that p(m; b, i ) is the optimal power level used for single-mode
transmission with mode m. 

Figure 34.2 plots p(m; b, i) and the optimal p*(m; b, i) for the above
modes. The overhead cost E(m) is taken to be zero for all modes. Observe
that the optimal transmission scheme jumps between the different modes.
Specifically, for low channel stress, it begins with the highest order mode.
As the channel stress increases, it becomes advantageous to switch to a
lower order mode, as the power cost of maintaining a high-order transmis-
sion mode becomes prohibitive. Instead, it is better to downgrade to a
lower mode that requires less power. After downgrading to a lower mode,
the transmitter initiates a new aggressive phase. For large values of the
channel stress, at the lowest order mode, the transmitter goes through a
soft back-off phase before ceasing to transmit (hard back-off). 

Regarding the dependence of m* and p* on b, it is indirectly expressed
through the backlog pressure X(b). We already know from Section 34.2 — the
arguments are similar — that X(b) is an increasing function of b. Figure 34.3
plots p* for increasing values of X(b) corresponding to increasing values of
backlog b — the jumps in p* corresponds to mode changes. Observe that
as the backlog pressure X(b) increases, p* takes higher values, and the
interval of the channel stress for each transmission mode (at each jump in
p*, m* changes to a lower order mode) expands. Thus, the transmitter
becomes more aggressive both in the power level and the transmission
mode utilized. 

Figure 34.2. Plots of p̃ for m = 1, 2, 3 and p* (Labeled Optimal) for Backlog 
Pressure X(b) = 10
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34.3.3 Design of Multimode PCMA Algorithms 
for Responsive Channels

Although the multimode transmission scheme analysis assumed that a
channel was nonresponsive and independent in different time slots and
without packet arrivals, we nonetheless apply the findings of the analysis
in the general case. 

Specifically, we use (34.25) and (34.29) to create an efficient transmis-
sion mode m(b, i) and power level p(b, i) policy. Similar to the previous
section, we directly specify X(b) for example equal to (34.12). 

As reported in [13], the multimode PCMA algorithms outperform the
single-mode PCMA algorithms of the previous section. In particular, they
demonstrate important reduction in the average packet delay and the aver-
age transmitted power per packet and moreover they significantly increase
the capacity of the system. 

34.4 Data Prefetching over Single-Mode Transmission Links

The model presented so far is a classical queuing model where data pack-
ets are sent only if and when needed. Upon arrival at the transmitter they
are subject to queuing if the latter is busy transmitting other packets.
When the transmitter’s buffer empties, the wireless link remains idle and
thus its capacity gets unexploited. Switching to a new paradigm of opera-
tion, we examine the case of a wireless terminal requesting data from a
server over a wireless link. Taking advantage of the idle time between the
downloads, the system may try to fetch data before an actual request for

Figure 34.3. Plots of p* for Values of Backlog Pressure X(b) Equal to 5, 10, 20
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them is placed. Thus, the link utilization increases and the access delay is
mitigated, as data already prefetched is readily available at the receiver. 

To exercise prefetching though, it is necessary to augment the receiver
with a cache/buffer where prefetched data is stored. Moreover, compared
to the problem of the previous section, the system has to make buffer deci-
sions managing the contents of the terminal’s cache regarding what to
prefetch or fetch and what to evict from the buffer on top of the transmis-
sion power ones. The two decisions are entangled in each other, as the lat-
ter is related to the importance of the former. Thus, the problem is essen-
tially one of joint buffer and power control. 

The above model captures various wireless computing paradigms such
as Web browsing or database queries. In these scenarios, the transmitted
data are Web pages or database information items, respectively, transmit-
ted from a Web/database server to a wireless terminal. 

34.4.1 System Model

Let D be set of all data items available at the server and B ⊆ D be the con-
tents of the buffer/cache of the terminal. The buffer B has a finite capacity
of b data items. In each time slot, the system has to decide: 

• What data item f ∈ D to request to download from the server.
• What power level p ∈ P to use for transmission.
• What data item p ∈ B to evict from the buffer. This applies in the

case that the buffer is full to its capacity, that is |B|=b. 

Regarding the power level decision p and the wireless link operations in
general, we reuse the model of Section 34.2. Namely, we assume that a data
item has the size of a packet, hence in each time slot, only one data item
can be transmitted. The data item will be successfully received with prob-
ability s(p, i), where p ∈P is the transmission power (energy) level, and
i ∈ I is the channel stress state. 

For the terminal to send the requests for data to the server, a reverse
link from the terminal to the server is needed. As in Section 34.2, this link
is assumed to be reliable because it is of low bandwidth and carries only
control information. In this system, the reverse link communicates infor-
mation regarding:

• The data requests of the terminal
• The stress state i of the wireless channel as measured at the receiver
• The acknowledgments notifying the transmitter (server) whether

the reception of the transmitted data was successful or not 

Before describing the buffer management control actions f and e, let us
first define the cost structure of the problem. The goal is to minimize the
opyright © 2005 by CRC Press
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total cost, which consists of the power and the delay components. Namely,
in each time slot, the system incurs: 

• A power cost p, equal to the power (energy) used for transmission
at the server, which may also incorporate other considerations such
as implicit or explicit charges for the use of the wireless resources. 

• An access delay cost D, whenever the user requests a data item d
that is not in the buffer B. D is a cost related to the degradation in
the perceived QoS resulting from the delay in serving the user delay,
but may include other considerations too (e.g., the lock-up of com-
puting resources). 

To describe more accurately when and how D is incurred, let un be a vari-
able describing the operational state of the user or the computing process
at time n, taking values in the set U. When at state un = u, the user tries to
access (requests) the data item d = d(u). Thus, if the requested item is not
in the buffer, d ∉ B, the system incurs the access delay cost D and the user
does not switch state, but remains at u, un+1 = un = u, waiting for its request
to be satisfied. However, if the requested item can be found in the buffer,
d ∈ B, the user can immediately access it. Hence, no delay cost is incurred
in the system and at the next time slot, the user may transition to a new
state un + 1 = u′ (or remain at u). Specifically, let: 

be the transition probability2 from u to u′. Thus, the time the user will
remain at u consists of a number of time slots in delay if, when transitioning
at u, d(u) was not in the buffer, plus 1/(1 – quu) time slots on average before
spontaneously switching to a new state. 

In both cases, the terminal can use the current time slot n to fetch a data
item  f ∈ D from the server. Clearly, in the former case, there is no point in
delaying fetching d as in each time slot that d ∉ B, the system keeps incur-
ring a delay cost D. Instead, in the latter case, the system has the opportu-
nity to exercise prefetching and download any data item f ∉ B. 

Although not immediately clear from the above description, the model
presented is quite general in describing the data and how they are
requested by the user/computing process. In particular, regarding: 

• Variable-size data items — we have assumed that all data items are
of unit size: that is, they can be transmitted in a single time slot.
The case of variable-size data items can be still captured in our
formulation by splitting any large data item that spans over multiple
packets into multiple data items. Then, we can enforce that the
terminal requests all the component data items at a time by appro-
priately modifying the user state space.3 

q P u u u uuu n n′ += = ′ =[ ]1 |
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• Users with finite memory — in the simplest user modeling, d(·)  can
be chosen to be a one-to-one function (or without loss of generality,
u ≡ d); with this choice, the next requested data item depends only
on the last requested item d–1. To have the next user request depend
on the last N request d–1 d–2,…, d–N let u ≡ (d–1, d–2,…, d–N). Clearly,
d(u) will no longer be one-to-one, as the number of user states will
be greater than the number of data items. Note though that this
more refined scheme of the user model increases the complexity of
the user state space, U = DN. 

As it should be clear, for the system to exercise prefetching efficiently, it
has to have reliable estimates of the future user requests. For simplicity, it
is assumed that the system has full knowledge of the user transition prob-
abilities quu ′. In practice, quu ′ can be estimated by methods of statistical pro-
filing, either at the terminal observing a single user or at the server by
observing a large user population. In the limited scope of this chapter, we
do not engage in the problem of how such a model is built, instead we
assume that it exists and is readily available to the system. 

Before proceeding to the dynamic programming formulation of the
problem, let us complete the model details. The random events of: 

• The user transitions u → u′
• The channel stress transitions i → i′ 
• The successful or not reception of the transmitted data (with prob-

ability s(p, i)) 

are considered to be statistically independent and moreover to be inde-
pendent in different time slots. With these assumptions, the system
evolves as a controlled Markov chain. The above framework models the
channel as nonresponsive, a simplification that keeps the complexity of the
model low. As in packet forwarding, the resulting power/buffer policies are
expected to perform well, even in the presence of responsive channel (e.g.,
responsive interference). 

34.4.1 The Dynamic Programming Formulation

First we define the global system state Sn = (un, Bn, in) at time slot n. It com-
prises: 

• The user state un ∈ U 
• The buffer contents Bn ∈ Bb, where Bb is the set of subsets of D of

up to b elements
• The channel stress state in ∈ I

Thus, Sn takes values in S = U × Bb × I.

In each time slot n, the system has to decide the control action µn, which
comprises: 
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• The desired next buffer state , the terminal aims to reach at the
next time slot n + 1 by trying to prefetch  If |Bn| = b,
then the buffer/cache is full to its capacity; therefore, the system
has to decide also which item  to evict from the buffer,
if fn is successfully received. Hence,  takes values in the set

 
• The power level pn ∈ P that will be used to transmit fn. 

Table 34.1 summarizes the possible next states 
 along with the transition probabilities  and the cost CS(µ)

incurred per time slot, where  is the control action exercised.
Indeed, starting from S = (u, B, i): 

• If d(u) ∈ B, the user state may switch to u′ and the channel switch
independently to i′. Thus, S ′ = (u′, B ′, i ′) where B′ is either  or B
depending on whether the transmission was successful or not. The
total cost per time slot is equal to the power cost p. 

• If d(u) ∉ B, then the user state cannot switch to a new state, but the
channel can change to i′. Thus, S′ = (u, B′, i ′) where B′ is either 
or B depending on whether the transmission was successful or not.
The total cost per time slot includes the delay penalty D on top of
the power cost p. 

Note that the p component of µ affects directly the probability of the
next buffer state B′ (  versus B), whereas the choice of  is indirect, inter-
slot, aiming at the data item that is most likely to induce delay cost in the
future. 

The goal is to minimize the total cost incurred throughout the system
evolution. Let J(S) be the cost-to-go: that is, the average minimum cost
until it ceases evolving. It is assumed that the user eventually stops
requesting data items (for example, the user switches off the terminal). In
the user state space, this translates to the user transitioning to an absorb-
ing terminal state uo ∈U, which the user never exits from, that is quouo

 = 1.

Table 34.1. Allowed Transitions

Case S′′′′ Cs(p) 

(u′,B,i′) quu′[1-s(p,i )]rii′ 
p 

quu′s(p,i )rii′ 

(u,B,i′) [1-s(p,i )]rii′ 
p+D 

s(p,i )rii′ 

The allowed transitions from state S = (u, B, i) when con-
trol action  is exercised. The probability
of transitioning to any other  is zero.

ΦS
S B,p′( )ˆ

d u B( ) ∈
( , , )′ ′u B iˆ

d u B( ) ∉
   ( , , )u B iˆ ′

µ = ∈ ×( , ) ,B̂ p b BB P
′ ∈S S
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B̂n
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Thus the system ceases its evolution upon entering any state S in the set
 hence: 

For any other  the dynamic programming recursion applies: 

(34.30)

The first term in the right-hand side of (34.30) corresponds to the cost
incurred in the current time slot n, whereas the sum conditions on what the
system state S will be at next time slot n + 1 to express the future cost. 

In theory, (34.30) is possible to solve if the function of successful recep-
tion s( p, i ) and the transition probabilities of the user quu′ and the channel
rii′ are known. The optimal power control  is the minimizing
argument of the right-hand side of the solution of (34.30) and depends on
the system state S = (u, B, i ). However, in any practical system: 

• rii′ are difficult to estimate as the wireless channel is highly volatile,
as argued in the previous section. 

• The state space is too complex for (34.30) to be solved directly.
Indeed, there are about b|D| choices for  to consider and the
buffer can have a number of states in the order of |D|b. Thus,
(34.30) is practical only for tiny datasets D. 

Therefore, because (34.30) is not directly applicable, we have to devise
suitable heuristics to approximate it. In the rest of the section, we study
the structure of the problem, which will help us design efficient prefetching
control policies 

34.4.2 The Structural Properties of the Power Decision p

Let us first attack the power control component p of the control action µ.
The analysis is almost identical to the one of Section 34.2.1.2, so we briefly
restate the most important points. Indeed, if  was known, then
for any s(p, i) concave on p and  the minimizing power p*(S)
could be computed analytically by: 

(34.31)

where: 
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(34.32)

Observe that X(S) in (34.32) is very similar to (34.3). Indeed: 

• X(S) is equal to the difference in the expected cost-to-go in the next
time slots if the reception of the data transmitted in the current slot
is erroneous over to being successful, as in Section 34.2.1.2. 

• If the channel stress is independent in each time slot, X(S) loses its
dependence on i and becomes a function of u, B only. 

• If s(p, i) is equal to (34.8) or (34.9), (34.31) results to the solutions
(34.10) and (34.11), respectively. Thus, regarding the dependence of
the optimal power p* on i, it goes through the aggressive, the soft
back-off and the hard back-off phase as depicted in Figure 34.1. 

• As far as the u, B components of the state space are concerned,
their dependence is indirect through X(u, B). In packet forwarding,
X depended on b and corresponded to the backlog pressure: the
pressure resulting from the buffering cost of the queued packets.
Instead, in the case of the data fetching or prefetching X corresponds
to the prefetch pressure, which arises from the value to the system
of the data items not in the buffer B in comparison to the items
already in B. The value of the data is essentially measured by the
potential delay cost they may incur to the system: the more close
probabilisticwise to be requested given u, the more pressure they
add to X(u, B). 

• Higher values of the per slot delay cost D, increase the cost-to-go J
and thus amplify the cost-to-go differences in X(u, B), making the
transmitter more aggressive. As shown in Figure 34.1, increasing X,
increases both the power level p* used at a given channel stress
state i and the range of values of the channel stress i, where the
transmitter is active ( p* > 0). This essentially reflects the trade-off
between the delay versus the power. 

34.4.3 Online Look-Ahead Heuristics for Efficient Buffer Control

Although the above study can help us create a power policy that dispenses
with the need of knowing rii′ (similar to what we did in Section 34.2.3), it
does not help with the problem of the state complexity arising from the
user and buffer components. To reduce the complexity of the user/buffer
space and facilitate the buffer control decision we employ the technique of
the look-ahead. 
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The idea behind look-ahead is that beginning from the current state Sn of
the system, there exists a small set of states that the system can reach over
a limited time horizon, namely the look-ahead horizon. Instead of consid-
ering the whole system evolution, the optimization is conducted with
respect to the look-ahead horizon only. Therefore, (34.30) will be much eas-
ier to solve as it involves a much smaller set of states. In fact, the compu-
tation could even be performed online by the system (at either the termi-
nal or the server). The resulting decisions µ(S) will clearly be suboptimal,
but they can be quite efficient as in prefetching the buffer has to be filled
with data likely to be requested in the near-to-medium term rather than in
the far future. Indeed, [16] demonstrated experimentally that even for
small look-ahead horizons, the resulting policies can yield significant perfor-
mance gains over the case of no prefetching at all. Moreover, if we expand the
horizon to include more steps in the future, the decisions µ(S) are expected
to improve and converge to the optimal policy  µ*(S). 

In our model, the look-ahead technique will be applied in the user com-
ponent of the system state space. Hence, beginning from the current user
state un, we define the look-ahead horizon to be a set of user states 
in the vicinity of un. Then (34.30) applies by equating any any user state u
outside the look-ahead horizon  to the terminal state uo: 

The above truncation in the user space induces a similar truncation in
the data and thus in the buffer space. Namely, the only relevant items
regarding the buffer lie in the set  Any data item  is vir-
tually of no use, as it cannot be requested in the set look-ahead horizon .
In other words, any  is not a candidate for prefetching and moreover
is not an item that needs to be preserved in the buffer when deciding which
item e to evict. 

34.4.3.1 No Prefetching — Efficient Data Downloading. Let us first con-
sider the case where no prefetching is exercised. This corresponds to the
minimal choice of the look-ahead horizon  The only relevant data
item is d = d(un); thus, the problem essentially reduces to identifying a
power policy p(i) to download d if it is not in the buffer. Observe that this
is how a system would operate if there is no user profile available: when quu′
are unknown. There is hardly any point in blindly downloading data items
at random (if D is not a small set), thus the best the terminal can do is to
download optimally only the requested items. 

Let J0(u, B, i) be the cost-to-go with respect to the {un} look-ahead hori-
zon. Then, (34.30) takes the form: 

U Uun
⊂

Uun

J u B i u B i Iun b( , , ) 0, ( , , )= ∈ − × ×for any S U B .

D Uu un n
d= ( ). d un
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Note that in (34.33A) the decision to fetch f = d(un) is hard-coded into the
equation (i.e., ). Moreover, observe that if the buffer is full, it does
not matter which data item e will be evicted, as the look-ahead horizon
contains d(u) only. Therefore, in this setup, any choice of e is equally good
or bad (e.g., choose at random from any d ∈ B). 

If the channel transition probabilities rii ′ are known, (34.33A) can be used
to compute numerically the optimal download power p(i ). However,
because this is rarely the case, we will revert to the analysis of Section
34.4.2, to design a power policy p(i) for the case that the channel dynamics
are not available to the system. Equation (34.31) becomes: 

(34.34)

where: 

(34.35)

(the last step comes from the fact that  Recycling the heu-
ristic from the independent channel stress analysis, we set X0(un, B, i )
equal to a constant: 

(34.36)

for B�d(un), where Θ is a positive constant controlling the priority of delay
versus power cost. 

Note that X0(un, B, i) is constant on the current user state un and the
buffer contents B�d(un), as it does not make any difference which data
item is fetched. The only approximation (34.36) introduces is with respect
to i — (34.36) assumes that the channel is memoryless. 

Then (34.34) and (34.36) can be used to compute the power policy p(i).
In particular, if s(p, i) is equal to (34.38) or (34.39), then the resulting power
policies p1(i) and p2(i) are respectively equal to: 

(34.37)
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(34.38)

Note that the solution of (34.31) or the computation of (34.37) or (34.38)
are simple enough to be computed online. 

Regarding the dependence on Θ, it should be clear that higher values of
Θ result in power-aggressive/delay-tolerant policies, whereas low values of
Θ result in power-sensitive/delay-tolerant policies. 

Although the above scheme essentially models the channel as memory-
less (independent on different time slots), it has been shown experimen-
tally that it performs surprisingly close to the optimal (that is if rii′ are
known) even when the channel has memory [18]. 

34.4.3.2 Neighbor Prefetching — Depth-1 Look-Ahead. To introduce
prefetching to the system, we expand the look-ahead horizon to include
the user states reachable in one step from the current user state un, Uun

 =
 By looking at the neighbor user states, the system

may decide to prefetch a data item that may be used next. The decision on
what and how to prefetch will be taken by solving the 1-step ahead
dynamic programming equation: 

(34.39)

Besides the cost incurred in the current time slot, the cost-to-go J1(un, B, i)
at current user state un is expressed through the cost-to-go of the same
user state un, but potentially different buffer state B (second term) and the
cost-to-go of the other user states u (third term). Observe that the former
is equal to J1(u, B, i) as the user does not change state, whereas the latter
is equal to the cost J0(u, B, i) of optimally fetching d(u) as the user has
advanced to the next user state. 

Although (34.39) may look complicated at first glance, in reality it is
quite straightforward to solve: 

• If  as already argued, there is no point in delaying to fetch
d(un ), hence f = d(un). 
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• If  then the requested data item f should be equal to the
item  of the neighbor user state u′ that maximizes qunu′ . 

Regarding the item to evict, it is clear that it should be chosen as one that
does not appear in the neighbors d(u′) or if such an item does not exist, the

 that minimizes qunu′. 

Therefore, there is no need to consider all the possible buffer configu-
rations  but only up to N + 1 of them, where N is equal to the num-
ber of neighbors. Indeed, if the user remains at un long enough so that the
system has adequate time to download all of  there is an ordering of
how the data items should be prefetched. This ordering is quite easy to
find by inspecting qunu′; the higher qunu′ is, the higher in the list d(u) should
be placed. Thus, we have effectively computed the buffer decisions

What remains is to compute the power decisions p(un, B, i): beginning
from the last item to the first of the list, we can numerically solve the recur-
sion of (34.39) — note that if  then J1(un, B, i) = 0. Observe that the
equations have the same form as in the previous case of no prefetching
(with the exception of some additional terms, which do not complicate the
solution), therefore the computation is essentially the same. 

In the important case that the channel stress dynamics rii ′ are unknown,
we will assume: 

• That the cost-to-go is reduced by Θ if  over the case that
 as in (34.35).

• The channel is static. Thus we set rii′ = 1 in (34.39). 

In the light of the above, (34.39) can be rewritten as:

where from the previous subsection: 
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As in the no-prefetching case, it has been observed experimentally that
the decisions taken with the above heuristics are very close to the deci-
sions obtained by (34.39) when rii′ are known [18]. 

34.4.3.3 Deep Prefetching. The technique used to derive (34.39) can
be also applied considering deep look-ahead user graph fragments (e.g., up
to h steps ahead). However, in deep prefetching, it is not always easy to
decide what the buffer decision B should be, except in the case that all user
states in the look-ahead horizon map to different data items and the
look-ahead horizon graph is acyclic (excluding the self-loops). 

In the general and more interesting case of many user states in the
look-ahead horizon mapping to the same data item, one cannot solve
(34.39) without considering all the configurations B of the buffer unless
some other heuristics/approximations are introduced for dealing with the
complexity of the buffer space. Due to the limited space and scope of this
chapter, we do not elaborate any further. However, the topic of prefetching
and caching in general is vast and calls for more research. 

Notes

1. Intuitively this can argued from the fact that the difference V(b, i ) – V(b – 1, i ) is
increasing on D(b). Indeed, a delay/buffering cost equal to D(b) will be incurred for
a number of time slots until a packet is successfully received. Given that D(b) is
increasing on b, it follows that V(b + 1, i) – V(b, i) > V(b, i) –V(b – 1, i), therefore X(b)
is increasing on b.

2. In essence, the user is modeled as a time-homogeneous and irreducible Markov
process.

3. If dm is a single data item that needs Nm time slots to be transmitted, it can be divided
into Nm unit-sized data items d�

m ,  � ∈ {1, …, Nm}. Then, any user state uk such that dm

= d(uk) should be replaced by a chain {u1
k } of Nm states such that d�

m = d(u�
k ) for � ∈

{1, …, Nm}.Correspondingly, the user Markov process should be modified so that
transitions to uk point to u�

k and transitions originating from uk originate from uNm
k

instead. Last, the {u1
k } states should be connected in a chain, that is qu�

k u �+1
k

= 1 for � ∈
{1, …, Nm – 1}. Thus, the user upon visiting u1

k will request all the d�
m, effectively

downloading all the components of dm.
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Chapter 35

A Survey on Mobile 
Transaction Models
Abdelsalam (Sumi) Helal, Santosh Balakrishnan, 
Margaret H. Dunham, and Youzhong Liu

Abstract

With the availability of inexpensive portable computers and with the
growth in mobile and satellite communication technologies, mobile com-
puting has attracted great attention from both research and industry. In
many ways mobile computing can be compared to distributed computing,
but constraints unique to mobile computing, such as low bandwidth of the
wireless links, user and host mobility, and high vulnerability, have thrown
up many challenges to researchers. Transaction models, data consistency,
and cache management have been the focus for database researchers in
mobile computing. Mobile transaction models are especially of interest,
both academically and industrially, because it is envisaged that a major
component of applications in mobile environments will involve database
access or activities modeled as transactions. In this chapter, we present a
survey on the various mobile transaction models proposed in the litera-
ture. We present a brief description of all the models and outline the vari-
ous issues addressed by the mobile transaction model designers. We also
compare mobile transactions on these issues and present a discussion on
the issues yet to be addressed.

35.1 Introduction

With the availability of powerful portable computing systems and with the
tremendous growth of the wireless communication technology, mobile
computing is being projected as the future growth area in both academia
and industry. Mobile computing systems when available will allow users to
be in constant touch with their office computing resources enhancing pro-
ductivity by efficiently utilizing the commuting and travel time. Growth of
the Internet and the popularity and effectiveness of the World Wide Web is
another factor that has spurred the interest in mobile computing systems.
0-8493-1971-4/05/$0.00+$1.50
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The availability of the World Wide Web on mobile computing systems is
expected to open up a new class of location sensitive applications.

In this chapter, we present a survey of mobile transaction models pro-
posed in the literature. These transaction models are aimed at maximizing
concurrency and maintaining data consistency in a failure prone and low
bandwidth mobile environment. Our main thrust in this chapter is in com-
paring the transaction models on parameters like scalability, additional
infrastructure, communication costs, extensions required for commercial
databases, etc. These parameters are indicative of the cost of executing a
transaction under a particular model as well as the cost of the deployment
of a transaction model. Both issues are crucial to the success of any model
in the practical world.

The major factors that differentiate mobile computing from conven-
tional computing are movement, low bandwidth, and frequent disconnec-
tions. A mobile user will typically be connected to the fixed network
through a cellular network link or a radio or infrared link. In all these cases,
the bandwidth available is low, typically in the range of 10 kilobits per sec-
ond (Kbps) in case of cellular links and 2 megabits per second (Mbps) in
the case of an infrared link. As the mobile user moves, the current link may
get disconnected, and the user may have to acquire a new link to retain
connection to the fixed network. The mobile user may also stray off the ser-
vice area of wireless providers or lose the connection for extended periods
of time. These factors along with the issues arising out of mobility itself,
such as how to uniquely identify a mobile system in the internetworked
world or how to service location sensitive queries like “Where is the near-
est restaurant?” have thrown up a number of challenges and opened up a
new field of research.

The research effort in mobile computing has been mainly concentrated
in the following major areas:

• Networking
• Operating systems
• Database
• System architectures

The mobile networking research has mainly concentrated on develop-
ing protocols for seamless access of a mobile computer in the internet-
worked world. The Mobile-IP Protocol [PerkIP] and other Internet Protocol
(IP)-based internetworking protocols [Ioannidis91, Johnson93a, Teraoka]
attempt to modify the IP for use in mobile environments. These protocols
define mechanisms that allow a mobile computer to access resources in an
internetwork irrespective of its current location as well as allow other sys-
tems to access the mobile computer with the same IP address irrespective
of the point of attachment of the mobile system. Operating systems
opyright © 2005 by CRC Press
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research in mobility has mainly concentrated on file systems mechanisms
[Kistler91] and event delivery mechanisms [BadriWelling]. Architecture
issues and protocol mechanisms have been addressed in [CheGros, Liu-
MarMag]. Database issues have been another focal area in mobile comput-
ing research. The studied database related issues in mobile computing
research include transactions [Chry93a, Helal96a, Niel95, PitouraBharga-
vaTr, WalChry95, Zas94], lock management [JJ95], and data consistency
[PitouraBhargava-Ag95].

The chapter is organized as follows: 

• Section 35.2 describes the reference model for mobile environments.
• Section 35.3 presents the characteristics and issues related to

mobile transactions.
• Section 35.4 describes the transaction models on which the various

mobile transaction models are based. 
• Section 35.5 presents the various transaction models.
• Section 35.6 presents a comparison of the models.
• Section 35.7 outlines the issues still to be resolved.

35.2 Reference Model

The generally accepted reference model for the mobile computing environ-
ment is depicted in Figure 35.1. The model has a set of hosts on a fixed net-
work, some of which serve as base stations (or mobile support stations
[MSS], as some authors refer to them). Each base station serves a number
of mobile hosts (MH) (or mobile nodes), which are currently in its cell. MHs
as well as the base station have wireless interfaces. The base station com-
municates with the MH in its cell by broadcasting. As a MH moves across
a cell boundary, the base station that was serving it prior to its movement
hands over the MH to the base station in the cell that the MH enters. A
handoff protocol defines the actions that occur during the handoff. The
model proposes the use of location databases that are used to locate MHs.
A discussion of location management can be found in [Badrinath92b].

MHs are expected to be laptops or palmtops, which have batteries with
a short life span. Further, the wireless communication channel between the
MH and the base station is constrained by bandwidth. So, protocols have
to be designed so that the load on the MH as well as the amount of commu-
nication between the MH and the base station is minimized.

MHs are expected to disconnect from the fixed network frequently. This
may happen either due to physical damage suffered by the MHs or due to
a voluntary disconnection by the mobile user (to conserve power). The
user may later connect to the fixed network at a different location. The net-
work layer protocol has to be capable of handling these disconnections
and providing a transparent interface to the upper layers. The Mobile IP
opyright © 2005 by CRC Press
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developed by IETF [PerkIP] is accepted as the standard for the network
layer.

To summarize briefly, the mobile computing environment poses many
challenges to hardware, software, and communications. Most of the issues
have already been addressed and solutions have been proposed. These are
still under investigation and no formal standards have been yet adopted.

35.3 Mobile Transactions: Definition, Characteristics, and Issues

According to the classical definition a transaction is described by its ACID
properties — atomicity, consistency, isolation, durability. It has been long
recognized that the ACID properties are too restrictive for many applica-
tions, which can be modeled as transactions [Elmar91]. Many models have
been proposed to extend the traditional transaction model by relaxing the
atomicity, concurrency, and isolation requirements [Elmar91]. The motiva-
tion for a new model for transactions in mobile environments can be illus-
trated by the following examples.

Figure 35.1. Reference Model 
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Consider a mobile user ordering takeaway food from a fast food restau-
rant chain. The transaction is initiated by contacting the nearest restau-
rant in the chain address of which is obtained from a Yellow Pages server.
As the order is being processed, it is possible that the mobile user is
already past the service area of the first franchise and has entered the ser-
vice area of the second franchise. The execution of the transaction may
now have to be relocated to the new serving franchise of the mobile user
to seek performance. This process may continue until the order is com-
pleted and the user is ready to be served. The system may then direct the
mobile user to the particular franchise where the customer will be served.
This example illustrates an important characteristic of a mobile transac-
tion, the ability to execute the transaction at a geographical proximity to
the mobile user who has issued the transaction.

Another example is adapted from [CheGros] to illustrate disconnected
or asynchronous operations. Consider a mobile employee with a rather
flexible travel plan. The employee may finalize travel plans at some point
on the trip and may initiate a transaction to book the most economical and
convenient ticket to the destination. Once the transaction is initiated, the
user may disconnect from the system. This sets in motion some agent pro-
cesses that determine the available choices. These agent processes report
back the results when the user connects to the system again. Depending on
the results, the user may either decide to continue the transaction, initiate
a new transaction, or terminate the transaction. This example illustrates
another important characteristic of mobile transactions, nondeterministic
duration and asynchronous operation.

These examples illustrate the need to relax the strict ACID properties of
the traditional transactions for mobile transactions. Transactions exe-
cuted in mobile environments could be of nondeterministic duration and
could get aborted due to failures on the mobile unit (MU) end like power or
connection failures. Thus even though transaction models have been
designed for long duration transactions [Elmar91, GarciaMolina87], none
of the existing transaction models is fully suited for operation in mobile
environment.

35.3.1 Characteristics

From the above discussion the following characteristics of mobile transac-
tions can be summarized:

• Nondeterministic lifetime — the MUs from which a mobile transac-
tion is issued will normally be attached to the fixed internetwork
through a low bandwidth wireless link. The routing delay in the
mobile environment is far higher than in the fixed network. Mobile
systems are prone to failures such as battery power loss and wireless
link loss. These factors coupled with other factors like disconnection
opyright © 2005 by CRC Press
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from the fixed network either due to lack of a communication link
or for economic reasons make the duration of a mobile transaction
nondeterministic.

• Relocation — To minimize the response time and efficiently use the
limited bandwidth available, it is necessary to have the component
of the mobile transaction executing on the fixed network to be as
close to the MU as possible. Thus it is also necessary to relocate
the fixed network component of the mobile transaction as the mobile
node moves.

35.3.2 Definition

A mobile transaction is a transaction of nondeterministic lifetime submit-
ted from a mobile capable node in a mobile environment. The mobile trans-
action, in general, can be considered to consist of two components — a MU
component and a fixed network component. The fixed network component
of the mobile transaction may have to be partially or completely relocated
as the MU moves.

35.3.3 Issues

Mobile environments can be considered to be similar to highly distributed
environments in many respects. But unlike in distributed environments,
locations of some hosts are not permanent in mobile environments. This
along with the low communication bandwidth, frequent disconnections,
and high vulnerability throws up many challenges to researchers. In this
section, we outline the issues addressed by researchers in mobile transac-
tion design:

• Data consistency and concurrency control — in mobile environ-
ments, data could be replicated on a number of servers throughout
the network. Some of these servers could be MUs. Moreover, a MH
might operate on cached data while being disconnected from the
fixed network. The data conflicts arising in mobile environments
could partly be due to the locality of the users accessing the data
[Imielinski93b]. The execution of a mobile transaction could also be
distributed and relocated among fixed hosts and the mobile nodes.
The nondeterministic lifetime of a mobile transaction and the low
bandwidth of communication links are other factors that affect con-
currency control and cache management.

• Infrastructure requirements — for any model to be successful, it is
important that it be moved from the research labs and deployed in
the real world. Assuming a wireless communication infrastructure
to be well in place, it is important to determine the additional
resources required for having a mobile transaction system in place.
These resources could range from protocols for location sensitive
opyright © 2005 by CRC Press
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service access to mechanisms for optimized query management and
controlled query release mechanisms.

• Communication costs — the high cost of the communication links
is one of the major constraints in mobile environments. Efficient
utilization of bandwidth is thus an important factor on evaluating a
transaction model.

• Relocation mechanisms and user profiles — mobile agents are pro-
cesses or set of processes that perform an activity on the fixed
network on behalf of the MU. These agents will typically be a trans-
action activity that access several databases and report some results
to the mobile node. Relocation of transaction execution or mobile
agents is necessary to improve response times in mobile environ-
ments. Effectiveness of mobile agent relocation has been studied in
[LiuMarMag]. Performance can still be improved if the user profiles
or user directives can be used to effect anticipatory relocation or
to avoid unnecessary relocation.

• Scalability — as mobile computing grows to be more affordable and
popular, the number of MUs handled by every base station could
be large. Hence, it is very important that a mobile transaction model
scale up efficiently.

35.4 Applicable Transaction Models

The mobile transaction models presented in this chapter are based on the
extended transaction models developed for open-ended long duration
transactions. The extended transaction models, which form the basis for
mobile transaction models are:

• Open Nested Transactions [Elmar91]
• Split transactions [PU88a]
• Saga — compensating transactions [GarciaMolina87]

The applicability of these transaction models can be easily explained
from the characteristics of mobile transactions. Due to the nondeterminis-
tic lifetime of a mobile transaction, it is best characterized as a long-lived
transaction. The execution of a mobile transaction could be migrated or
relocated as the MU moves after it issues the mobile transaction. The high
vulnerability of mobile transactions may warrant arbitrary rollback as
well.

35.4.1 Open Nested Transactions

Open Nested Transaction Model is designed for long duration activities.
These transactions typically consist of a set of subtransactions, which can
be structured as a transaction tree. The Open Nested Transaction Model
provides better support for long duration activities. These are also ideally
suited for conversational transactions.
opyright © 2005 by CRC Press
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35.4.1.1 Properties of Open Nested Transactions. An open  nested
transaction is a generalization of multilevel transactions. In a multilevel
transaction model, the subtransactions are divided into layers and the
nesting depth is the same among all subtransactions. In the case of open
nested transactions, the restriction on nesting depth has been eliminated,
allowing different nesting depths in different subtransactions trees.

The classical ACID paradigm of transactions is too restrictive for long
duration activities, which can be easily modeled as transactions. The Open
Nested Transaction Model accommodates these extended transaction
activities by relaxing the ACID properties:

• Atomicity — the classical definition requires transactions to be
atomic at the lower details. Atomicity of a transaction or a subtrans-
action can still be enforced if the system ensures that the effect or
existence of an aborted transaction is hidden from other transac-
tions and subtransactions. A completed open nested transaction
cannot be rolled back, because the results are already visible to
other transactions. Open nested transactions are undone by execut-
ing compensating transactions, which reverse the effect of the trans-
actions.

• Isolation — in the Open Nested Transaction Model, semantics of the
transaction operations are used to relax the isolation of transactions.
The operations are defined to be either commutative or compatible
if the order of the execution of the operations is insignificant for the
success of the application. The result of an operation can be made
available to its commuting or compatible operations. Serializability
is not compromised in this case, because the order of execution is
immaterial in this case.

• Durability — in some applications with long duration transactions,
the complete undo of a transaction may not always be acceptable.
In the Open Nested Transaction Model, programmers are allowed to
tag subtransactions with a persistent attribute. The updates of a
persistent subtransaction are made persistent as soon as it com-
pletes. Compensating subtransactions are not allowed for persistent
subtransactions.

35.4.2 Split Transactions

Split transactions [PU88a] or dynamically restructured transactions split a
transaction into two independent serializable transactions. The transac-
tions could be committed or aborted independent of each other. The oper-
ation split-transaction can be used to split a transaction into two.
The split transactions are combined together by an inverse operation
termed Join Transaction. Split transactions are mainly designed for
user controlled open-ended transactions.
opyright © 2005 by CRC Press
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35.4.2.1 Split Transaction Semantics

• Split transaction — the split-transaction operation is used to
split a transaction into a set of independent entities. It takes the
read and write sets as the input and produces a split:

split-transaction(Read(A), Write(A), Read(B), Write(B))

• Join transaction — the join-transaction operation is the inverse
of the split-transaction operation. It takes the target transac-
tion to which the current transaction is to be joined as the input.
Let T be the current transaction to be joined with S. The operation
join-transaction(S) joins T with S. All data items of T are avail-
able to S after this operation. T may be committed or aborted
depending on the fate (commit or abort) of S. The join transaction
can also be extended so that the join is done only if the target agrees
on the operation too.

35.4.2.2 Properties of Split Transactions. Let a transaction T be split
into two transactions A and B. Let the read and write sets of a transaction
be denoted as Read(T) and Write(T) respectively. Then:

The instructions in T are also split into instructions of A and B:

The transaction is split if and only if the following conditions hold:

 

From these properties it is evident that there are no dependencies
between transactions A and B. They are entirely independent of each other.
There are no serializability constraints between the transactions A and B,
moreover there are no data conflicts either. The above restriction can be
relaxed; if we assume that the transaction A is committed as soon as T is split
and only B is executed after that, then the properties can be written as:
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The set WriteLast(T) is the set of data items written last by transaction
T. Share(A, B) is the data set shared by transactions A and B. The first prop-
erty allows transaction B to overwrite the values written by A, but not vice
versa. The second property ensures that A precedes B. The third property
allows transaction B to use values written by A.

35.4.3 Sagas

Sagas [GarciaMolina87] are defined as a set of relatively independent trans-
actions. The transactions in a saga are termed as component transactions.
Each component transaction has a dual termed compensating transaction.
A predefined order can be defined for the execution of the saga. The trans-
actions belonging to different sagas can be interleaved in any fashion.

35.4.3.1 Properties of Sagas. As mentioned above, a saga consists of a
set of component transactions and corresponding compensating transac-
tions. A compensating transaction can semantically undo the effects of the
component transaction. A component transaction can have ACID proper-
ties. A component transaction is not allowed to make any changes directly
onto the database until it is ready to commit.

Let T_1, T_2, …, T_n constitute a saga S. The saga S is said to commit if
all the transactions T_1, T_2, …, T_n belonging to S have executed and
committed. If the saga has aborted after the commitment of the transaction
T_k where 1 ≤ k ≤ n, then the correct execution of the saga is:

T_1, T_2, T_3, …, T_k, CT_k, CT_{k – 1], …, CT_1

where CT_k is the compensating transaction for transaction T_k.

35.4.3.2 Limitations of Sagas. The commitment of a saga is dependent
on the commitment of all its components. But a saga by itself has no notion
of commitment. This introduces a certain amount of inflexibility. Moreover,
some activities cannot to be modeled as saga transactions, because they
inherently cannot be compensated. The Saga Model has been extended to
take care of these limitations.

35.4.3.3 Extensions of Saga Model

• Vital and nonvital components — component transactions are dis-
tinguished as vital and nonvital components. A saga can commit if
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and only if all vital components commit. A saga need not be aborted
if any of the nonvital components abort.

• Nested saga — a nested saga is a saga transaction with sagas as its
components. A nested saga can be considered to be a set of nonvital
components. Thus a nested saga can commit even if some of its
components abort.

35.4.3.4 Noncompensating Transactions. Sagas are designed such that
every component transaction will have a compensating transaction. But
some transactions inherently cannot be compensated. Different techniques
are used to accommodate this. In one method, noncompensating transac-
tions are executed concurrently. In another technique, noncompensating
transactions are set up as nested transactions. In yet another technique, addi-
tional semantics are used to specify dependencies between transactions.

35.5 Approaches to Mobile Transaction Models

In this section, we describe selected approaches to mobile transaction
modeling. We will consider the following models in this section: 

• Reporting and cotransaction [Chry93a] 
• Clustering [PitouraBhargava95] 
• MDSTPM [Zas94] 
• Pro-Motion [WalChry95, WalChry99] 
• Prewrite [MadriaBhargava] 
• Semantic [WalChry95] 
• Kangaroo [Helal96] 
• Time-based Mobile Transaction [Niel95] 
• Two-Tier Replication [Gray96] 
• IOT [Saty] 
• Bayou [Terry]
• New Transaction Management System [Nagi] 

Most of the approaches that use the Mobile Computing Reference Model
were described in Section 35.2. If a special reference model is used, we will
point it out when we explain the corresponding transaction model.

Based on different taxonomy, the selected mobile transaction models
can be classified in different ways.

Mobile transaction models can be classified based on their emphasis on
challenges presented in a mobile computing environment. [Chry93a,
Helal96, MadriaBhargava, PitouraBhargava95, WalChry95, WalChry99,
Zas94] focus on providing solutions to improve the availability of local
resources on mobile devices. [Gray96, WalChry95, Zas94] provide solu-
tions for frequent disconnection. [Helal96] addresses the issue of move-
ment. [Niel95] focuses on real-time transaction management in a mobile
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environment. Mobile transaction models can be classified based on their
communication assumptions. [Chry93a, Gray96, Helal96, MadriaBhargava,
PitouraBhargava95, WalChry95, WalChry99, Zas94] assume the existence
of MSS. [Nagi] on the other hand utilizes the broadcast feature of the down-
link of the server.

Mobile transaction models can be classified based on the research
approaches. [Chry93a, Helal96, MadriaBhargava, PitouraBhargava95,
WalChry95, WalChry99, Zas94] focus on transaction management in a
multi-database system. [Gray96, Saty, Terry, WalChry95] use a data replica-
tion and coherence approach.

35.5.1 Reporting and Cotransactions

This model [Chry93a] is based on the Open Nested Transaction Model. A
computation in a mobile environment is considered to consist of a set of
transactions, some of which may execute on the mobile node and others
may execute on the fixed host. The model attempts to address the follow-
ing two issues in particular:

1. Sharing of partial results while in execution
2. Maintaining computation state in a fixed node so that the commu-

nication cost is minimal

The model allows the sharing of partial results and transaction relocation.

The model proposes to modify reporting and cotransactions [Chry91,
Chry93b] to suit the mobile environment. The model defines a mobile
transaction to be a set of relatively independent transactions, which inter-
leave with other mobile transactions. A component transaction can be fur-
ther decomposed into other component transactions with an arbitrary
level of nesting.

Component transactions are allowed to commit or abort independently.
If a transaction aborts, all components that have not committed yet may
abort. Some of the transactions may have a compensating dual and may be
compensated.

The model classifies mobile transactions into the following four types:

1. Atomic transactions — atomic transactions are normal components
and may be compensated with atomic compensating duals.

2. Compensatable transaction — this is an atomic transaction whose
effects cannot be undone at all. When ready to commit, the trans-
action delegates all operations to its parent. The parent has the
responsibility to commit or abort the transaction later on.

3. Reporting transactions — a reporting transaction can make its
results available to the parent at any point of its execution. It could
be a compensating or a noncompensating transaction.
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4. Cotransactions — cotransactions behave in a manner similar to the
coroutine construct in programming languages. Cotransactions
retain their current status across executions. Hence, they cannot be
executed concurrently.

35.5.1.1 Properties of Reporting Transactions. A reporting transaction
reports its results to other transactions by delegating the results. A report-
ing transaction can have only one recipient at any given point of time. The
changes made by a reporting transaction are made permanent only when
the receiving transaction commits. If the receiving transaction aborts, the
reporting transaction aborts as well.

35.5.1.2 Properties of Cotransactions. A cotransaction reports its results
in a way similar to a reporting transaction. But upon delegation, the trans-
action stops execution and is resumed from the point where it left off. For
any pair of cotransactions, either both commit or both abort.

35.5.2 The Clustering Model

This model [PitouraBhargava95] assumes a fully distributed system. It is
designed to maintain consistency of databases. A database is divided into
clusters. Each of them defines a set of mutually consistent data. Bounded
inconsistencies are allowed to exist between clusters. These inconsisten-
cies are finally reconciled by merging the clusters. This model is based on
the Open Nested Transaction Model and is extended for mobile computing.
A transaction submitted from a MH is composed of a set of weak and strict
transactions. Transaction proxies are used to mirror the transactions on
individual machines as they are relocated from one machine to another.

35.5.2.1 Clusters. A cluster is defined as “a unit of consistency in that
all data items inside it are required to be fully consistent, although data
items residing in different clusters may exhibit bounded inconsistency.”
Clusters can be defined either statically or dynamically. A wide set of
parameters can be used for defining clusters. This could include the phys-
ical location of data, data semantics, and user definitions.

Consistency between clusters can be defined by using an m-degree rela-
tion, in which the clusters are said to be m-degree consistent. The
m-degree relation can be used to define the amount of deviation allowed
between clusters.

35.5.2.2 Weak and Strict Transactions. A mobile transaction is decom-
posed into a set of weak and strict transactions. The decomposition is
done based on the consistency requirement. The read and write opera-
tions are also classified as weak and strict. The weak operations are
allowed to access only data elements belonging to the same cluster,
whereas strict operations are allowed to access the whole database. For
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every data item, two copies can be maintained — one strict and the other
weak. As mentioned above, a weak operation can access only the local cop-
ies of a data item. Weak operations are initially committed in their local
clusters. They are once again committed when the clusters are finally
merged. The weakly committed values are available only to other weak
transactions in the same cluster.

35.5.2.3 Transaction Migration and Proxying.   Transaction migration
is used for relocating transactions to avoid long network delays, as well as
to represent the user mobility. Relocation is denoted by Ti→j , which indi-
cates that transaction T was partially executed at site i before it was
migrated to site j. Transaction proxies are used to support relocation. As
the transaction/host moves, the proxy is relocated.

35.5.3 The Multi-Database Transaction Processing Manager

The MDSTPM is a model proposed by [Zas94]. The model visualizes an
environment where MHs submit transactions to a coordinator on the fixed
network. The MHs may disconnect from the network. They might recon-
nect at a later time to query the result of the transaction. The system builds
on existing heterogeneous, autonomous database management systems
(DBMSs) and defines a new layer residing on top of them.

35.5.3.1 Architecture. The model assumes the MDSTPM to be running
on top of each of the DBMSs. When a MH wants to connect to the fixed net-
work, it sends a message to a coordinator on the fixed network to request
a connection. The coordinator sends back an acknowledge message to the
MH. Similarly, the MH sends a disconnect request message to the coordi-
nator when a voluntary disconnect is desired. The coordinator handles
these and other messages asynchronously. It does not notice failures of
MHs until the failed host recovers and tries to reconnect. At that moment,
the coordinator finds that the MH had disconnected abnormally by check-
ing on a status table that it maintains.

The MDSTPM has the following components:

• Global Communication Manager (GCM) — this is responsible for
handling message passing for the local site. It exchanges messages
with MHs as well as other sites on the fixed network.

• Global Transaction Manager (GTM) — this module manages the
global transactions submitted by MHs. The site to which the global
transaction is submitted is designated as the coordinator for that
transaction. The other participants in that global transaction are
termed Global Transaction Manager Participants (GTMPs). GTM has
components for scheduling global transactions (Global Scheduling
Submanager [GSS]) and for concurrency control of global subtrans-
actions (Global Concurrency Submanager [GCS]).
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• Global Recovery Manager (GRM) — this is responsible for recovery
after a global transaction failure.

• Global Interface Manager (GIM) — this acts as the interface between
the MDSTPM and the local DBMS.

35.5.3.2 Transaction Model. The global transaction submitted by the
MH to the coordinator is scheduled and executed by the coordinator on
behalf of the MH. When a transaction is submitted, it is put into an input
queue by the GCM. The transaction undergoes a state transition when it
moves from one queue to another. The queues (apart from the input
queue) are the allocate queue, the active queue, the suspend queue, and
the output queue. The GSS schedules the execution of the transactions in
the input queue and moves them to the allocate queue. The transaction
gets the locks it needs from the GCS and moves to the active queue. The
global transaction is broken down into subtransactions and dispatched to
other sites by the GCM. When the global transaction has completed the
first phase of the two-phase commit, it is put on a suspend queue. On com-
pletion, it is put on the output queue and handed over to the MH that initi-
ated it, when that host connects to the network.

One of the significant features of this model is that once the MH has sub-
mitted the transaction to the coordinator, further communication is not
required until the MH wants the results of the transaction. There is no
mobility or migration of transactions.

35.5.4 Pro-Motion

The goal of Pro-Motion [WalChry95, WalChry99] is to devise methods to
allow remote database access and update by mobile computers regardless of
connection status and despite various limitations of mobility and portability.

Pro-Motion is a flexible and adaptive infrastructure to support transac-
tion processing in a multitier, mobile client–server operating environment.
It allows mobile clients to continue executing competing transactions on
data items cached locally while they are moving and not connected to the
network, incorporating the modified data back into the database when
reconnection occurs.

The architecture consists of a compact manager at the database server;
a compact agent at the MH to negotiate, manage compacts, and provide
local transaction management for the MU; and a mobility manager at the
MSS to help manage the flow of updates and data between the other com-
ponents in the system.

The fundamental building block is called compact (object) and is the
basic unit of caching and consistency. A compact is an object that encap-
sulate the cached data, methods to access the cached data, information
about the current state of the compact (such as name, data type, version,
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cache status outstanding transaction IDs, and amount of storage), consis-
tency rules to guarantee global consistency, obligations (such as a dead-
line that creates a bound on the time for which the rights to a resource are
held by the MH) and methods that provide an interface with which the MU
can manage the compact.

The MH requests compacts from the server when a real or anticipated
data demand is created. If the data is available, the server creates a com-
pact (with the help of the compact manager), records it in the compact
store, and transmits it to the MU. The MU records the compact in compact
registry, which is used by the compact agent to track the location and sta-
tus of all active compacts. Some of the basic methods of compact are
inquire(), notify(), dispatch(), commit(), abort(), and check-
point(). Other application specific methods can be included as needed.

For a transaction a shared data item is given to all requesters (MU) with
an expiration time. MUs with read access are free to read the item until the
expiration time, but must obtain permission from all other MUs holding a
copy. To do these specific methods read() and modify() are used. The
read() method checks for expiration of data and returns the value of the
compact data if valid. With the modify() method, the compact communi-
cates with the server to obtain write access. The server in turn obtains per-
mission from other MUs holding the data value and communicates permis-
sion (or refusal) to the MU that wants to modify the data. Compacts can
also be used to get data to be read and written exclusively. Data can also be
stored as fragments.

The compact manager acts as a front-end to a database (DB) server and
may execute on the same or independent host from the DB server. The sys-
tem utilizes an Open Nested Transaction Model as the basis for concur-
rency control and recovery for mobile transactions processed against the
DB server. To the DB server, the compact manager appears to be an ordi-
nary DB client, executing large, long-lived transactions. These transactions
become the root transactions of the Nested Transaction Model. Resources
needed to create compacts are obtained by these transactions through
normal DB operations (reads and writes). Mobile transactions appear as
children in the open nested transactions. The transactions processed on
the MH appear as siblings. Each sibling transaction may commit or abort
independently as long as the consistency constraints expressed in the
compacts with which they have shared access are not violated. It should
be noted that a mobile transaction may invoke multiple compacts and a
compact may support the execution of multiple transactions. The respon-
sibility for the correct execution of mobile transactions is assumed by the
MH and accomplished by utilizing the methods encapsulated in the com-
pacts. The root transactions are managed by DB server and committed by
the compact manager.
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On each MH, a compact agent is responsible for processing requests on
behalf of transactions executing on the MH. The compact agent handles
disconnections and manages storage on a MH. It monitors activity and
interacts with the user and applications to maintain lists of items, which
are candidates for caching. The compact agent acts as the transaction
manager for transactions executing on the MH and is responsible for con-
currency control, logging, and recovery.

Each of the interactions between the compact agent and the compact
manager are processed via the MSS. When an update is sent to MSS, the
mobility manager (MM) in the MSS, functions on behalf of the compact
agent to complete delivery of update messages. This update by proxy
ensures that the compact manager receives the updates in a timely fash-
ion. The MM maintains mobility tables in which each mobile control block
(MCB) contains location and database access information that pertains to
a single MH.

35.5.5 Prewrite

Prewrite [MadriaBhargava] tries to increase data availability on MH by intro-
ducing a prewrite operation in addition to standard writes. A prewrite
makes data value visible at precommit before the commit of the mobile
transaction (MT) . Permanent updates on the database are performed later
by the write operation at commitment. Two variants of the data are main-
tained — the prewrite and the write. Prewrite variant reflects the
future state of the data, but may be structurally slightly different from the
corresponding write value.

The main idea is to divide the transaction execution between the MH
and the DB server. Three operations (prereads, prewrites, and
precommits) that will be executed by the transaction manager (TM) are
proposed. Ordinary reads and permanent writes are made by a data
manager (DM) at the DB server. The MSS has logging capacities and main-
tains close relationship with the DM. The transaction execution is divided
in two parts, first, the TM executes local transaction that finishes with a
precommit. In the second part, the DM makes prewrites permanent
and commits the MT. This model considers that MT are long-lived and
implementation can be made with nested and split transactions.

The transaction validation is done in two steps. The first one is realized
on MH (local commit) and the second one (commit) at the MSS/DB
server. Prewrite does not differentiate connected and disconnected mode.
Local commit is performed using an atomic commit protocol. At the sec-
ond step of the validation process, locally committed transactions execute
commit to make updates permanent on the DB server. Transaction com-
mitment can involve a reconciliation mechanism or transactions reexecu-
tion. Neither reconciliation nor reexecution is made. By the transaction
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processing algorithm and locking protocol, Prewrite ensures that locally
committed transactions will commit at the DB server.

Prewrite ensures that the transaction processing algorithm along with
the lock-based protocol produces only serializable histories. This serializ-
ability is based on the precommit order of MT. In Prewrite, objects can
have two variants (write/prewrite value) as design objects (the pre-
write represents a model of the design) or document objects. In these
object types, prewrites are different from writes and availability is
improved with two variations of the same object. Otherwise, using simple
objects, prewrites are identical to writes and the algorithm behaves as
using relaxed two-phase locking. If an MT makes a local commit, it is
sure to commit. Prewrite does not permit a local committed transaction to
abort.

35.5.6 Semantic Transaction Processing

The semantics-based mobile transaction processing scheme [WalChry95]
views mobile transactions as a concurrency and cache coherence prob-
lem. It introduces the concepts of fragmentable and reorderable objects to
maximize concurrency and cache efficiency exploiting semantics of opera-
tions defined on the data objects. The model assumes a mobile transaction
to be a long-lived one characterized by long network delays and unpredict-
able disconnections.

35.5.6.1 Exploiting Semantics for Concurrency and Caching. Traditional
definitions of concurrency and serializability are too strict for most opera-
tions [Elmar91]. Semantics of operations defined on an object can be uti-
lized to define correctness criteria so as to maximize the concurrent oper-
ations on the object [ChryRaghuRama91]. Both application-dependent and
application-independent semantics can be utilized for this purpose.

Commutativity of operations is an important property to allow concur-
rent operations on an object. If certain operations on an object are commu-
tative, then the DB server can schedule these operations in an arbitrary
manner. Recovery also becomes quite simplified. Operations may be com-
mutative either for all states or only for some states of the objects. The
input/output (I/O) values of the operations can be used to redefine serial
dependencies of the operations. Though this may improve concurrency, it
may require more complex recovery mechanisms than the normal
schemes. Organization of the object can be used for selective caching of the
object fragments, necessary for continuing the operation during the discon-
nected state. This approach reduces the pressure on the limited wireless
bandwidth as well as better utilizes the cache space available on the MH.

Application semantics can be utilized to define the degree of inconsis-
tency, degree of isolation, and degree of transaction autonomy [Chry91,
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Elmar91]. Techniques like epsilon serializability and quasi-copies
[AlonsoBarbaraMolina90, PuLeff91] can be used to specify allowable
inconsistencies in the systems.

35.5.6.2 Fragmentable and Reorderable Objects. This approach utilizes
the object organization to split large and complex objects into smaller eas-
ily manageable pieces. The semantic information is utilized to obtain bet-
ter granularity in caching and concurrency. These fragments are cached or
operated upon by the MHs and later merged back to form a whole object.
Thus the object fragments form the basic unit of consistency. A stationary
server dishes out the fragments of an object on request from MUs. The
objects are fragmented by a split operation. The split is done using a
selection criteria and a set of consistency conditions. The consistency con-
ditions include the set of allowable operations on the object and the con-
ditions of the possible state of the object. On completion of the transac-
tion, the MHs return the fragments to the server. These fragments are put
together again by the merge operation at the server. If the fragments can
be recombined in any order then the objects are termed reorderable
objects. Aggregate items, sets, and data structures such as stacks and
queues are examples of fragmentable objects.

Formally an object O represented as (S, C) where S is the state of the
object and C is the set of consistency conditions, is said to be fragmentable
if it can be split into fragments (O_1, C_1), (O_2, C_2), … (O_n, C_n) such
that each of the fragments supports the same set of operations as object O.
The transactions can operate asynchronously on the object fragments.
The modified objects when merged still satisfy the consistency constraints
of the object O. The object O is reorderable if the fragments, O_1, O_2, …
O_n, can be merged in any order.

35.5.7 The Kangaroo Transaction Model

This model [Helal96] is based on the global transaction and the split trans-
action models. In this model, transaction relocation is achieved by splitting
the transactions. A mobile transaction is considered as a global transac-
tion in a multi-database environment.

35.5.7.1 Reference Model. The mobile computing environment
assumed has a small enhancement compared to the model described in
Section 35.2. It consists of three layers. The innermost layer is the DBMS
running on the source system. The outermost layer has the mobile nodes,
which initiate mobile transactions. The middle layer consists of a data
access agent (DAA), which acts as a gateway between mobile nodes and
the source system. DAA is assumed to be present in every base system
and acts as a router for the data. In general, DAA is a TM for mobile trans-
actions.
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35.5.7.2 Transaction Model. In the Transaction Model, the mobile
transaction is termed as kangaroo transaction (KT). A KT is a global trans-
action identified with the user who has issued it by a unique ID. It consists
of a set of joey transactions (JT). A JT is associated with the base station
or the cell in which it executes. When the MU moves to a new cell, the JT
in the previous cell is split into two JTs and one of them is moved to the
current cell of the MU. Each JT may consist of a set of local and global
transactions. The model is built upon the existing databases. The transac-
tions are micro-managed by the individual database TM.

35.5.7.3 Properties

• Joey transactions — a JT consists of a set of global and local trans-
actions. Each JT should terminate in an abort, commit, or split.
A handoff of a mobile node from one cell to another will result in a
split of the JT associated with it, if any. Each JT is assigned with a
unique ID when it is created.

• Kangaroo transactions — a KT consists of a set of JT. For a KT to
be successful, the last JT in the order should end in a commit or
abort whereas all other JTs should be split. KT captures the move-
ment behavior of the transaction.

35.5.8 Time-Based Consistency Model

In [Niel95], a time-based model is proposed to maintain consistency in a
mobile environment. All objects in the system are associated with a set of
time parameters. These time parameters are used to determine whether
the object is currently consistent or not. A modification time (MT) is asso-
ciated with every object on the server. When the object is cached on the
MU the modification time of the object on the MU is set to the modification
time of the object on the server. The object on the MU is also associated
with a consistency time (CT) and a consistency flag. These parameters are
used to represent the consistency state of the object on the MU:

• Read parameters — when a MU reads an object, a parameter
consistency time bound (CTB) is associated with it. The object is
considered to be consistent only for that time period. The CTB can
be used to specify an optimistic or pessimistic approach. This model
uses time locks for controlling access to objects as well. When a
host acquires a read lock on an object a read expiration time is set.
The read lock is valid only for that duration.

• Write parameters — when a MU writes a cached object a parameter
modification time bound (MTB) is set on the object. The MU is
required to update the server copy within the MTB. Otherwise, the
modification is invalidated. When the server copy is updated, the time
parameters are appropriately updated on the server. Write locks are
timed out after the write expiration time (WET). It is necessary for a
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MU to establish a connection within this period and update the copy
on the server.

Time-out locks provide a flexible and secure mechanism to lock data
objects. But this mechanism also requires that a MU correctly estimate the
time-out period. Performance could be seriously affected if the time for the
lock is either too high or too low.

35.5.9 Two-Tier Replication

This scheme [Gray96] assumes two types of nodes:

1. The mobile nodes that store a replica of the database and may
originate tentative transactions

2. Base nodes that are always connected and have replica of the database

At the mobile node two versions of the replicated data item are kept: 

1. The master version, which is the most recent value received from
the object master 

2. The tentative version, which has the most recent value due to local
updates 

This object is updated by tentative transactions.

There are two kinds of transactions: 

1. The base transactions, which work only on master data and produce
new master data and involve at most one connected mobile node
and may involve several base nodes. 

2. Tentative transactions work on local tentative data and also produce
a base transaction to be run at a later time on the base nodes.

With the two-tier replication scheme mobile nodes may make tentative
database updates. When the mobile node connects to a base station, the
mobile node: 

• Sends replica updates for any objects mastered at the mobile node
to the base node.

• Sends all its tentative transactions to the base node to be executed
in the order in which they committed on the mobile node.

• Accepts replica updates from the base node.
• Accepts notice of the success or failure of each tentative transaction.

The mobile node connects to the base, the host base node:

• Sends delayed replica update transactions to the mobile node. 
• Accepts delayed update transactions for mobile-mastered objects

from the mobile node. 
• Accepts a list of tentative transactions, their input messages, and

their acceptance criteria. Reruns each tentative transaction in the
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order it committed on the mobile node. During this process, the
base transactions access object master copies. (The scope rule
ensures that base transactions only access data mastered by origi-
nating mobile nodes and base nodes.) If the base transaction fails
its acceptance criteria, the base transaction is aborted and a diag-
nostic message is returned to the mobile node. 

• When a base transaction commits, the base node sends updates to
all other replica nodes.

35.5.10 Isolation-Only Transactions

35.5.10.1 The Approach Taken. The model [Saty] is enabled by the
Coda file system, which provides continuous file access to mobile clients
using a special form of client disk caching and optimistic replica control.
This model hides the mobility of clients from application and users. It also
allows disconnected operation. The transactions are IOT. This transaction
model is an optional file system facility of the Coda file system. Thus, appli-
cation writers can select the IOT option to wrap around applications for
better consistency protection when the application is used in a mobile
environment. Some background information on the Coda file system and
the concept of IOT is described in the following.

35.5.10.2 The Coda File System. The Coda file system is a distributed
UNIX file system. It addresses the issue of hiding mobility from applica-
tions and users. In other words, it provides continuous file access to
mobile clients even when they are disconnected from the servers. This is
possible by using a technology called disconnected operation, which is a
special form of client disk caching employing optimistic replica control.
When disconnected, the local cache of the Coda client solely serves file
access requests. Updates are performed locally, logged and later reinte-
grated to servers upon reconnection.

35.5.10.3 What Is an IOT? The IOT is a flat sequence of file access
operations bracketed by begin_iot and end_iot. It guarantees consis-
tency — actually, various levels of serializability, depending on the connec-
tion status — for transactions in a mobile UNIX environment. However, it
does not guarantee atomicity and only conditionally guarantees durability.

35.5.10.4 IOT Execution Model. The execution of the IOT is carried out
with consideration of disconnection. When a user invokes a transaction T,
the entire execution of T is first carried out on the client’s local cache.
Remote accesses also go through the local cache. During T’s execution, if
no disconnection has occurred while accessing a file, T can safely commit
and its result is made visible on the servers. Otherwise, if a disconnection
has occurred while accessing a file (i.e., partitioned file access) in T, T
enters a pending state and a validation step (i.e., checking if T satisfies global
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serializability, explained later) must be carried out to ensure consistency.
This validation step can only be carried out after the connection is
regained. If the validation succeeds, the result can be reintegrated and
committed. Otherwise, if the validation does not succeed, a resolution step
is needed. The resolution can be carried out automatically or manually and
afterwards, the result is committed.

35.5.10.5 Why Isolation Only?

• IOT provides lightweight operation and high efficiency.
• Atomicity is not always desirable.
• Atomicity is not supported due to high resource cost. Undoing a

transaction needs a large amount of space and space is a limited
resource in mobile clients.

• Durability is guaranteed only when the transaction does not contain
partitioned file access, when it is successfully reintegrated, or when
it is resolved. In the IOT Model, the result of a pending transaction
is visible to subsequent transactions running on the same client, but
this result is subject to change based on future validation.

35.5.10.6 IOT Consistency Guarantees. The IOT Model offers stronger
consistency guarantees than the isolation of traditional transactions.
Transactions are classified into two categories: a first class transaction
does not contain any partitioned file access, whereas a second class trans-
action does. The following are the consistency guarantees provided by
IOT:

• First class transactions:
– Serializability (SR) — serializable with all committed transactions

• Second class transactions:
– Local serializability (LSR) — serializable with other second class

transactions executed on the same client.
– Global serializability (GSR) — globally serializable with all commit-

ted transactions. This needs to be checked at the validation time
of the pending transaction T. This is automatically guaranteed when
the pending transaction T succeeds in the validation. If the valida-
tion fails, a resolution method (i.e., specify what to do) should be
provided to guarantee GSR. Some resolution options are: 
• Reexecuting the transaction
• Aborting the transaction
• Notifying the users
• Invoking the transaction’s application specific resolver (ASR)

— using application-specific knowledge, the transaction writ-
er can attach an ASR to a transaction

– Global certification order (GCO) — a stronger consistency level
may be required for disconnected clients and can be enforced at
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the validation of a pending transaction. GCO requires a pending
transaction to be serializable not only with but also after all the
committed transactions. This makes the isolated transaction run-
ning on the mobile client compatible with the most recent system
state.

35.5.11 Bayou

Bayou [Terry] is a replicated, weakly consistent storage system designed
for a mobile environment. Bayou supports portable computers with lim-
ited resources using a flexible client–server architecture in which any MU
can act as a server or client for any data item. Bayou takes a two-tier
weakly consistent replication scheme combined with asynchronous, epi-
demic information flow to propagate updates in the system.

35.5.11.1 Two-Tier Replication and Weak Consistency. In Bayou, any
data item has a primary and multiple copies, where the primary is used to
commit data to a stable value and set the order in which data is committed.
To be highly available for reads and writes, multiple copies are provided
at other servers to get read-any/write-any access. The tentative updates
made by any copies should contact the primary to get committed.

All Bayou servers move toward eventual consistency in a lazy manner.
That is, the Bayou system guarantees that all servers eventually receive all
writes via the pairwise antientropy process and that two servers holding
the same set of writes will have the same data contents.

35.5.11.2 Antientropy. Eventual consistency is achieved by antientropy
protocol: each server periodically selects another server (or triggered by sys-
tem or manually) with which to perform a pairwise exchange of writes. At
the end of this process, both servers have identical copies of the database,
with the same writes effectively performed in the same order. Version vec-
tors compactly represent the set of updates known to a server and a server
with more knowledge will bring another server up-to-date.

Bayou’s design has focused on supporting application-specific mecha-
nisms to detect and resolve update conflicts, ensuring that replicas move
toward eventual consistency and defining a protocol by which the resolu-
tion of update conflicts stabilizes. It provides per write dependency checks
for application-specific conflict detection and per write merge procedures
for application-specific conflict resolution.

35.5.11.3 Session Guarantees. To present individual applications with
a view of the database that is consistent with their own actions, session
guarantees are provided. A session is an abstraction for the sequence of
reads and writes performed on a database during the execution of an
application.
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Bayou supports four session guarantees for choice of data consistency: 

1. Read your writes
2. Monotonic reads
3. Writes follow reads
4. Monotonic writes

One or more of the four guarantees can be requested on a per session basis
to get an appropriate trade-off between availability and consistency.

Session guarantees do not address the problem of isolation between
concurrent applications.

35.5.12 A New Transaction Management Scheme

This scheme [Nagi] is based on IOT and uses optimistic concurrency con-
trol. The main objective here is to minimize wireless communication in the
uplink direction by utilizing the broadcasting features of the MSS and by
operating the MU-client at four different modes:

1. Fully connected (FC) mode — the MU is fully connected to the fixed
network and can listen to broadcasts from MSS as well as transmit
to the MSS.

2. Partially disconnected (PD) mode — the MU can listen to the MSS
but not transmit to the MSS. This happens when the bandwidth
becomes scarce.

3. Fully disconnected (FD) mode — the MU will neither be able to
establish an up- nor downlink connection. This happens when the
MU is out of range of any MSS cell range.

4. Doze mode — virtually no computation is done at MU to conserve
energy.

The MSS broadcasts on the air periodically either data requested by
MUs or the whole database. The MSS also broadcasts periodically invalida-
tion and update reports.

The invalidation reports identify data items (not the data itself but an
identifier) that were updated in the MSS since the last invalidation report.
The MUs can listen to the invalidation reports in PD mode and invalidate
the corresponding local cache or commit a transaction locally without con-
tacting the MSS. The main advantage of invalidation reports is that the MU
can kill the transactions that accessed invalid data immediately after get-
ting the invalidation report and start resolution rather than the transaction
being invalidated at the server thus avoiding useless work.

The update reports are sent at a lower periodic frequency than invalida-
tion reports. An update report has the data items that were changed from
the last report: data items requested by MUs while they were in FC mode.
The advantage of update reports are that they can be received by MUs in
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PD mode and transactions that were aborted due to invalidation can be
restarted upon receiving the new data. Update reports also allow read-only
transactions to be committed locally instantaneously.

A MU caches frequently accessed data either by listening to broadcasts
or by sending specific requests to the MSS while in the FC mode and receiv-
ing the reply in FC or PD mode. A transaction at a MU accesses the cached
data. Upon completion of the transaction, the MU sends the read/write sets
of the transaction to the MSS for remote validation. Validation is done by
certifying the read and write of the transaction in all the involved servers.
If validation succeeds, the result is committed to the server; otherwise, the
transaction is aborted. If the MU cannot establish an uplink with the MSS,
the transaction goes to a pending state and later on sent to the MSS upon
reconnection.

35.6 Comparative Analysis of Transaction Models

In this section, we present a comparative analysis of the transaction mod-
els presented in Section 35.5. We describe how each model addresses the
issues outlined in Section 35.3. Table 35.1 and Table 35.2 present the com-
parison in a table format.

35.6.1 Consistency and Concurrency

The issues of consistency and concurrency have been addressed in the
models in a widely varying manner. In the Reporting and Cotransactions
Model [Chry93a], compensating transactions are used to maintain the con-
sistency of data, whereas in the Kangaroo Transaction Model [Helal96], the
underlying database is relied upon to maintain consistency. In the Clus-
tered Data Model [PitouraBhargava95], the entire data model is designed
around maintaining data consistency in a distributed environment. To
improve concurrency, the Reporting and Cotransactions Model delegates
or reports its operations to other transactions, thus making its results
available to other transactions.

• Reporting and Cotransactions Model — in this model, compensating
transactions and delegation are used to maintain data consistency.
In case of noncompensatable transactions, only the local buffers are
operated upon. Delegation transfers the responsibility of committing
or aborting a transaction to the delegate rather than on the trans-
action, which conducted the operation. Delegation also allows inter-
mediate results to be used by other transactions.

• Clustered Data Model — the design of the Clustered Data Model
revolves around maintaining data consistency in a fully distributed
environment. The data in individual clusters are consistent and there
can be bounded inconsistency between clusters. The transaction
operations are classified depending on the type of data they access.
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Table 35.1. Comparison of Mobile Transaction Models

Consistency and 
Concurrency

Database System 
Model

Additional 
Infrastructure

Reporting

Cotransactions Multi-database. None required.

Clustering 
Model

Bounded 
intercluster 
consistency.

Fully distributed 
database.

None required.

MDSPTM Relies on 
underlying 
database.

Heterogeneous 
multi-database 
systems.

None required.

Pro-Motion Based on object 
(compact) 
semantics.

Traditional 
database 
systems.

Extended software.

Prewrite Precommit on MH 
and guarantees 
commitment of 
the precommit 
result.

Traditional 
database 
systems.

Extended software.

Semantics-
Based Model

Based on object 
semantics.

Distributed 
multi-database.

None required.

Kangaroo 
Model

Relies on 
underlying 
database.

Heterogeneous 
multi-database.

Requires data 
access. Assumes 
extended 
software 
interfaces.

Two-Tier Base transaction 
uses underlying 
database.

Distributed 
database 
systems.

None required.

IOT Relies on the file 
system and strong 
isolation. 
Optimistic 
concurrency 
control.

Traditional 
database 
systems.

None required.

Bayou Default-weak but 
user selectable.

Replicated and 
distributed 
database 
systems.

None required.

NTMS Optimistic 
concurrency 
control.

Distributed 
database.

Extended software 
at MSS.
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35.2. Comparison of Mobile Transaction Models

Net Management 
Communications Cost User Profile

Extensio
Commer

ing and 
nsaction

Handoff information 
required. Reporting 
Cotransaction 
information exchanged.

Can be used for 
relocating transactions.

TM will h
extende
transac

ing Model Handoff information 
required.

Used to define clusters 
and for transaction 
migration.

TM shou
to hand
transac
clusters

M No handoff information 
required. Involves only 
submission and 
querying of results.

Can be used for priority 
queuing.

Requires
above t
system

tion Handoff information 
required.

To relocate transaction. Compact
front-en

te Handoff information 
required.

Used for transaction 
migration

TM shou
to guar
commit
precom

tics-Based Model Handoff information 
required.

Not required. Objects s
fragmen
reorder
manage
require
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K  TM should be able to 
handle split 
transactions and 
recovery mechanisms 
will have to be 
enhanced.

Splitting with frequent 
commits might load the 
database.

T No extensions are 
needed.

Provide high availability 
and scalability through 
replication, while 
avoiding instability.

IO The underlying file 
system provides the 
IOT features. SO 
transaction manager 
need not have special 
capabilities.

Not a problem unless 
there are many GSRs 
that involve 
reexecution.

B TM should be able to 
handle 
application-specific 
resolution and session 
guarantees.

Highly scalable but too 
many MU and less 
frequent peer-to-peer 
contact can delay 
consistency.

N TM should be able to kill 
and restart transaction 
based on invalidation 
reports.

Highly scalable for 
read-only transactions. 
Improvement over IOT.

A
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angaroo Model Handoff information 
required. Assumes that 
each base station can 
handle transactions

Can be used to relocate
transactions.

wo-Tier No handoff information 
required. Involves 
submission of results.

Not needed.

T No handoff information 
required. Involves 
submission of results.

Not required.

ayou No handoff information 
required. Involves 
submission of results.

Not required for weak 
consistency.

TMS No handoff information 
required. Involves 
submission of results.

Not needed.
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This mechanism of allowing bounded inconsistencies of data ele-
ments to increase concurrency is similar to epsilon serializability
[RamaPu]. An epsilon transaction is similar to a normal transaction,
but the allowable inconsistency is also specified along with the
transaction. Consistency of the database system is maintained
through divergence control algorithms.

• MDSTPM — in this model, GCS is used to maintain the concurrency
of the global transactions. The model assumes that the underlying
DBMSs implement their own mechanisms for concurrency control
and consistency of local transactions. This model is similar to the
Kangaroo Transaction Model in that the mobile transaction is depen-
dent on the underlying database and TM for concurrency and con-
sistency control. But unlike in KT, user mobility does not affect the
execution of transaction in this model.

• Pro-Motion Model — based on objects called compacts which have
data and associated methods. All operations on the object fragments
obey the consistency constraints specified in the compact when the
compact is created and sent by the server.

• Prewrite Model — Prewrite ensures that the transaction processing
algorithm along with the lock-based protocol produce only serializ-
able histories. This serializability is based on the precommit order
of MT. If an MT makes a local commit, it is sure to commit. Prewrite
does not permit a local committed transaction to abort.

• Semantics-Based Mobile Transaction Model — the use of fragment-
able and reorderable objects maximizes concurrency as well as
reduces the cost of caching. The MUs operate on fragments of the
data object, which is later pieced together again. All operations on
the object fragments obey the consistency constraints specified in
the consistency conditions specified when the fragment is dished
out by the server.

• Kangaroo Transactions Model — the Kangaroo Transaction Model
relies on the underlying transaction model to enforce data integrity.
In this model, the TM splits a KT into a set of JTs, which are then
executed on the underlying databases. A transaction is split when
the mobile node moves and the first transaction of the split gets
committed immediately. This releases some of the data items leading
to higher concurrency.

• Time-Based Transaction Model — this model uses time as a consis-
tency management mechanism. Every data element is associated
with a time bound: duration for which the data element is considered
to be consistent. The locks are also allocated for specific time dura-
tions. The success of this scheme is highly dependent on the user’s
choice of the lock duration. If the duration for which the lock is
acquired is too low, then it may have to be reacquired. If the duration
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for which the lock is acquired is too high, then it will reduce the
allowable concurrency.

• Two-Tier Replication Model — any transaction run on the MH is
rerun on the correspondent base node to validate a transaction.
Thus the use of base transaction ensures the consistency of the
database.

• Isolation-Only Transactions Model — optimistic concurrency con-
trol is used to enforce serializability for first class transactions. GSR
for second class transactions is provided by validation and reinte-
gration or by several resolution methods. This model guarantees
stronger consistency than traditional transactional model.

• Bayou Model — Bayou uses read-any/write-any weakly consistent
replication. Eventual consistency for updates is done by peer-to-peer
antientropy protocol. Bayou can be operated on an ad hoc network.

• New Transaction Management Scheme — this scheme is based on
IOT and uses optimistic concurrency control. It is to reduce uplink
communication. With the information from invalidation reports, use-
less processing is avoided.

35.6.2 Additional Infrastructure Requirements and Compatibility 
with Commercial Databases

In this section, we discuss the additional infrastructure assumed in each
model. We assume that the reference model discussed in previous sections
is available. The requirements discussed are apart from this. We also dis-
cuss whether the models can utilize the available databases to make avail-
able a database system for mobile users. All these models assume that the
physical movement information is available to the upper layers.

• Reporting and Cotransactions Model — this model does not assume
any network interface other than the mobile environment discussed
in the previous sections. The model adapts reporting and cotrans-
actions for a mobile environment. Transaction relocation is also
achieved using reporting and cotransactions. The TM will have to
be modified to handle reporting and cotransactions. Because con-
cepts like delegation and cotransactions are involved, it will be
difficult to implement this model on an existing database and a
classical transactional facility.

• Clustered Data Model — although this model assumes no additional
network facilities, extensive database modification is required on
the DBMS. New operations like Weak and Strict operations are
defined. The data objects also have additional attributes reflecting
their consistency requirements. Moreover other database opera-
tions like clustering of data and cluster merging also will have to be
implemented.
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• MDSTPM — this model is implemented by defining a MDSTPM layer
over the existing DBMSs. This layer acts as an interface between the
MH and the underlying multi-database system. The components of
this interface include the GCM, GTM, GRM, and GIM, described in
Section 35.5.3.1 [gtm_arch]. The queuing mechanism for transac-
tions has to be implemented.

• Pro-Motion Model — software for compact manager at the DB server,
a compact agent at the MH to negotiate and manage compacts, and
a MM at the MSS to help manage the flow of updates and data
between the other components in the system are needed.

• Prewrite Model — software for prewrite on MH is needed. Data
manager on fixed network has to be extended to guarantee the
commitment of precommit by MH.

• Semantics-Based Mobile Transaction Model — this model requires
additional capability at both the server and the MU end to split,
operate, and merge objects. Moreover the model also assumes
that the database operates on objects so structured that fragmen-
tation and merging is possible. This model attempts to improve
consistency and concurrency, whereas the Reporting and Cotrans-
actions Model attempts to model the mobile transaction behavior.

• Kangaroo Transactions Model — the Kangaroo Transaction Model
introduces the concept of DAA, which acts as a router of transaction
requests. The DAA is assumed to exist on a base station. Thus, a
base station will have to be enhanced to provide this facility because
the resources available on a base station will be limited. In this
model, a split is affected as soon as the mobile node hops from one
cell to another, thus every cell should have a DAA ready to serve
the transaction. This model can be implemented over an existing
database by implementing a global mobile transaction manager
(GMTM). The GMTM can accept transaction requests from a mobile
capable node and assign it to individual database systems.

• Time-Based Transaction Model — this model requires the database
system to use time-based locks. No more enhancements are pro-
posed in the model.

• Two-Tier Replication Model — base nodes need to be always con-
nected to the network. Additional software is needed for coordinat-
ing the updates to all other replica nodes.

• Isolation-Only Transactions Model — this model should include
additional software to handle GSR of a second class transaction. The
under lying distributed UNIX operating system should support the
IOT file system.

• Bayou Model — no additional infrastructure is needed. Bayou can
operate on an ad hoc network. Server should be available to handle
application-specific resolution and session guarantees.
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• New Transaction Management Scheme — additional software is
needed in the MSS as they need to broadcast update and invalidation
reports. The MU should also identify its operating mode and perform
appropriately.

35.6.3 Communication Cost and Scalability

As mentioned previously, communication cost forms a significant factor in
mobile transaction execution. The contributing factors to this are the cost
of communication between the mobile node and the fixed server and the
cost of transaction relocation.

• Reporting and Cotransactions — in this model, communication
between a mobile node and the fixed server takes place through
cotransaction pairs or between a reporting transaction and cotrans-
action pair. Depending on the transaction mobility and transaction
behavior, there could be several rounds of transfer. The results are
communicated between the transactions. Apart from this, housekeep-
ing information will also have to be communicated between the nodes.
This communication can form a bottleneck that can limit scalability.

• Clustered Data Model — as in the Kangaroo Transaction Model, the
Clustered Data Model is required to communicate only the end
results and the housekeeping information once the transaction is
fired from the mobile node. As discussed previously, the model
divides the data into clusters and allows bounded inconsistency
between clusters. Thus on every operation, the cluster has to be
maintained consistently and the inconsistency between the clusters
also will have to be maintained within bounds. The cost of this
increases as the size and number of clusters increases. The cost is
also dependent on the consistency bounds set. In some cases, the
amount of messaging required to maintain consistency could be very
high. Thus, this is an important parameter determining the scalabil-
ity of this model.

• MDSTPM — the communication costs of this model are significantly
lower compared to the other models, because communication takes
place only for submission and for transferring the results.

• Pro-Motion Model — communication takes place once when the
compact is sent to the MU and later when the compact is returned
as all the processing is done locally at the mobile client.

• Prewrite Model — communication cost is needed to transfer the
precommit results back to MSS.

• Semantics-Based Mobile Transaction Model — the Semantics-Based
Mobile Transaction Model attempts to reduce the communication
costs by caching only those parts of an object required in a discon-
nected operation. This reduces the pressure on the low bandwidth
871
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wireless network and utilizes the MU cache space better. As the
number of transactions in the system increases, the load on the
server may increase correspondingly.

• Kangaroo Transactions Model — in the Kangaroo Transaction
Model, once the transaction is fired from a mobile node, only the
final results and the housekeeping information need to be transmit-
ted between the mobile node and the stationary server. The house-
keeping information will include log and the handoff information.
The model requires a transaction to be split and relocated when its
originating mobile node moves from one cell to another. This could
be a costly operation, because the data items to be committed have
to be determined for each transaction split and the transactions will
have to relocated as well. These factors can affect scalability.

• Two-Tier Replication Model — communication between MU and base
node is high, as MU sends all its tentative transactions to base node.

• Isolation-Only Transactions Model — the communication costs of
first class transactions of this model are significantly lower com-
pared to the other models, because all processing is done at the
client and communication takes place only for submission and for
transferring the results. But in the case of GSR for second class
transactions, the communication cost will increase if the transac-
tions are reexecuted due to inconsistencies.

• Bayou Model — communication takes place between two servers
during peer-to-peer entropy. Scalability is not a problem.

• New Transaction Management Scheme — limited communication is
required in the uplink direction. But downlink is high because of
periodic broadcast of several reports.

35.7 Open Issues in Mobile Transactions

In this section, we discuss the issues that we feel are open for research in
mobile transactions:

• Network transparency — the transaction models described in Sec-
tion 35.5 assume that movement information of the mobile node is
available to the application layer. Transaction managers are typically
implemented in the session or application layer of the Open Systems
Interconnection (OSI) reference model. The node movement infor-
mation may not be available to the upper layers, because a network
layer protocol like Mobile-IP [PerkIP] attempts to provide a trans-
parent interface to the upper layers. The issues of network trans-
parency provided by the lower layers and the mobility information
required by the upper layers have been addressed for general pro-
gramming environments [BadriWelling, WellBadriEcoop]. The
amount of transparency and movement information expected by the
mobile TMs is an important research issue.
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• Transaction relocation — transaction relocation is the mechanism
by which the mobile transaction models attempt to improve
response times and performance, by executing the transaction at a
server near to the current location of the mobile node. The trans-
action relocation process can be generalized to agent relocation,
where the mobile agent could be performing a transaction on behalf
of the mobile node. The transaction models described in Section
35.5 relocate a transaction as soon as the mobile node moves from
one cell to another. The major cost components in transaction relo-
cation are the cost of metadata movement, cost of splitting a trans-
action, or cost of blocking execution. Other cost components include
system usage, network utilization, etc. The naive transaction relo-
cation approach adopted by the mobile transaction models
described in Section 35.5 could be costly, if a mobile node was
present in a cell for too small a duration. Some heuristics can be
applied to improve transaction relocation. These may include pro-
grammer directives, network and system loads, etc. Another mech-
anism for improving efficiency could be doing an anticipatory
relocation depending on user directives or the direction of motion.
This mechanism is similar to the anticipatory caching mechanism
described in [Helal95].

• Programming language support and location-sensitive transaction
operations — mobile databases have to deal with the mobile com-
puting issues like relocation of transactions, data inconsistencies,
disconnections, and low bandwidth links. Efficiency of the opera-
tions can be improved if these events are anticipated and responded
to. Structure Query Language extensions can be proposed that will
allow a developer to take care of these issues in the design itself.
Semantics are also required to deal with the location-sensitive que-
ries that could arise in a database. New transaction operations may
be required that allow manipulation of location information.

• Performance evaluation of mobile transaction — for a thorough
comparison of various mobile transaction models, it is important
that their performance be evaluated. There could be various mea-
sures of evaluation like response time, throughput, relocation costs,
communication costs, etc. The exact parameters and performance
criteria for mobile transactions is not clear and is an open issue.

35.8 Summary

Designing a transaction model for a mobile computing environment poses
many challenges to researchers. In this chapter, we introduced the issues
involved in transaction processing in a mobile computing environment. We
presented three advanced transaction models — Open Nested, Split, and
Saga — that have been adapted in mobile transaction models. We presented
opyright © 2005 by CRC Press
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a comparative analysis of four mobile transaction models — Reporting and
Cotransactions, Clustered Data, Kangaroo Transactions, and the Multi-
Database Transaction Processing Manager. We also enumerated some top-
ics that are open for research.
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Chapter 36

Analytic Mobility 
Models of PCS 
Networks
Chien-Hsing Wu

Abstract

Consider a mobile station (MS) moving in a personal communication ser-
vice (PCS) network that contains fixed base stations (BS). The MS informs
the network of its whereabouts by updating its location regularly, while the
network uses this location update information to page and connect it to an
incoming call. The MS performs a location update based on its distance,
movement, direction, or elapsed time [1, 2] and the network is supposed to
find the location of the MS in a limited delay period. A delicate balance is
maintained between location updates by the MS and paging by the net-
work, whereas the location manager of the network wishes to minimize the
total cost due to both by conducting performance analysis or simulations.

An elegant analytic mobility model is essential for efficient performance
evaluation of location management schemes in a PCS network. A simple
one-dimensional Markov Walk Model was used to characterize the intercell
movements of a MS in a linear array of cells [3]. The authors in [4]
employed a continuous-time Markov Mobility Model with a huge state
space covering all the cells in the network. A conventional two-dimen-
sional (2D) Random Walk Model was commonly used in [5–8] based on the
assumption that the directions of the MS are independent and identically
distributed (IID).

In the real world, the MS traveling across various landscapes can exhibit
disparate mobility patterns. For example, the MS on a highway tends to
move along a straight line and the MS on local drives inside a city is likely
to move around. The conventional IID Random Walk Model is insufficient to
distinguish these mobility patterns due to its oversimplified assumption.
0-8493-1971-4/05/$0.00+$1.50
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In this chapter, we present a two-dimensional Markov Walk Model [9]
based on the theory of hexagonal or rectangular cellular patterns [10]. A
broad class of isotropic processes having circulant transition probability
matrices [11] is proposed. By examining the extreme mobility patterns for
hexagonal cellular networks, we identify six isotropic processes — IID,
directional, turning, ping-pong, h-spin, and t-spin. The Markov Walk Model
is then applied to the performance assessment of various location manage-
ment schemes based on recursive Markov analysis. This analytic frame-
work captures the dynamic behavior of a MS and successfully resolves the
subtle differences among various dynamic mobility management schemes.

36.1 System Models

36.1.2 Cellular Systems

As shown in Figure 36.1, a PCS network can be partitioned into hexagonal
cells or rectangular cells, each of which represents the radio coverage of a
base station. A cell is labeled by the coordinate of its centroid, (i, j ), where
i and j are integers. Denote the rth ring of cells by  and the cluster of
(k + 1) rings by . Let the numbers of cells in  and  be
denoted by  and , respectively. We have  and

 where  A cell  is said to be at dis-
tance r away from a cell  if 

For the hexagonal cellular configuration (Figure 36.1A), it is convenient
to define the i and j axes of the coordinate system with their positive por-
tions crossing at a 60-degree angle. We have:

(36.1)

Figure 36.1. A Cluster of Cells, A2, in a PCS Network, where the Shaded Region 
Represents Ring R 1
(A) hexagonal cells; (B) rectangular cells.

R r

A Rk r
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r= =∪ 0 R r Ak

R r Ak R A {( , )}0 0 0 0= =
R A A , ,r r r r= − ≥−1 0 A .− =1 0 c i j= ( , )
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 and  where  and  for  For
example ,    and

For the rectangular cellular configuration (Figure 36.1B), the i and j axes
are usually set to be mutually orthogonal. We have:

(36.2)

 and  For example, 
  and 

36.1.2 Markov Walk Models

When the MS moves into a cell, it resides in the cell for a random period of
time and then moves out to one of the neighboring cells. Let  denote the
cell where the MS resides immediately after the nth cell boundary crossing
instant. Denote the nth direction (displacement or intercell movement) of
the MS by . The locations of the MS can then be described by

 and:

(35.3)

where  denotes the set of directions for the MS to move from a cell to its
neighboring cells, as shown in Figure 36.2. Let  denote the cardinality
of . For the hexagonal cellular configuration, we have 

 and  where  are the six directions defined in
a counterclockwise manner:    

 and  For the rectangular cellular configuration, we
have  and  where  
and 

Figure 36.2. Directions for the Mobile Station to Move from a Cell to Its 
Neighboring Cells
(A) six directions for hexagonal cells; (B) four directions for rectangular cells.
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Three assumptions are made in our model:

1. We assume that the cell residence times of the MS are independent
and identically distributed random variables having a probability
distribution function  and the average cell residence time 

2. The call arrival process is assumed to be a Poisson process with
parameter  The call-to-mobility ratio (CMR) is defined as

3. To characterize the dynamic mobility pattern of the MS, we make
the special assumption that the direction process  con-
stitutes a discrete-time Markov chain over state space .

The transition probability matrix of the direction process is defined by
 where  The steady-state

distribution of the direction  denoted by  satisfies the balance
equation  and  where  When

 the direction process is said to be isotropic in terms of
steady state distributions (ISS).

The class of ISS processes having circulant transition probability matri-
ces is of special interest. For the hexagonal cellular system, the circulant
matrix P is given by:

(35.4)

If  then the Markov chain  is irreducible and has a
unique steady-state distribution 

For the rectangular cellular system, the circulant matrix P is given as:

(35.5)

If  then the Markov chain  is irreducible and has a
unique steady-state distribution 

Note that the 2D IID isotropic Random Walk Model with 
is a special case of the ISS class, and is said to be isotropic in terms of state
transition probabilities (IST).
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We illustrate the extreme mobility patterns in Figure 36.3 with the initial
direction  The mobility pattern can be determined by ade-
quately selecting the mobility control vector  as the
first row of the circulant transition probability matrix P. If  the MS
always moves along the direction  and its mobility pattern is a directed
line. If  the MS always returns to the cell that it just came from so
that it bounces back and forth (ping-pong) between two cells. In the hexag-
onal configuration of Figure 36.3A, while the MS spins counterclockwise
(clockwise) on a hexagon for  it circulates counterclockwise
(clockwise) on a triangle for  In the rectangular configuration
of Figure 36.3B, the MS rotates counterclockwise (clockwise) on a square
for 

The ISS process can accurately represent the mobility patterns exhib-
ited by the MS moving across various landscapes. In the real world, the MS
tends to move along a straight line on a highway, change its directions on
local drives, and move back upon encountering a dead end or making
a U-turn. By adjusting the respective dominating probabilities 

 and  we can easily construct Markov Walk Models to
characterize the specific mobility patterns of the MS.

36.2 Analysis for Location Update

A MS moves across the cells and updates its locations in the network based
on a predetermined scheme. In response to an incoming call destined to a
MS, the network pages (polls) the cells to find the called MS in accordance
with some paging strategy. From the perspective of location management,
it is essential to achieve the delicate balance between location updates and
paging so that the overall cost is minimized.

Figure 36.3. Extreme Mobility Patterns 
(Assume d(0) = (1, 0)): (A) hexagonal cells; (B) rectangular cells. 
(Source: Wu, C.H., Lin, H.B., and Lan, L.S., A new analytic framework for dynamic mobility 
management of PCS networks, IEEE Trans. Mobile Computing, vol. 1, no. 3, pp. 208–220, July– 
September 2002. [© 2002 IEEE]. Used with permission.)
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36.2.1 Location Tracking and Updates

A PCS network tracks the locations of a MS at the instants of call arrivals
and location updates. We define the origin of the (dynamic) coordinate sys-
tem as the cell where the MS resides at the most recent location tracking
instant. The following dynamic location update schemes with the thresh-
old D are considered:

• Distance-based — the MS performs a location update when it moves
to a cell in  with respect to the current origin.

• Enhanced movement-based — The MS uses a counter  to count
the number of cell boundaries crossed since the most recent loca-
tion update and performs a location update when  When the
MS moves back to the current origin, it resets the counter  to
zero and does not perform a location update.

• Direction-based — the MS performs a location update when it
changes the direction,  or when it moves to any cell at
distance D + 1 from the current origin.

Let  denote the residing area of the MS when a call arrival occurs,
 For distance-based  and movement-based  location

update schemes,  For the direction-based  scheme, 
is a line segment of length 2D + 1 centered at (0, 0) in some direction ±dj ,

36.2.2 Two Renewal Processes and ααααk

The proposed analysis is based on the theory of Markov chains. The first
step to construct an embedded Markov chain is to identify the appropriate
sampling instants. In our analysis, the systems are sampled at the call
arrival and cell boundary crossing instants. Denote the ith intercall arrival
time and intercell boundary crossing time, respectively, by  and

 Let  denote the ith call arrival (cell boundary crossing)
instant. We have  and  From the independent
assumptions on the interarrival processes, we know that  and

 are two renewal point processes [12].

Consider the ith call arrival period  and suppose 
 Let the sampling instants in the ith call arrival period, denoted as

 be given by:

Let  denote the number of cell boundaries crossed by the MS
during  The timing diagram is illustrated in Figure 36.4,
where 
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By omitting the index i of  at steady state, we construct the process
 in the call arrival period. An essential quantity for the analysis of

mobility management is , the probability that the MS
crosses k cell boundaries in a call arrival period [13]. We have shown in [9]
that  can be succinctly derived as follows.

The process  is a delayed renewal process (Figure 36.4) with
the initial delay being the residual cell residence time. From [12], we have:

(36.6)

where  and  denotes the k-fold convolu-

tion of  with itself. Noting that  we have:

(36.7)

where  The average number of cell boundaries crossed by the
MS per call arrival,  is equal to 

36.2.3 Recursive Markov Analysis

Consider a tagged call arrival period. Let  denote the number of location
updates during  Let  indicate that at  the MS moves along
direction  into cell  where 

Figure 36.4. Timing Diagram of Call Arrival and Cell Boundary Crossing 
Processes
(Source: Wu, C.H., Lin, H.B., and Lan, L.S., IEEE Trans. Mobile Computing, vol. 1, no. 3, pp. 
208–220, July–September 2002. [© 2002 IEEE]. Used with permission.)
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For the proposed Markov Walk Model,  the state process
 forms a Markov chain, where  denotes the ori-

gin set at the most recent call arrival instant. Define 
We can compute  recursively as follows:

The recursive computations aforementioned for the Markov Walk Model
can be extended for various location update schemes  by prop-
erly defining the state,  and then computing recursively the steady-state
distributions  as shown in the following:

• Distance-based: 

where:

• Enhanced movement-based: 
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where:

• Direction-based:  where  is a scalar defined as

follows:  if   if 
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36.2.4 Distributions µ(u) and φφφφ(c)

Denote the distribution that the MS performs location updates u times in a
call arrival period by  Let  denote the location pro-
file of the MS (i.e., the distribution that the MS resides in cell c when a call
arrival occurs). Let  and  be the (conditional) marginal distribu-
tions obtained by summing  over all the states s containing u and c,
respectively. Thus, we have:

(36.8)

and the average number of location updates per call arrival is then given
by:

(36.9)

We can compute the location profile  of the MS as:

(36.10)

36.3 Paging and Cost

Although the location area (LA)  of a MS depends solely on the location
update scheme, the location profile of the MS in  depends on both the
location update scheme and mobility pattern. Given a location profile

 we can devise the optimal paging strategy to minimize the
paging cost.

Consider the probabilistic selective paging (PSP) strategy with a delay
constraint of N polling cycles. Let  be the page control
vector for cell  where  is the probability that cell c is paged in the
nth polling cycle. Note that  When a call arrival occurs, the net-
work performs the following tasks:

• It randomly selects the polling cycle for each cell  according
to  Thus, the residing area  is effectively partitioned into N
disjoint LAs,  for each call.

• It polls all the cells in the first LA simultaneously to locate the MS.
If the MS does not reside in this area, then it proceeds to page the
other LAs sequentially until the MS is found.

A special case of PSP having  for  is the selective paging
(SP) strategy that employs a fixed partition of LAs, where  denotes a

 unit vector with unity at the nth position and zeros elsewhere.
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For the PSP strategy, the average number of cells polled per call arrival,
denoted by  is shown in [9] to be given as:

(36.11)

which can be simplified for the SP strategy [6] to be:

(36.12)

It can be observed that if  then we
should assign  to reduce the paging cost. In general, we can optimize
the page control vectors  for PSP by solving the constrained quadratic
programming problem, given a location profile  For SP, a fast algo-
rithm has been proposed in [14]. We note the following:

• The solutions to these optimization problems are locally optimal
and depend on the initial conditions. 

• Because SP is a special case of PSP, the optimal solution obtained
by PSP is at least as good as that of SP. Both SP and PSP yield very
close results in practice.

Let  and  respectively, denote the unit location update and per cell
paging costs. The total cost of mobility tracking per call arrival, denoted as

 is therefore given as:

(36.13)

36.4 Performance Evaluation

We employ the ISS processes of the 2D Markov Walk Model to assess the
performance of various location management schemes in hexagonal cellu-
lar PCS networks.

In Table 36.1, we designate six irreducible ISS processes for the hexago-
nal configuration, including IID, directional, turning, ping-pong, h-spin, and
t-spin processes. When  is a dominating (diminishing) factor in the
mobility control vector p, the corresponding extreme mobility pattern in
Figure 36.3 becomes prominent (attenuate). Figure 36.5 depicts the sample
paths for these ISS processes.

We set up the parameters in the experiments as follows:

• The call arrival rate is normalized to  The cell residence time
is exponentially distributed with parameter  Thus, the CMR
is given by 
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• The unit location update and per cell paging costs, respectively, are
selected as  and 

In Figure 36.6, we illustrate the variations of total costs with respect to
various thresholds by conducting the recursive Markov analysis and solv-
ing the quadratic optimization problem for PSP. In distance-based and
enhanced movement-based schemes (Figure 36.6A and Figure 36.6B), the
curves of total costs are bowl-shaped and their bottoms occur at the opti-
mum thresholds of D = 2 or D = 3. In the direction-based scheme, as the

Table 36.1. Six Irreducible ISS Processes for Hexagonal Configuration

ISS Process

p

p0 p1 p2 p3 p4 p5

IID 1/6 1/6 1/6 1/6 1/6 1/6

Directional 0.8 0.025 0.025 0.1 0.025 0.025

Turning 0 0.25 0.25 0 0.25 0.25

Ping-Pong 0.1 0.1 0.1 0.5 0.1 0.1

h-spin 0.1 0.8 0.1 0 0 0

t-spin 0 0 0 0.1 0.8 0.1

Figure 36.5. Sample Paths of Various ISS Processes
(Source: Wu, C.H., Lin, H.B., and Lan, L.S., IEEE Trans. Mobile Computing, vol. 1, no. 3, pp. 
208–220, July–September 2002. [© 2002 IEEE]. Used with permission.)

Cu = 10 Cg = 1.
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Figure 36.6. Total Cost versus Threshold D
For (A) distance, (B) enhanced movement, and (C) direction-based location update 
schemes at ρ = 0.1.
(Source: Wu, C.H., Lin, H.B., and Lan, L.S., IEEE Trans. Mobile Computing, vol. 1, no. 3, pp. 
208–220, July–September 2002. [© 2002 IEEE]. Used with permission.)
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threshold value D increases, the total cost decreases to reach a saturation
point, beyond which the MS will almost surely change its direction before
exceeding the threshold.

We make the following observations with respect to the six ISS pro-
cesses:

1. IID — the IID process corresponds to the conventional 2D IID isotro-
pic Random Walk Model that yields medium performance among the
six processes because there is no dominating or diminishing factor.
For distance-based  and enhanced movement-based 
schemes, the IID and turning processes produce similar total costs,
indicating that both schemes are robust against undirected move-
ments.

2. Directional — with  the MS is most likely to stay in its current
direction and its location profile concentrates on straight lines.
Extreme performance differences are observed. The total cost
caused by the directional process is the highest for distance-based
and enhanced movement-based schemes, but the lowest for the
direction-based  scheme.

3. Turning — because  the MS constantly changes its direc-
tion. The worst-case scenario is the direction-based scheme that
behaves like the zero-threshold case (D = 0) because the MS always
performs a location update whenever it moves across a cell bound-
ary.

4. Ping-pong — for  the MS tends to stay around the origin
because it usually moves back and forth between two cells several
times before entering into other cells. The overall cost for location
management remains low for all location update schemes.

5. h-spin — for  the MS is most probable to shift its direction
60 degrees to the left so as to spin counterclockwise in hexagonal
patterns. The h-spin process has low costs for the distance-based
scheme because the MS frequently rotates inside the LA  and
rarely moves beyond the threshold  Because  and 
the MS seldom maintains its direction and never bounces back and
forth between two cells. Thus, the total cost is relatively high for
the direction-based scheme.

6. t-spin — for  and  the MS usually shifts its direction
120 degrees to the right and sometimes bounces back and forth so
as to produce clockwise staggered triangular patterns. The t-spin
process offers the lowest cost for distance-based and enhanced
movement-based scheme. For the direction-based scheme, the total
cost rendered by the t-spin process is as high as that by the h-spin
process because the MS has a low probability of  to keep
its direction unchanged.

( )θ = d ( )θ = m

p0 0 8= . ,

( )θ = r
p p0 3 0= = ,

p3 0 5= . ,

p1 0 8= . ,

AD
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In summary, the six ISS processes are indistinguishable at steady state
by possessing identical steady-state probabilities for all directions, but
they exhibit disparate mobility patterns that lead to subtle performance
variations of dynamic location update schemes. We have demonstrated
that the 2D Markov Walk Model with circulant transition probability matri-
ces provides an elegant analytic framework for better understanding of
dynamic mobility management schemes in PCS networks.
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Chapter 37

Battery Power 
Management in 
Portable Devices
Vinod Sharma and A. Chockalingam

Abstract

This chapter provides a tutorial-cum-survey of performance analysis of
battery power management schemes in wireless mobile devices. In partic-
ular, it focuses on the performance analysis of schemes that exploit the
relaxation phenomenon in batteries whereby a battery can rebuild its
charge if left idle. With an intent to exploit the relaxation phenomenon, the
battery can be allowed to go on intentional vacations during which the bat-
tery can recharge itself. The recharge thus built up can effectively increase
the number of packets transmitted (in other words, battery life can be
extended). Such improved battery life performance would, however, come
at the expense of increased packet delay performance if there is only one
battery in the mobile device. To analyze the performance of such systems,
the battery is modeled as a server with finite capacity and the data packets
as customers to serve. The battery life gain versus delay performance
trade-off is quantified through analysis and simulations. We also consider
systems when there is more than one battery in the device. Then, by suit-
ably choosing the battery to use at a time, one can increase the system life
without incurring extra delays. We also discuss the optimal policies to use
for choosing the battery at any time. 

37.1 Introduction

Wireless mobile devices, like cellular phones and personal digital assis-
tants (PDAs), have become a part of our daily lives. These devices have
certain desired characteristics that have made them useful. They are light-
weight, small in size, portable and have the ability to perform a variety of
893
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tasks including mobile Internet access. These devices need to be powered
by batteries, which are limited in their ability to keep the devices working,
making the battery energy a valuable resource. To make optimum use of
this resource, we need to look at ways to make the devices more energy
conscious. Electronic devices mainly comprise hardware (processors, dig-
ital signal processor [DSP] chips, etc.) and software (set of instructions).
Chips in electronic devices dissipate heat and consume energy while per-
forming operations. The battery life in a device thus depends on how effi-
ciently the on-board chips perform their functions. Battery technology has
been unable to match the pace of development taking place in the field of
wireless communications and device technology. Chips have become
smaller and more computationally powerful whereas batteries have been
unable to keep up with the requirement of packing more joules in less area
with minimum weight. Therefore, efforts to design chips that consume less
energy to perform similar computations have become important. This
means not only a rethink of the chip architecture, but also taking a look
into new materials that offer better efficiency at submicron range. Further-
more, algorithms and programs need to be written in such a way so as to
perform the tasks in an energy efficient manner. For devices that are a part
of a wireless network, some of the energy consuming components include
the radio frequency (RF) circuit and the wireless interface card on the
hardware side and modulation and coding schemes, Media Access Control
(MAC) protocol, and routing protocol on the software side [1]. 

Growing demand for computationally intensive applications for mobile
devices has motivated research into ways for improving the battery utili-
zation [2]. It is important that the design of the communication system as
a whole (not only at the device or circuit level) should follow energy con-
servation principles. In particular, energy savings can be sought at differ-
ent layers of the wireless protocol stack. In the following, first we briefly
survey the work that has been going on at the different layers to improve
the battery utilization. Then we discuss the literature on performance anal-
ysis of battery management schemes. 

On the hardware side, dynamic voltage scaling is a technique used in
microprocessors to reduce energy consumption [3]. At low speeds, the
energy consumed by a processor is less than the consumption at higher
speeds. In [4], an energy efficient real-time scheduling algorithm, called
Slacked Earliest Deadline First (SEDF) algorithm, that exploits this concept
in processors has been analyzed. Also, energy can be saved by reducing
the speed of rotation of the hard disk or by completely stopping it. In [5],
algorithms to control the hard disk access are presented. The trade-off in
the hard disk access time to the energy savings achieved by adapting the
speed of the hard disk has been analyzed. 
opyright © 2005 by CRC Press
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The physical layer is the lowest layer of the protocol stack. Among other
things, it deals with modulation schemes and transmitter power control.
Energy conscious physical layer design ideas have been considered by sev-
eral authors. In [6], Shih et al. present a physical layer-aware design of
applications, algorithms, and protocols, which minimizes the energy con-
sumption. A power-mode scheduling algorithm that manages the active
and sleep states of the node is presented. The cost of forward error correc-
tion (FEC) coding and determining the convolutional code to use to mini-
mize the energy consumption for a given probability of error has also been
studied. Transmitter power control is yet another physical layer feature
that can be used to save battery power in wireless devices. For example,
most cellular standards, including Global System for Mobile Communica-
tions (GSM), IS-95 code division multiple access (CDMA) etc., use transmit-
ter power control to meet the twin objectives of reducing interference as
well as saving battery power [7, 8]. In wireless ad hoc networks like Blue-
tooth® [9], transmitter power control in discrete power steps is allowed. In
[10], algorithms are developed to minimize the transmit power, based on
the channel state, to achieve certain bit error rate. 

The data link layer controls the access to the shared wireless medium.
It also provides a certain degree of data reliability by using automatic
repeat request (ARQ) and FEC. Several energy saving ideas have been pro-
posed in the data link layer design as well. In [11], the authors present a
protocol, called Power-Aware Multi-Access Protocol with Signaling
(PAMAS) protocol, in which terminals using this protocol switch off their
wireless interface when they are not sending or receiving packets. This
allows the mobiles to save energy as they do not have to listen to packets
that are not meant for them. In [12], Sivalingam et al. suggest a centralized
scheduling policy for MAC that reduces collisions and thereby reduces the
overall energy consumption. Energy efficient MAC protocols for correlated
fading channels are proposed and analyzed in [13]. Lettieri and Srivastava,
in [14], consider the technique of adapting the size of the MAC layer frame
along with adaptive error correcting techniques. The authors optimize the
battery energy consumed per useful bit while maintaining certain quality
of service (QoS) constraints. In [15], the authors obtain scheduling policies
to provide QoS to different users within a certain power constraint. Energy
efficient ARQ strategies have been studied in [16]. In [17] the authors pro-
pose and analyze energy efficient backoff algorithms on point-to-point
wireless links resulting in energy savings. 

The network layer protocols provide the functionalities including rout-
ing the packets and maintenance of the topology in networks. In traditional
wireline networks, routing is often based on shortest path, throughput,
and delay as cost metrics in choosing routes. However, for wireless net-
works various energy-efficiency-based metrics have been considered [18].
895
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In [19], Woo et al. investigate five different metrics — energy consumed per
packet, time to network partition, variance in power levels across mobiles,
cost per packet, and maximum mobile cost — for achieving energy effi-
ciency in routing. These metrics are used in conjunction with existing rout-
ing protocols like Dynamic Source Routing (DSR), Destination-Sequenced
Distance-Vector (DSDV), etc. [20]. They show that the cost savings are
higher in large networks and at moderate loads. In [21], a routing protocol
to maximize the time to network partitioning is presented. They propose
flow augmentation and flow redirection algorithms that balance the flows
based on energy reserves. This can increase on an average the system life
time by 60 percent. Energy efficient routing protocols for Bluetooth are
provided in [22]. Energy efficient topology construction and maintenance
schemes are presented in [23–25]. 

The transport layer provides end-to-end reliability and congestion con-
trol. Transmission Control Protocol (TCP) operates at this layer of the
stack. Zorzi and Rao, in [26], analyze the energy consumption of perfor-
mance Tahoe, Reno, and New Tahoe versions of TCP. The use of backoff in
congestion control mechanisms during error bursts helps in energy sav-
ings. In [27], the energy and throughput efficiency of TCP error control
strategies for Tahoe, Reno, and New Tahoe are presented. The different
error recovery strategies in the variations of TCP result in different energy
efficiencies. Based on the results, Tahoe is found to be more-or-less the
most energy conserving of the three. A similar conclusion is obtained in
[28] when FEC is also used. A TCP-Probing protocol is proposed in [29]. It
is shown that a higher throughput with relatively low energy expenditure
is achieved by the use of the probing protocol. 

The application layer is the interface between the user and the system.
Various applications like Web browsing, remote login, etc., reside in this
layer. In [30], Agarwal et al. propose decreasing the number of bits and dis-
carding packets as means for reducing the power consumption for
encoded video applications. Another possibility is to lower the source cod-
ing rate as the battery gets weaker. 

37.1.1 Relaxation Phenomenon in Batteries

In addition to energy saving possibilities at various layers of the protocol
stack discussed above, yet another way to improve battery life is to exploit
the relaxation phenomenon in batteries, whereby a battery can rebuild its
charge if left idle [31]. In the following, we describe the relaxation phenom-
enon. We are concerned about the ways to exploit this phenomenon and
modeling and analyzing the resulting gains in system lifetime. 

Several studies characterizing the battery discharge behavior have shown
that pulsed discharge [32–35] (i.e., discharge with in-between nondischarg-
ing, idle periods) performs better than continuous discharge. Particularly,
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the battery can recharge itself (i.e., recover the potential) if left idle after
discharge. This relaxation phenomenon is illustrated in Figure 37.1. Figure
37.1 shows the battery potential (in volts) as a function of time with con-
tinuous discharge and pulsed discharge. The parameter d represents the
duty cycle of the pulsed discharge pattern (i.e., d = 0.1 means 10 percent
discharge time followed by 90 percent relaxation time and so on). The plots
in Figure 37.1 are generated using the battery simulation program devel-
oped by the Chemical Engineering department at University of California
— Berkeley [36]. A 2.76 V Lithium ion battery with a cutoff voltage of 1.9 V
is considered. It is assumed that the battery ceases to deliver power once
the voltage drops below the cutoff voltage. In other words, the time taken
for the battery to fall below the cutoff voltage is the battery life. The slope
of battery discharge is determined by the discharge current density. The
larger the value of this current density, the steeper will be the discharge
slope, and hence lesser will be the time taken to reach the cutoff voltage.
In Figure 37.1, the discharge current density is taken to be 5A/m2. From Fig-
ure 37.1, it can be seen that if the battery is discharged continuously it
takes about 7.5 minutes to reach the cutoff voltage. On the other hand, if
the battery is discharged in pulsed mode, the battery recovers the voltage
during the relaxation periods and it takes more time to reach the cutoff
voltage. For example, if the duty cycle of the pulsed discharge is 50 percent
(i.e., d = 0.5) it takes more than 40 minutes to reach the cutoff voltage. Also,
because the duty cycle is 0.5, the total on-time of the battery is more than
20 minutes, which is about three times the on-time in continuous discharge
mode. As the discharge current density is taken to be the same in both

Figure 37.1. Battery Potential versus Time for Different Duty Cycles of Dis-
charge (Current density = 5A/M2; cut-off voltage = 1.9V.)
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continuous and pulsed discharge modes, this essentially means that the
battery can deliver energy for a longer duration. This recharge effect
advantage in pulsed mode can be exploited for improved energy efficiency
in packet communications in wireless mobile devices. 

This chapter surveys the methods to exploit the relaxation phenome-
non in batteries and the analysis of battery life gain and packet delay per-
formance using a queueing theory approach. Because transmission of
packets on a wireless link consumes a significant amount of power, this can
be an important way to increase the overall battery life in the wireless
mobile terminal. Recently, in [37], Chiasserini and Rao proposed a proba-
bilistic recharge model for the battery. Through simulations, they showed
that the recharge phenomenon can be exploited for battery life gain
through suitable traffic shaping algorithms and battery level sensed rout-
ing strategies [38, 39]. 

To analyze the performance of schemes that exploit the relaxation phe-
nomenon, the battery can be modeled as a server with finite capacity and
the arriving packets at the mobile terminal as the customers to be served.
Each transmitted packet consumes energy proportional to the packet size,
transmission bit rate, wireless link design, etc. It is possible to intentionally
allow the server (battery) to go on vacation for a calibrated amount of
time, essentially allowing idle times for the battery to recharge itself. By
doing so, the number of customers served can be increased (in other
words, battery life can be increased). Expressions for the number of cus-
tomers served and the average delay for a M/GI/1 queueing system without
and with such intentional server vacations can be derived. In [40], it has
been shown that allowing forced vacations during busy periods helps to
increase battery life. However, because the customers (packets) have to
wait in the queue when the server goes on vacation, the battery life gain
will come at the expense of increased delay performance of the packets.
Use of multiple batteries can improve system lifetime without incurring
large delays. 

Consequently, a system where there is more than one battery to trans-
mit the packet provides an attractive option. In [41], a simple strategy to
share two batteries to increase the overall lifetime of the batteries has
been analyzed. In the rest of this chapter, we focus on the performance
analysis of schemes that exploit the relaxation phenomenon. 

The rest of this chapter is organized as follows: 

• Section 37.2 explains the basic model for a single battery system. 
• Section 37.3 analyzes this base system and provides several exten-

sions to this base system — system with vacations and multiple
battery system. 
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• Section 37.4 provides analytical and simulation results of the system
studied in Section 37.3. 

• Section 37.5 considers the optimal battery scheduling problem in
the framework of Markov decision theory. 

37.2 System Model

Consider data packet transmission from a mobile terminal that draws
power from a battery of finite capacity. We model the system as a queueing
system with the battery as the server and packets as customers. The
packet interarrival time is assumed to be exponential (i.e., Poisson arrivals
with rate ) and service times are assumed to be independent and ideniti-
cally distributed (IID) with a general distribution. 

We assume that the battery has a nominal capacity of N charge units.
That is, if the transmission of a unit length packet consumes one charge
unit and if the battery is discharged continuously, then the battery can
serve N such packets until it gets completely discharged.

37.2.1 Battery Discharge/Recharge Model

In [37, 38], the battery discharge behavior is assumed to be discrete: each
packet occupies a fixed slot size and each packet transmission consumes
one charge unit (or integer number of charge units). Also, in [37, 38] the
battery recharge behavior (when the battery remains idle) too is modeled
as a discrete process: the battery recharges by one charge unit with some
probability if left idle for one slot duration. The recharge probability has
been assumed to follow an exponential function that decreases with
increasing discharged capacity. In other words, the recharge capability of
the battery at any time is made proportional to the charge available in the
battery at that time (i.e., the greater the available charge, the greater is the
ability to recharge). In addition to the nominal capacity N, the battery is
assumed to be characterized by another parameter called the theoretical
capacity, T charge units [37]. The battery is considered to be fully drained
if either the available charge goes to zero or T charge units of capacity has
been delivered, whichever occurs first. Typically, the theoretical capacity
of the battery is taken to be one or two orders higher than the nominal
capacity [37]. 

Here (until Section 37.4), we consider both the discharge as well as the
recharge behavior of the battery as continuous phenomena, as illustrated
in Figure 37.2. While serving packets in busy periods, the battery looses
charge linearly at a constant slope of unity. During idle periods, the battery
recharges linearly with varying slopes depending on the battery level1 at
the beginning of the idle period. The recharge model is more clearly
explained as follows. We divide the range of charge from 0 to N using P

λ

899
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threshold values,  The recharge slope is taken to be r1, r2, …, rP +

1, respectively, when the battery level at the beginning of the idle period is
in the range  to N,  to  to  By choosing r1 > r2 > … > rP + 1, the
model ensures that the ability to recharge reduces with decreasing battery
level, which is more realistic [36]. Thus, the parameters P, ’s, and ris char-
acterize the recharge behavior of the battery, which can be used in the
mathematical analysis of the battery life gain due to recharge during idle or
vacation periods. Actually a more general recharge function can be easily
incorporated in our analysis, as we will comment in the following. 

37.3 Analysis

We are interested in analyzing the battery performance in terms of mean
number of packets served and mean packet delay when the battery’s
recharge behavior is exploited by intentionally allowing the battery to go
on vacations. We first analyze and quantify the battery life gain due to idle
periods (i.e., when buffer is empty) inherent in a M/GI/1 queue. We then
analyze a system where the server exhaustively serves all packets in the
queue and takes intentional vacations before the start of the next busy
period. We call this a system with exhaustive service with vacations. We
also propose a nonexhaustive service system with vacations where the
server takes vacations during the busy period. First consider a simple
M/GI/1 queue. Define a cycle as the time from start of one idle period to the
start of the next idle period. A cycle consists of one idle and one busy
period as shown in Figure 37.3. Note that the first cycle starts after the first
busy period. To obtain the expected number of customers served, we
obtain the distribution of the amount of charge left at the end of the first

Figure 37.2. Continuous Discharge/Recharge Model
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busy period, obtain the expected number of cycles after the first busy
period until the charge goes to zero, and obtain the expected number of
customers served in each cycle, as follows. 

For the M/GI/1 queue the idle period is distributed as  Let: 

(37.1)

where Bi is the charge consumed during the busy period and Yi is the
amount of recharge during the idle period in the ith cycle, respectively.
Then, Zi is the total charge lost (Yi < Bi) or gained (Yi > Bi) in the ith cycle.
Let  be the random variable denoting the number of cycles until the
charge goes to zero and let z be a random variable that denotes the charge
at the end of the first busy period. We need to find: 

(37.2)

Let  denote the expected number of cycles given that the charge
after the first busy period is z. (The event that the battery gets discharged
in the first busy period itself will be taken care of in (37.9) below.) We can
then write the integral equation: 

(37.3)

Figure 37.3. Definition of a Cycle in a Single Battery Scheme
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where on the right side, the first expression corresponds to the event that
the battery will get discharged in the first busy cycle and the second that
there will be a left over charge. FZ1(z1) is the cumulative density function
(CDF) of Z1. The right side can be further simplified to: 

(37.4)

To obtain the distribution of Zi, we need to obtain the distributions of Yi

and Bi. The distribution of Yi is obtained as follows. Let Ti denote the dura-
tion of the idle period of the ith cycle and  denote the charge at the begin-
ning of the ith cycle. Then: 

(37.5)

and 

(37.6)

where  is determined by the charge threshold values
between which  lies. Because Ti is distributed as  the CDF of Yi is
given by: 

(37.7)

where  Observe that the distribution of Yi depends upon  

It is easy to see now how a more general recharging function can be
incorporated. For example if the recharge slope is r(z) when the charge in
the battery is z, then the distribution of Yi is again (37.6) but now y and 
are related as follows. Let z(t) be the solution of the differential equation: 

Then  

Computing the distribution of Bi for a general M/GI/1 queue may not be
so easy. Here, we limit ourselves to exponential service times with rate µ.
Then, Bi has density [43]: 
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where  is the modified Bessel function of the first order and  The
CDF of Z1, FZ1(z1) can then be written as: 

(37.9)

Equation (37.4) can be numerically solved to obtain  To obtain 
we average  over z, as: 

(37.10)

where FB0 is the distribution of the first busy period. The expected number
of customers served can be obtained as the product of the expected num-
ber of cycles and the expected number of customers served in a busy
period as follows:2 

(37.11)

Note that the expected number of customers served is upper bounded
by the theoretical capacity of the battery,  The mean delay of packets
in the M/M/1 queue is given by [42]: 

(37.12)

It is possible to handle the general service times of an M/GI/1 queue also,
even though it may be computationally more complex. For example, given
the Laplace Transform (L.T.) of the service times, one can compute the L.T.
E[esBi] of a busy period Bi. Then of course E[e–sZ] = E[ e–sYi]E[ esBi] provides
the L.T. of Zi. Inverting the L.T. of Zi will provide FZi, which can be used in
(37.3). 
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The analysis provided above can be extended to other systems. In the fol-
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37.3.1.1 Exhaustive Service with Vacations. In this system, the server
takes intentional vacations. The server exhaustively serves all packets in
the queue and takes a vacation. If there is still no packet in the queue after
completion of a vacation, it takes another vacation, and so on. We assume
the vacation time distribution to be  where δ can be a system
parameter. 

The analysis of this system can be carried out as for the system without
vacations with the following modifications. The idle time now is exponen-
tially distributed with mean  where  Also the busy
period can start with more than one packet in the queue. Now it can be
shown to have the density (see [40] for details): 

(37.13)

The mean delay for this system with vacations can be written as [42]: 

(37.14)

37.3.1.2 Nonexhaustive System with Vacations. Another way to improve
battery life is to interrupt service during busy period and allow vacations.
Specifically, we allow the server to go on vacation after serving K packets
in a row during a busy period. We assume the duration of this vacation to
be IID and distributed as exp(δ). Both δ and K are parameters that can be
chosen to allow desired vacation times. 

To analyze this scheme, consider an approximate system that models
the nonexhaustive system with vacations at high arrival rates. Assume the
arrival rate is high so that there are always packets to send in the queue.
In this case, we can take the busy period to be the sum of K service times.
Thus, for the case of exp(µ) service times the probability density function
(PDF) of the busy period can be written as: 

(37.15)

The vacation period is distributed as exp(δ). We then use (37.4), (37.6),
and (37.10) to obtain E[τ] the expected number of cycles to discharge com-
pletely. The number of packets served C is then given by: 

(37.16)

exp( ),δ

1 / pδ p = +λ λ δ/ ( ).

  
f b

e

b

e I
B

b
u

′

− + ∞ − +

=
+

⋅ ⋅ ∫( )
4( ) 2( )

0

2( )
1λ δ λµ δ

λ

λ µ λ δ λλµb b u u

b u
du

( 2 )

2
.

+( )
+

W =
−

+
λ

µ ρ δ2 (1 )

1
.

f b
b e

KBi

K K b

( )
( 1)!

.
( 1)

=
−

− −µ µ

C
KE[ ]

=
τ

µ
.

opyright © 2005 by CRC Press



  

Battery Power Management in Portable Devices

    

AU1971_book.fm  Page 905  Thursday, November 11, 2004  10:08 PM

C

905

37.3.1.3 Multi-Battery System. In this section, we consider the system
with multiple batteries. Each battery has N charge units. A packet can be
served by any of the batteries. When one battery serves a packet, the other
batteries remain idle (i.e., take a natural vacation). The batteries are
assumed to discharge (during packet transmissions) and recharge (during
idle periods) as per the discharge/recharge model described in Section
37.2. In this section, we analyze a system with two batteries using a specific
scheduling policy: a packet can be served either by the first or by the sec-
ond battery with probabilities p and (1 – p), respectively. The problem of
optimal scheduling of batteries will be considered in the next section. 

We are interested in analyzing the performance of the dual battery
scheme, in terms of mean number of packets served and mean packet
delay. We define a cycle as shown in Figure 37.4. 

To find the expected number of packets served by the system, we find
the expected number of packets served by both the batteries until one of
the batteries expires (i.e., battery charge goes to zero) and the expected
number of packets served by the remaining live battery until it expires. To
do that, we carry out the following analytical steps: 

Figure 37.4. Definition of a Cycle in a Dual Battery Scheme
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1. Obtain the distribution of the amount of charge left in each battery
at the end of its first busy period. 

2. Obtain the expected number of cycles after the first busy period of
each battery until its charge goes to zero. 

3. Obtain the expected number of packets served in each cycle in each
battery until any one battery expires. 

4. After any one battery expires, using the charge left in the remaining
live battery, evaluate the expected number of packets served by it
until it expires, by considering the system as a single battery system
without vacations. 

Consider the busy period of a M/M/1 queue. Let X be a random variable
(r.v.) denoting the number of packets served in a M/M/1 busy period. Let X
= n packets are served in this busy period. Let k,  be the num-
ber of packets served by the first battery during a M/M/1 busy period.
Then (n – k) packets will be served by the second battery in the same busy
period. We use the following notations: 

• Tb, Ti: r.v.s denoting busy and idle periods of the M/M/1 queue
respectively

• T1b, T1i: r.v.s denoting busy and idle periods of the first battery 
• T2b, T2i: r.v.s denoting busy and idle periods of the second battery 
• Si: exponentially distributed r.v. with parameter µ 

We are interested in obtaining the distribution of the busy periods of the
two batteries. Exact PDF expressions for these busy periods are difficult to
obtain. Hence, to facilitate the analysis, we assume that the first battery
serves k out of n packets in a M/M/1 busy period continuously and the sec-
ond battery serves the remaining n – k packets continuously. Note that in
the actual system, the service of k packets in a M/M/1 busy period by the
first battery can be discontinuous (i.e., service of packets can alternate
randomly between the two batteries depending on the scheduling proba-
bility, p). Hence this assumption is expected to give approximate results.
Later, we will compare the results obtained through this approximate anal-
ysis with exact simulation results. 

With the above assumption, the CDF of the busy period of the first bat-
tery can be written as: 

(37.17)
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The probability of having n packets served in the M/M/1 busy period is
given by [43]: 

(37.18)

where  Equation (37.17) can then be written as: 

(37.19)

Because Si’s are  has Erlang distribution. The PDF of
the busy period of the first battery can then be obtained from (37.19), as: 

(37.20)

where fS is given by the Erlang distribution,  Sim-

ilarly, the CDF and PDF of the busy period of the second battery can be
obtained as: 

(37.21)

(37.22)
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period of the second battery. Hence, the PDF of the idle period of the first
battery can be written as: 

(37.23)

where  denotes convolution operation and  Equation (37.23),
in transform domain, can be written as: 

(37.24)

where fTi(s) and fT2b(s) are given by [44]: 

(37.25)

Also, we can obtain the following Laplace Transform relation: 

(37.26)

where  and  are, respectively, the Euler Gamma function and

the incomplete Gamma function, given by  and

 From the above, fT1i(t) can be written as: 

(37.27)

Similarly, because the busy period of the first battery contributes to the
idle period of the second battery, the PDF of the idle period of the second
battery, fT2i(t), can be written as: 

(37.28)
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(37.29)

We are now interested in obtaining the expected number of cycles after
the first busy period of each battery until its charge goes to zero. Let  be
a r.v. denoting the number of cycles until the charge of the first battery goes
to zero and let  be a r.v. denoting the number of cycles until the charge of
the second battery goes to zero. We first find  and  However
now, these can be obtained as in the case of a single battery. 

Let  Then the average number of packets served by
both the batteries until one of the batteries expires is given by: 

(37.30)

Now, we need to determine the remaining charge available in the battery
which is alive (not expired yet) at the expiry time of the other battery. Let
min{E[τi],i = 1, 2} correspond to i = j and j denote the complement of j (i.e.,
when j = 1, j = 2, and vice versa). Then we have: 

(37.31)

where N – N1 is the charge left in the live battery at the expiry time of the
other battery. Note that, after one battery expires, the live battery serves
packets like as a single battery system without vacations. Hence, the
expected number of cycles elapsed until N – N1 charge units available in the
live battery are exhausted can be obtained as: 

(37.32)

where fTb(z) is the PDF of the busy period in a single battery scheme. There-
fore, the expected number of packets served, C2, by the live battery can be
evaluated as described in Section 37.3. The expected number of packets
served by the system until both the batteries expire is then given by C = C1

+ C2. 
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37.4 Performance Results and Discussion

In this section, we present the numerical results for the analysis we carried
out in the previous section. We consider the following system parameters: 

• Nominal capacity N = 100 charge units 
• Number of thresholds P = 3 
• Threshold values  
• Recharge slopes r1 = 0.4, r2 = 0.3, r3 = 0.2, r4 = 0.1 
• Service time parameter µ = 1. 

First, from (37.11), we compute the mean number of packets served in a
simple M/M/1 queue with battery recharge due to inherent idle periods.
Figure 37.5 shows the number of packets served for different arrival rates
λ, obtained through analysis and simulation. In the numerical evaluation of
(37.4), the integral is discretized in steps of 0.1 and converted into a set of
linear equations. Further, instead of evaluating all the entries of the coeffi-
cient matrix, we compute the entries for one row and use the same for the
other rows for a given threshold region. This significantly reduces the com-
putation time and maintains the accuracy of the results as observed from
the close match between the analytical and simulation results. It can be
observed that the recharge due to inherent idle periods can increase the
number of customers served to about three times the battery’s nominal
capacity of 100 charge units, particularly at low arrival rates (e.g., 350 pack-
ets served at λ = 0.3). 

Figure 37.5. Number of Packets Served versus Arrival Rate in the System with-
out Vacation in a Single Battery Scheme with µµµµ = 1
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In [40], it has been observed that the system with exhaustive service
and vacations in Section 37.3.1.1 does not provide much gain. The nonex-
haustive system with vacation in Section 37.3.1.2, however, can give signif-
icant battery life gain, but at the expense of increased delay performance
due to the intentional vacations. 

Figure 37.6 shows the number of packets served versus K in the nonex-
haustive system with vacations at high arrival rates, obtained through the
analysis in Section 37.3.1.2 as well as simulations, for δ = 0.5. Here it is
assumed that there are always packets in the queue to be served (approx-
imating high arrival rates). It is observed that this approach gives signifi-
cant gains in the number of packets served at high arrival rates, particu-
larly for small values of K (for example, K = 1, 2). We have also observed
that the approximate analysis is reasonably accurate even for moderate
values of λ (in the range > 0.4) for those values of K (= 1, 2) that provide sig-
nificant gains in terms of the number of packets served. Thus, the nonex-
haustive service system with vacations can be applied on the traffic of
delay-tolerant applications (e-mail, file transfers, etc.) to increase battery
life in wireless mobile devices. In [40], a delay constrained algorithm that
puts a limit on the maximum delay has also been presented. 

Next, we consider the performance of the dual battery scheme. The fol-
lowing system parameters are considered: 

• N = 100 charge units for each battery 
• Number of thresholds P = 3 

Figure 37.6. Number of Packets Served versus k in the Nonexhaustive Service 
System with Vacation at High Arrival Rates
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• Threshold values  
• Recharge slope values r1 = 0.4, r2 = 0.3, r3 = 0.2, r4 = 0.1 
• Service time parameter µ = 1 and δ = 0.5. 

Figure 37.7 shows the expected number of packets served, C, as a function
ρ when the battery scheduling probability p = 0.5, obtained through the
analysis. The results obtained through simulations (simulating the same
analytical system model but without the approximations made in the anal-
ysis) are also plotted. It is observed that the dual battery scheme offers an
increased number of packets served (more than 2N, which will be the num-
ber of packets served if the batteries continuously serve packets without
any idle or vacation periods), particularly at low arrival rates where the
recharge due to idle periods can be more. It is further observed that the
analytical results reasonably match with the simulation results. The differ-
ence between the performances predicted by analysis and simulations is
mainly due to the approximation we made in deriving the busy period dis-
tribution of the batteries. The possible pulsed discharge during a busy
period was approximated as a continuous discharge. Because of this, the

Figure 37.7. Expected Number of Packets Served versus ρρρρ in the Dual Battery 
Scheme (p = 0.5; µµµµ = 1)
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charge recovery is not fully accounted for and this is the reason why the
analysis always underestimates the performance compared to the simula-
tions, as observed in Figure 37.7. Also, the delay performance of the dual
battery scheme will be the same as that of the single battery scheme with-
out vacation (i.e., same as the delay in a simple M/M/1 queue [40]). 

Figure 37.8 shows the expected number of packets as a function of the
battery scheduling probability, p, for a given ρ value of 0.4. It is noted that
(as expected in random scheduling) the value of p that maximizes the
expected number of packets is 0.5. The match between analysis and simu-
lation is very close for p = 0 and 1. This is because when p = 0 or 1, the sys-
tem essentially behaves like a single battery scheme (i.e., one battery will
continue to serve until it expires and only then will the second battery
start serving). Because of this, only one battery serves during a given busy
period. Hence, the approximation made to obtain the busy period distribu-
tion is not required when p = 0 or 1. Figure 37.8 also illustrates that the dual
battery scheme (0 < p < 1) serves increased number of packets compared
to an equivalent single battery scheme (p = 0 or 1). 

Figure 37.8. Expected Number of Packets Served versus p (ρρρρ = 0.4)
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37.4.1 Lithium Ion Battery Simulation Results

We also studied the performance of the proposed dual battery scheme
using the battery simulation program developed by the Chemical Engineer-
ing Department, University of California — Berkeley [36]. We evaluated the
performance for the dual battery scheme with random scheduling (DBS-RD
scheme) as follows. First, we implement the packet arrival process, queue-
ing, and battery scheduling algorithm in a separate program. We run this
program to obtain traces of the busy and idle periods of the two batteries.
These busy and idle period traces are then given as inputs to the Berkeley
lithium ion battery simulation program, which incorporates the actual
(nonlinear) discharge/recharge characteristics of the battery. We run this
battery simulation program until both batteries fall below their cutoff volt-
ages. Statistics are collected during these simulation runs to obtain the
expected number of packets served and the mean packet delay. 

Following a similar procedure, for comparison purposes, we evaluated
the performance of two single-battery-like (SBL) schemes, in which the
first battery will continue to serve packets until it drops below the cutoff
voltage and only then will the second battery start serving. We consider a

Figure 37.9. Expected number of packets versus ρρρρ for the Dual Battery Scheme 
(DBS-RD scheme with ρρρρ = 0.5; SBL-ES scheme with µµµµ–1 = 0.02 sec. and δδδδ = 0.05 µµµµ, 
and 0.1 µµµµ)
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SBL scheme with exhaustive service (i.e., no intentional vacation) and
another SBL scheme with nonexhaustive service (i.e., allow intentional
vacations). In nonexhaustive service scheme, the battery takes a exponen-
tially distributed vacation time (with parameter δ) after continuously serv-
ing L packets. We compare the performance of DBS-RD scheme, SBL
exhaustive service (SBL-ES) scheme, and SBL Nonexhaustive Service
(SBL-NS) scheme. Because the total theoretical capacity is taken to be
same for the SBL and the DBS-RD schemes, the performance difference
between these schemes arise mainly due to the way in which the batteries
are discharged in each scheme. 

Figure 37.9 and Figure 37.10 show the performance comparison between
the DBS-RD, SBL-ES, and SBL-NS schemes. The following observations can
be made from Figure 37.9 and Figure 37.10. The DBS-RD scheme performs
better than SBL-ES scheme (no intentional vacation) in terms of expected
number of packets served. Their delay performances, however, are almost
the same. The number of packets served is increased in SBL-NS scheme
(compared to SBL-ES scheme) by allowing intentional vacations once
every L packets served. Even with intentional vacations with L = 4, the
SBL-NS scheme performs poorer than the DBS-RD scheme in terms of number

Figure 37.10. Mean Delays versus ρρρρ for the Dual Battery Scheme (DBS-RD 
scheme with ρρρρ = 0.5, SBL-ES scheme with µµµµ–1 = 0.02 sec., and δδδδ = 0.05 µµµµ and 0.1 µµµµ)
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of packets served. Further, because of intentional vacations, the delay per-
formance of the SBL-NS scheme is much poorer than the DBS-RD scheme.
Thus, the proposed dual battery architecture can provide both increased
number of packets served as well as lesser mean delay compared to single
battery schemes with intentional vacations. 

37.5 An Optimal Scheduling Problem

In the above sections, a scheduling (of battery) policy was chosen a priori.
Now, we formulate it as an optimal control problem and find an optimal pol-
icy. The notation is changed to facilitate the problem formulation in this
section. We consider a slotted system, each slot being of unit length. The
system has M batteries. At the beginning of each slot a decision is made
regarding the battery to use in that slot and the number of bits to be trans-
mitted. The decision is based on the queue length, capacity, and the charge
of each battery at the beginning of that slot. We use the following notation: 

In slot n, we take action (Bn, sn) where:

We will also use the following notation:

qn = queue length at time n

cn(i) = the leftover capacity in battery i at time n

cn = 

c(i) = total capacity of battery i

nn(i) = the charge in battery i at time n

nn = 

an = number of new packets arriving in slot i

(qn, cn, nn) = state of the system at the beginning of slot n

Bn = the battery chosen to use in slot n

sn = Number of packets/bits served in the nth slot,  

= amount of charge consumed in the nth slot

ei = 

                                  ↑ 

             ith position

pn(i) = amount of recharge in slot n at battery i if that 
battery is not used in slot n

pn = 
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The distribution of r.v.  depends on sn and other environmental condi-
tions. Also, the distribution of pn(i) depends on (nn(i), cn(i)). The system
evolves as: 

 

Under our assumptions (qn, cn, nn) is a Markov chain. If nn(i) = 0 then the ith
battery is dead and cannot be recharged again. Define τ to be the (stop-
ping) time when all batteries are dead. 

The cost function to be minimized should try to keep the mean delays
small and at the same time maximize the number of packets/bits transmit-
ted in the life time of the battery. We consider: 

 

where β is an appropriate positive constant that determines the weight to be
given to the queueing delay. This is a problem in Markov decision theory. 

When β = 0, this problem has been considered in [45] (under somewhat
more specific assumptions). It is pointed out that the usual algorithms of
value or policy iteration are computationally complex. Exploiting the spe-
cial structure of the problem a simple algorithm is obtained that is linear in
the number of states. They have also explored the simple policy of using
the battery with the maximum charge at the beginning of the slot. It has
been found to be close to optimal. 

Notes

1. The term battery level is used to denote the amount of charge present in the battery.
2. Actually this is an approximation (in fact, an upper bound) because the last cycle

may not be complete.
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Chapter 38

Challenges in 
Wireless Security: A 
Case Study of 802.11
Nikita Borisov 

38.1 Introduction

The IEEE® 802.11 standard [16] was designed to allow wireless transmis-
sions of data in local area networks. The standard specified the data link
and physical layers to be used in such networks. When it was first pub-
lished, wireless networks were rare. However, recent years have seen dras-
tic increases in popularity of wireless technologies in general and in the
deployment of 802.11-based networks in particular. Today, 802.11, with var-
ious updates to the physical-layer specification, is the most popular com-
munication mechanism for wireless networks. 

Throughout its lifetime, 802.11 has been at the forefront of the prolifera-
tion of wireless communication. This position makes its history instructive
regarding wireless communication issues, including wireless security. The
802.11 committee has always been aware of the unique threats to wireless
communications and has introduced measures to defend from them. How-
ever, both the design of these measures and the way in which they were
deployed have been fraught with security flaws and pitfalls. This chapter
discusses the history of 802.11 security, detailing various mechanisms
used, the problems therein, and some proposed solutions. It is intended to
provide insight to future researchers and practitioners working in the field
of wireless communications. 

38.1.1 Overview of 802.11

The 802.11 standard concerns itself with communication between stations
(STAs) and access points (APs, sometimes also called base stations). An
STA is any device wishing to communicate using 802.11 and an AP is used
to manage connecting to the wireless network and forwarding data. APs
0-8493-1971-4/05/$0.00+$1.50
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are usually connected to other, non-802.11 networks; the most common
scenario is an 802.3 connection to an Internet Protocol (IP) router (which
provides further connections to an organizational intranet and the Inter-
net). Figure 38.1 shows a common scenario. 

The AP and STAs exchange frames of data, governed by the Media
Access Control (MAC) layer and physical (PHY) layer specifications. 802.11
defines two types of frames — management and data. The management
frames are used to establish an association between an STA and an AP.
After an STA is associated, it can send and receive data frames; the AP will
forward the data onto other STAs or onto the external network. 802.11 also
supports ad hoc mode, where STAs communicate directly with each other
without association. Most 802.11 networks are managed by APs; some of
the following discussion regarding, for example, association, applies only
to managed networks. 

38.1.2 History

The first 802.11 standard was published in 1997 [15]. At the time, the
designers realized that protecting the users’ privacy was going to be a big
concern, seeing as data was being broadcast over the radio frequency (RF)
spectrum, available to anyone within range. Unlike static installations, one
could no longer trust the data link layer to be free of attacks. The response
from the 802.11 committee was to design the Wired Equivalent Privacy
(WEP) protocol. The protocol aimed to make link layer attacks infeasible
through the use of encryption. 

The design of WEP was influenced, among other factors, by export reg-
ulations, which restricted the key size used by WEP to only 40 bits. The
export restrictions were eventually relaxed; at the same time, the practical

Figure 38.1. 802.11 Communications Model
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security of 40-bit cryptography was becoming more and more question-
able [9]. The demand for better security caused the 802.11 committee to
form a task group to update the standard for greater key lengths (a popular
extension implemented in industry). 

In the course of the proceedings, it was noted that there were serious
flaws in the design of WEP [23] and that these problems would not be cor-
rected simply by increasing the key size. Around the same time, the
increasing deployment of 802.11 prompted the research community to
investigate its security. Researchers at University of California — Berkeley
and University of Maryland — College Park independently discovered
many of the problems in WEP and developed several new attacks [3, 5].
These new findings prompted a more serious redesign of WEP. 

Another popular extension requiring standardization has to do with
authentication and key management. The original standard left these areas
largely unaddressed, prompting various solutions from 802.11 vendors.
The technologies eventually converged on using EAP [4] and RADIUS
[19]; their use within the 802 protocol suite was standardized in
802.1X [17]. An important goal of the task group was to integrate 802.1X
into the new security protocols. 

During the redesign process, a new attack on the underlying encryption
algorithm used in WEP was developed [11] and implemented [21]. This
was likely the most serious of the attacks because it could be so easily
automated; it uncovered another flaw that was to be addressed in the rede-
sign. 

Currently, the task group has proposed two standards updates: 

1. Temporal Key Integrity Protocol (TKIP) [7] is a revision of the WEP
protocol intended to be used in the short term. It addresses the
most serious issues of WEP, reusing some of the building blocks of
the original design, so that it can run on current hardware with only
a firmware update. 

2. Counter Mode with Cipher Block Chaining Message Authentication
Code Protocol (CCMP) [7] is a longer term solution. It is a more
substantial redesign, using the latest encryption standards and
novel authenticated modes. 

Both CCMP and TKIP rely on 802.1X for key management. 

The new standards offer hope of much improved security. However, as
of this writing, TKIP and CCMP have not been fully ratified. Nearly all 802.11
networks are using the original, flawed version of WEP and it is fair to
expect that many of the networks will remain insecure for years into the
future. 
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38.2 Wireless Security Threats

Wireless networking brings with it new security threats. Many organiza-
tions choose to simplify security management by assuming that all threats
originate outside the internal network. Their security policy is therefore
implemented by monitoring and controlling network traffic from and to the
Internet by means of firewalls and intrusion detection systems. Although
some security mechanisms are implemented internally (authentication for
file servers, e-mail, etc.), they typically receive less administrative atten-
tion and are less robust than the external protections. The main mecha-
nism for protecting internal network links is physical security. 

Physical security is insufficient to protect wireless links, as anyone
within radio range of the building can receive and broadcast transmis-
sions. The typical range of 802.11 transmissions can be several hundred
feet indoors and over 1000 feet outdoors. This makes it easy to carry out an
attack from a nearby parking lot. Furthermore, using a directional antenna
with direct line-of-sight, it is possible to extend the range to several miles
(figures exceeding ten miles have been reported). 

The possibility of such attacks is far from theoretical in the case of
802.11. In the recent years, the practice of war-driving through urban areas
looking for vulnerable APs has gained much popularity. In part this is due
to 802.11’s success: wide-scale deployment has made 802.11 equipment
plentiful and inexpensive. A cheap wireless card attached to a laptop is suf-
ficient to initiate an attack. Good amplifying antennae are within reach of
more serious attackers; others employ common-knowledge tricks to
extend wireless range using household items. 

The general principle, which applies to all types of wireless networks, is
that the same devices that are used for legitimate access can be also used
for attack. This is especially true for devices with reprogrammable firm-
ware, which are common today. Even if such devices were to enforce
restrictions to prevent people from using them maliciously, a firmware
update is sufficient to remove them. Reverse engineering the firmware may
be a costly task, but once it is finished, the information can quickly spread
and the marginal cost of modifying each device is small. 

When the physical link cannot be trusted, other steps must be taken to
protect the security of the data. First of all, some scheme to preserve con-
fidentiality must be used, as it is trivial to listen in on communications. It
is perhaps less clear that integrity and authenticity protection are also nec-
essary. Violating integrity requires active attacks, where the attacker trans-
mits instead of just receiving. These attacks are harder to mount than pas-
sive ones, but they are certainly within reach of many and can potentially
be more damaging than passive ones. Also, many attacks use the lack of
926
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integrity protection to attack confidentiality; it is quickly becoming com-
mon wisdom in the cryptography community that effective confidentiality
protection without corresponding integrity safeguards is infeasible. 

An important aspect of authentication is to prove to the user of the net-
work the true identity of the network itself. In wired contexts, a user can be
reasonably certain that the wires being used connect to the correct net-
work; however, wireless clients can be mislead to use different, fake net-
works. An attacker able to lure a user onto his own network has a great
opportunity to control the user experience and set up further security
compromises. 

38.3 Encryption

Confidentiality is typically achieved by means of encryption. An important
task for any protocol designer is to choose an encryption algorithm.
National Institute of Standards and Technology (NIST), with help from the
National Security Agency (NSA), have attempted to simplify this decision
by creating the Data Encryption Standard (DES) [12], and more recently,
the Advanced Encryption Standard (AES) [13]. However, other nonstand-
ard algorithms are frequently used for various reasons, ranging from the
(usually erroneous) belief that they will provide greater security to special-
ized protocol or hardware requirements. 

The 802.11 committee decided to use the RC4 algorithm [20]. There are
several reasons why they might have done so. RC4 is a simple algorithm
and is therefore easy to implement in both hardware and software. A soft-
ware implementation of RC4 is several times faster than DES [6]. It is a pro-
prietary algorithm, but details of its operation have been publicly known
for some time and it has been subjected to a fair amount of analysis in the
open literature. RC4 also simplifies compliance with export regulations: at
the time that 802.11 was first drafted, a common restriction was to disallow
export of devices capable of using encryption keys longer than 40 bits. RC4
uses a variable key length and a 40-bit version of RC4 was therefore used in
802.11. DES uses a 56-bit key and as such was not permitted for export
(though there are modifications to DES to reduce the key size). 

Another difference between DES and RC4 is that RC4 is a stream cipher.
What this means is instead of operating directly on data to be encrypted,
RC4 generates a continuous pseudorandom keystream. This keystream is
then combined with the data to be encrypted (plaintext) using the exclu-
sive-OR function to produce the ciphertext (encrypted data). On the other
side, the receiver generates the identical pseudorandom keystream and
uses it to recover the plaintext (original data). This operation is shown in
Figure 38.2. 
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38.3.1 Keystream Reuse

To use stream ciphers, it is important to make sure that the sender and
receiver are synchronized with respect to the portion of the keystream
being used. This makes stream ciphers a popular choice for session-based
applications, where the session guarantees can be used to ensure proper
synchronization. It is also important to never reuse the same portion of the
keystream; otherwise, if one were to exclusive-OR the two ciphertexts
using that keystream, the keystream would cancel out, leaving the exclu-
sive-OR of the two plaintexts. The individual plaintexts can then be recov-
ered by statistical analysis if there is some knowledge about the nature of
the underlying data. To avoid this problem, session-based applications will
usually generate a new key to be used for each session, resulting in new,
previously unused keystream. 

The 802.11 protocol does not make session guarantees that would
enable sender and receiver to synchronize their position in the keystream.
Instead, each frame uses the beginning portion of the keystream. To avoid
keystream reuse, WEP introduced initialization vectors (IVs): a 24-bit num-
ber, the IV, is concatenated with the secret key to obtain the encryption key
used as input to RC4 to generate the keystream: 

 

In other words, instead of each frame being encrypted with a single
shared key, it is encrypted with one of 224 keys. The value of the initializa-
tion vector is transmitted in the clear so that the recipient may be able to
generate the same keystream. 

The standard recommends, though does not require, that IVs be
changed with every frame. In practice, nearly all implementations incre-
ment the IV with each frame. Because secret keys are typically long-lived,
the space of 16 million IVs is quickly exhausted and IV collisions, where the
same IV is used to encrypt multiple frames, will occur. An endpoint that
sends a lot of traffic can go through 224 frames in less than a day; a busy
installation where every endpoint uses the same key (a common scenario)
will exhaust the space quicker still. An IV collision means the same key-
stream is used for two different frames, providing an easy path to plaintext

Figure 38.2. Stream Cipher Operation
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recovery. Moreover, once the space is exhausted, every new frame will
manifest an IV collision. Hence, after intercepting several hours’ to several
days’ worth of traffic, an attacker will be able to decrypt a large fraction of
all traffic. 

38.3.2 RC4 Weaknesses

If the last vulnerability arose from a misuse of RC4, the next one is due to a
weakness in the RC4 algorithm itself. RC4 is a fairly new cipher; the details
of its implementation were being kept a trade secret by RSA Security until
they were leaked in 1994. Early on, researchers noticed that there were
detectable correlations exhibited in the first few bytes of the keystream.
For some time now, the standard recommendation from RSA Security has
been to discard the first 256 bytes of the keystream; however, the 802.11
standard does not implement this measure. (Note that in 802.11 such a pre-
caution would have a significant performance impact, because the key-
stream is reinitialized at every frame.) 

A more recent analysis of RC4 revealed a more detailed and serious
vulnerability [11]. It identified a class of weak keys, which would cause the
first few bytes of the keystream to have significant correlations with the
key material. The weak keys can be used to mount a related-key attack
applicable to the way that RC4 is used in WEP. Namely, the attack exploits
the fact that part of the key is secret and static, while another part (the IV)
is known and changes with each frame. The attack uses correlations to
recover the secret component of the key. 

To demonstrate the feasibility of this attack, an implementation was
built by researchers at AT&T labs [21]. They showed that the attack can be
successful after 5 to 6 million packets and its running time can be signifi-
cantly reduced if assumptions about the secret key (such as that it is an
ASCII [American Standard Code for Information Interchange] text string)
are made. This attack is quite devastating because it can be fully auto-
mated and it successfully recovers the secret key, fully compromising the
security of WEP. All that is necessary is knowledge of the first few bytes of
the plaintext, which almost always consist of a well-known IP encapsula-
tion header. Tools implementing this attack are readily available [22]; this
is by far the most serious problem facing 802.11 networks today. 

38.3.3 New Standards

The short-term solution adopted by the 802.11 committee (TKIP)
addresses these problems by increasing the size of the IV (renamed packet
sequence number) to 48-bits and using a mixing function to derive the per-
packet key from the secret key, sequence number, and the transmitter MAC
address. The mixing function is a small cipher, used to foil related key
attacks by removing easily observable correlations between the sequence
yright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

                  

AU1971_book.fm  Page 930  Thursday, November 11, 2004  10:08 PM
930

numbers and the per-packet key. The larger size of sequence numbers pre-
vents rollovers that would result in collisions. Furthermore, TKIP man-
dates that a fresh secret key be used for every session (provided by
802.1X), ensuring that no collisions occur between sessions. Incorporating
the MAC address into the per-packet key guards against collisions between
different endpoints using the same secret key. 

The long-term solution (CCMP) uses AES for encryption [13]. AES is a
block cipher, which is more appropriate for encrypting packet-based data.
Furthermore, the standardization efforts resulted in extensive analysis of
the cipher. Although AES is quite recent, it is already one of the most
well-studied encryption algorithms, second only to DES. This is not a guar-
antee against the potential of flaws discovered in the future, but it is the
strongest argument for using a cipher available to us today. In retrospect,
had the 802.11 designers chosen a standard algorithm in their initial
design, the problems described in this section would have been avoided. 

38.4 Integrity Protection

As evidenced in the name “Wired Equivalent Privacy,” integrity protection
was not a high priority in the 802.11 security design. Nevertheless, the WEP
protocol format includes an integrity check value (ICV). The ICV is com-
puted by taking the CRC-32 checksum of the plaintext data and then
encrypting it using the RC4 keystream. Although the cyclic redundancy
check (CRC) function is good for detecting random errors, it turns out not
to be secure against a malicious attacker, especially when it is used in con-
junction with a stream cipher. 

The main problem is that CRC-32 is a public function; in other words,
anyone can compute the CRC-32 of a sequence of bytes. This allows an
easy attack on the integrity of a frame where the attacker knows the origi-
nal plaintext. The attacker may substitute a new value for the plaintext,
compute its CRC, and then use the malleability of the stream cipher to
modify the original packet: 

 

Where ⊕ is the exclusive-OR operation, P and P′ are the original and the
modified plaintexts, and frame and frame′ are the original and modified
frames, respectively. Upon decrypting frame′, the recipient will see a cor-
rect encoding of P. 

frame P CRC P keystream

frame P CRC

= ⊕

′ = ′

( || ( ))

( || ( ′′ ⊕ ⊕

= ′ ′ ⊕

P P CRC P frame

P CRC P P C

)) ( || ( ))

( || ( )) ( || RRC P P CRC P keystream

P CRC P

( )) ( || ( ))

( || ( ))

⊕ ⊕

= ′ ′ ⊕⊕ keystream
Copyright © 2005 by CRC Press



  

Challenges in Wireless Security: A Case Study of 802.11

    

AU1971_book.fm  Page 931  Thursday, November 11, 2004  10:08 PM

Cop

931

 In fact, it is not necessary for the attacker to know the entire contents
of the frame to perform an integrity attack. CRC is a linear function with
respect to the exclusive-OR operation. This mathematical property means
that it is possible to compute the change to the CRC of a message resulting
from changing a portion of the message, without knowledge of the rest of
the message or the original CRC. An attacker can therefore modify the
known part of the plaintext, compute the CRC change, and modify the
affected parts of the frame, leaving the rest of the frame undisturbed. 

38.4.1 Integrity-Based Attacks

The lack of effective integrity protection enables a host of new attacks on
the WEP protocol. One such attack involves message redirection. Because
messages sent over an 802.11 network are typically destined for an IP
router, an attacker could potentially change the destination IP address in
the message, causing it to be directed to another location. Some tricks are
necessary to correctly update the (encrypted) IP header checksum, as it is
not linear with respect to the exclusive-OR function. If the wireless network
is eventually connected to the Internet, this attack may be used to learn the
contents of a message by redirecting it to an IP address controlled by the
attacker. 

Another possible attack is a reaction attack. This attack can also be used
to decrypt a message; it relies on the behavior of the Transmission Control
Protocol (TCP) checksum. The TCP checksum is not linear with respect to
exclusive-OR; however, it does have the following mathematical property:
if we take a message and flip bit i and bit i + 16, the TCP checksum will be
undisturbed if and only if the values of the two bits are different. The inse-
curity of the CRC function allows an attacker to flip the two bits and adjust
the ICV appropriately. Then the attacker watches to see whether a TCP
acknowledgment is sent (acknowledgments are easy to identify by the size
of the frame). If it is, this means that the TCP checksum was valid and
hence the bits at the two positions were different; otherwise, the bits must
have been the same. By repeated applications of this reaction attack, the
entire contents of the message can be deduced starting with 16 known bit
values. 

Another reaction attack uses the ICV itself to recover plaintext [2]. It
requires knowledge of a length of keystream sufficient to encrypt a simple
message that would result in an easily detectable response (such as a
Dynamic Host Configuration Protocol (DHCP) discover message or an
Internet Control Message Protocol (ICMP) echo request). The attack pro-
ceeds to inductively learn more of the keystream by sending longer and
longer versions of the message, incrementing the length by one byte each
time. It computes the CRC of the slightly larger message and encrypts it
using the known portion of the keystream and a guess for the extra
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unknown byte. As before, it sends a message and watches for a response.
If one is received, the guess for the keystream byte was correct; otherwise,
a new value is tried. In this way, n bytes of the keystream can be recovered
after about 128 n tries on average. 

As these attacks demonstrate, even if protecting message integrity is not
a concern in itself, failing to ensure integrity protection opens the door to
many attacks on the privacy of the message. There is a growing sense in the
cryptography research community that simple encryption without integ-
rity protection is meaningless. 

38.4.2 Replay Attacks

A goal related to integrity protection is to prevent replay attacks, consist-
ing of the retransmission of a previously sent message and getting it
accepted as a new one. The danger posed by replays depends on the pro-
tocol; TCP [18], for example, ignores repeated receipt of a message, but
other, nonidempotent protocols may carry out some action twice. In some
cases, it may be possible to replay an entire dialog between a client and a
server. WEP does not offer any means of replay protection. Although the
standard encourages the use of unique initialization vectors in each frame,
it does not specify how the IVs should be chosen. As such, a compatible
implementation cannot make assumptions about what order IVs will be
chosen or how frequently they will be reused and must therefore accept
messages with repeated IVs. Note that the IV space is small enough that
even a strict IV sequencing discipline would not entirely eliminate the pos-
sibility of replays. 

One consequence of the lack of replay protection is that attacks on mes-
sage integrity are much easier to carry out. If a system prevents replays, a
message modified by the attacker must be received before the original
message. In practice, this means that the attacker is only able to attack
those messages that are received by the attacker but not by the intended
recipient. (An amplified or directional antenna or complicated jamming
techniques may be helpful to increase the number of such messages.) If a
system further insists that messages be received in the order they are sent,
the attack must take place before any subsequent messages sent by the
true sender are received. 

However, without replay protection, such measures are unnecessary.
Modified versions of messages sent (and successfully received) some time
in the past will still be accepted. In the case of 802.11, this allows greater
time for any potential analysis to recover the original plaintext of the mes-
sage, which is necessary for attack. It is also possible to modify a message in
multiple ways and get all versions accepted. The reaction attacks described
above rely on this property. As well, recovering the entire plaintext of a single
Copyright © 2005 by CRC Press
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message allows the attacker to inject an unlimited number of arbitrary
messages of the same (or shorter) length into the network. 

38.4.3 New Protocols

Both TKIP and CCMP employ strong cryptographic message integrity pro-
tection. TKIP uses a new message integrity code called Michael [10] to
replace the ICV of WEP and CCMP uses the CCM encryption mode [24],
which guarantees both confidentiality and integrity. The protocols also
successfully avoid replay attacks, by enforcing an ordering discipline on
frame sequence numbers. Because the underlying protocol layers may
only discard frames, but not reorder them, it is a simple matter of only
accepting frames with sequence numbers higher than the last one. The
sequence number is protected by the integrity algorithms, such that it is
impossible to change the sequence number of a frame without invalidating
the integrity check. 

38.5 Authentication and Access Control

One of the desired goals of 802.11 is to control access to the network. As
such, it is necessary to authenticate the identities of the users of the net-
work. Effective access control also requires integrity protection, as other-
wise it may be possible for someone to hijack an authenticated session and
use it to gain access to the network. 

The 802.11 defined two authentication methods: 

1. Open system authentication — access to the network is unrestricted
2. Shared key authentication — authenticates the users by having them

prove knowledge of the WEP secret key 

In shared key authentication, the AP sends a sequence of 128 challenge
bytes in an unencrypted frame. The STA being authenticated must produce
a WEP-encrypted frame containing the same bytes before it can success-
fully associate with the AP. 

Unfortunately, this method is insecure: the weak integrity protection in
WEP allows an attacker to produce a valid response to the challenge with-
out knowing the WEP key. The attacker needs to intercept a single authen-
tication challenge–response exchange. Then both the plaintext and cipher-
text of the response frame will be know to the attacker, as the plaintext is
contained in the challenge frame. As seen in Section 38.4, this allows the
attacker to modify the plaintext contents of the frame. To respond to future
challenges from the AP, the attacker replaces the challenge bytes in the
intercepted response with those in the new challenge. The lack of replay
detection allows this response frame to be used repeatedly. Moreover, this
933
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frame can also be used to inject any new 128-byte messages into the net-
work, as per Section 38.4.2. 

38.5.1 Authentication Extensions

In addition to being insecure, the shared key authentication method was
difficult to integrate with a good key management scheme. Typically, the
WEP secret key would serve as a network password, known to all users of
the network, and therefore hard to keep secret or change. A much more
desirable scheme was to authenticate users with individual passwords. 

Many vendor-specific extensions were developed to support this model.
The authentication would usually be performed not by the AP, but by
another authentication server; this way, a central point of management
could be used for maintaining user authentication data. The AP would be
responsible for forwarding authentication challenges from the server to
the STA and forwarding responses back, as shown in Figure 38.3. Eventu-
ally, the vendors standardized on using Extensible Authentication Protocol
(EAP) [4] and Remote Authentication Dial-In User Service (RADIUS) [19] to
encapsulate these communications. This framework allowed any
EAP-based authentication method to be used with the same AP and STA
hardware, offering organizations the choice of using different authentica-
tion servers and the flexibility to change authentication methods without
upgrading 802.11 hardware. The 802.1X standard [17] formally defines this
authentication architecture. 

Several other types of authentication extensions are in common use.
One of them performs authentication at a higher layer in the network. For
example, Internet kiosks limit IP access until the user logs in through a Web

Figure 38.3. Authentication Architecture
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site. This, of course, still leaves the possibility of hijacking an authenti-
cated session. Usually, it is not even necessary to attack the weaknesses in
WEP privacy and integrity protection as WEP is not commonly used in
these situations. 

Another common authentication method is based on restricting access
based on MAC address of the 802.11 device. This method simplifies manage-
ment of authentication because it requires no user involvement. However,
this scheme is easily defeated: the MAC address is not authenticated and
is broadcast unencrypted with each message. It is therefore easy for an
attacker to learn an authorized MAC address and then adjust his own to
match. Several common 802.11 devices in fact enable both of these tasks
through well-supported interfaces. 

38.5.2 Mutual Authentication

In addition to the network authenticating its users, the users must also be
able to determine the authenticity of the network they are using. This is
especially important in the 802.11 setting, where there is no a priori way to
tell which network a client is using. Most equipment will select APs based
on the system identifiers (SSID) and signal strength. It is therefore trivial
for an attacker to set up a fake AP that clients will connect to. 

A fake AP can be a starting point for several types of attack. It can install
itself as a man-in-the-middle, forwarding messages to and from the real AP.
Being in the middle, it is able to delay, alter, delete, and inject new mes-
sages at ease. This ability simplifies attacks on integrity and confidentiality
of the message. 

More serious is the case where the secret key is derived through an
exchange with the unauthenticated AP. In this case, the fake AP can cause
the STA to use a known key, bypassing the privacy protections. The fake AP
can mimic the appearance of a proper network by forwarding all data onto
the Internet; a more determined attacker may choose to provide fake ver-
sions of the services the client is accessing. 

The EAP focuses mainly on authenticating the client. The protocol is
structured in terms of challenges sent from the authentication server to
the client and responses from the client to those challenges. Some meth-
ods, such as EAP-TLS (TLS — Transport Level Security) [1] provide mutual
authentication (though in EAP-TLS the authentication of the network is
optional); others, such as EAP-MD5 [4], do not. 

38.5.3 New Protocols

Both TKIP and CCMP mandate the use of 802.1X to handle authentication,
allowing a wide variety of possible authentication methods. Because TKIP
and CCMP both provide strong integrity protection, a secure authentication
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method will provide effective access control. However, many existing
methods have weaknesses, such as lack of mutual authentication; care
must be exercised in picking one with an appropriate level of security. 

38.6 Key Management

The WEP protocol relies upon a shared secret key to encrypt messages.
However, key management procedures to set up this shared key were left
unspecified, leaving vendors and network administrators to come up with
their own solutions. A common one was to rely on a single shared key and
distribute it manually to all users. This method had the advantage of
requiring no additional software or hardware infrastructure, because virtu-
ally all 802.11 equipment allows the option to set the WEP key manually. 

Because this key had to be distributed to many people and many sys-
tems, the chances of compromise were high. Further, these keys would by
necessity be long-lived, as manual key updates in even a medium-sized
organization would be expensive and time-consuming. WEP did allow the
option of more than one WEP key being in use on the network at the same
time, which could be used to establish a transition period for key changes. 

In addition, the network key chosen was often insecure. Most software
tools provided a way to specify the key as an ASCII string; it was not uncom-
mon to use a five letter English word as a password. The space of such
words is quite small and easily susceptible to dictionary attacks. Other
tools used a means to hash down arbitrary-length pass-phrases into a key.
Unfortunately, some of the more common ones had flaws reducing the effec-
tive key length and increasing the feasibility of a brute-force search [14]. 

Once again, demand for better solutions was met by vendor extensions.
Many were integrated with the authentication extensions, where the
authentication method would also generate a session key upon success.
Because these keys are short-lived and per user, the window of opportu-
nity for the attacks described in the previous sections was greatly reduced,
though not entirely eliminated. Another simple extension was to use public
key methods such as the Diffie–Hellman key exchange [8] to establish tem-
porary session keys. Once again, there was the advantage over long-lived
keys; however, in the absence of authentication there is the possibility of a
man-in-the-middle attack. The details of most of the key management
extensions are proprietary and thus it is difficult to assess their security. 

38.6.1 New Protocols

Both TKIP and CCMP obtain fresh session keys using the 802.1X standard,
improving on the static keys of the original 802.11 standard. However,
802.1X does not specify how key management should be done, but rather
provides an architecture for interfacing with it, so there is no guarantee
that even with these new improvements to the standard that the key
Copyright © 2005 by CRC Press
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management problem with be addressed adequately. Hopefully, future
deployment of TKIP and CCMP will be accompanied with the use of
well-analyzed secure key management and authentication schemes. 

38.7 Conclusion

The security measures contained in the 802.11 standard have many serious
flaws. The WEP protocol achieves none of its stated goals. To learn from its
history, we must understand why it failed. The previous sections detailed
the technical mistakes, yet there are some general observations to be
made as well. 

A big problem affecting the design of 802.11 is that of priorities. For
example, integrity protection was not originally considered important; it
was not even stated as a goal in the standard. Correspondingly, the mech-
anisms used for integrity protection are the weakest from the standpoint of
cryptography. In some sense, the entire security suite was designed to
thwart only casual eavesdropping [16]. To be sure, some of the attacks
described are fairly involved. However, effective automation can make
even the most complex attacks accessible to everyone. Today, widely avail-
able tools requiring minimal knowledge and effort on the part of the user
are able to bypass the security mechanisms of WEP. 

Regardless of priorities, trade-offs must always be made between secu-
rity and performance, extensibility, and other conflicting goals. However,
one must be careful when attempting to strike a balance between these
goals. Even a slight compromise can change a protocol secure against all
but the most determined and resourceful opponents to one that can be eas-
ily bypassed and offers little real security. It also must be kept in mind that
future technology developments during the lifetime of a protocol can offer
improvements in areas such as performance, but as far as security is con-
cerned, they usually bring new avenues of attack and faster and more
accessible implementations. It is therefore important to be more conserva-
tive in the security design. 

It is clear that WEP could have benefited from greater cryptographic
expertise and outside review; many of its security flaws are well-known in
the cryptography literature. However, design of secure protocols is a fun-
damentally difficult task and even protocols that have received much more
attention than WEP have been later found to contain serious vulnerabili-
ties. So it is even more important to reduce the scope of the problem by
relying on existing standards and established practices whenever possible
and to reuse components of past designs that have been successful. 

If the original 802.11 standard provides an illustration of what not to do
when designing a secure protocol, the new proposed revisions are good
examples of how to properly address the security issues in wireless
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networks. Hopefully, future protocol designers will learn from this experi-
ence and employ secure designs from the outset. As has been seen in the
years since the security flaws in WEP were discovered, correcting protocol
flaws after widespread deployment is a lengthy process. 
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Chapter 39

Security for Mobile 
Agents: Issues and 
Challenges
Paolo Bellavista, Antonio Corradi, Corrado 
Federici, Rebecca Montanari, and Daniela Tibaldi 

Abstract

Mobile agent (MA) technology raises significant security concerns and
requires a thorough security framework with a wide range of strategies and
mechanisms for the protection of both agent platform and MAs against
possibly malicious reciprocal behavior. The security infrastructure should
have the ability to flexibly and dynamically offer different solutions to
achieve different qualities of security depending on application require-
ments. The chapter presents the security threats that typically arise in MA
applications and describes the currently available proposed countermea-
sures to protect both nodes and MAs. In addition, the chapter surveys the
state-of-the-art research activities about integrated security supports in
MA systems and identifies open research issues and ongoing research
work.

39.1 Security: a Missing Link for MAs’ Acceptance

The convergence of the Internet with wireless communications has raised
new challenges in the support of user and terminal mobility, in facing het-
erogeneity, and in adapting to the dynamic changes in the network infra-
structure [1]. The new scenario seems a suitable application area for com-
puting paradigms that exploit the notion of code mobility, defined as the
capability to dynamically change the binding between software components
and their location of execution [2]. As mobile networks gain widespread
acceptance and ubiquitous environments start to emerge, the ability to
change the locations where applications can execute becomes an increas-
ingly important requirement. For example, we can think to heterogeneous
0-8493-1971-4/05/$0.00+$1.50
© 2005 by CRC Press LLC

opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

 

AU1971_book.fm  Page 942  Thursday, November 11, 2004  10:08 PM

C

942

and resource-limited portable devices that can benefit from the possibility
to download on-demand device-specific software components and discard
them when no longer needed. 

Along this line, the MA paradigm with its properties of autonomy, asyn-
chronicity, and local resource exploitation particularly suits the peculiari-
ties of the new Internet scenario. The typical proposed applications for
MAs include information retrieval, network management, electronic com-
merce, and service provisioning support in telecommunication systems [3,
4]. Recently, additional proposals are starting to explore the adoption of
MAs for implementing novel middleware solutions for mobile computing
[1]. These solutions advocate the adoption of MAs at service provision
time to act as middleware proxies over the fixed network on behalf of users
or devices. These MA-based middleware proxies can autonomously carry
on operations, even in case of temporary device disconnection and can
migrate dynamically, either to follow device movements or to operate
locally to the needed resources.

However, the widespread acceptance and adoption of the MA technol-
ogy is currently delayed by several complex security problems still to be
completely solved. MAs have fostered even more the traditional security
issues to the limit. Compared to the client–server model, the MA paradigm
offers greater opportunities for performing various attacks because MA
systems provide a distributed computing infrastructure on which applica-
tions belonging to different (usually untrusted) users can execute concur-
rently [5, 6]. Additionally, the execution sites hosting MAs may be managed
by different authorities with different and possibly conflicting objectives
and may communicate across untrusted communication infrastructures,
such as the Internet.

The MA technology introduces another dimension of complexity. Unlike
other kinds of mobile code, such as applets that are pulled once and in one
hop to remote systems, MAs may move through a series of systems with
different levels of trust and potential distrust (multiple-hop) [7]. MA prin-
cipals and owners of the execution environment are usually different: this
raises new threats specific to the MA technology. Because hosting nodes
have complete control over MA execution, in principle they can do any-
thing to the agent, to both its code and its state.

These various and different issues have led MA security to receive
increasing attention in recent years from both a theoretical and a practical
point of view. Without an appropriate security level for agents, MA applica-
tions could only execute in trusted environments, and could not be
deployed in the Internet scenario. Various security techniques and initial
frameworks have been developed mainly in the area of site protection from
potentially malicious agents [8]. The complementary issue of protecting
agents from malicious execution sites represents a new and challenging
opyright © 2005 by CRC Press



  

Security for Mobile Agents: Issues and Challenges

    

AU1971_book.fm  Page 943  Thursday, November 11, 2004  10:08 PM

C

943

research area that calls for new security models and frameworks, which up
to now have been investigated only by few researchers [8–11].

39.2 Security Requirements

The term mobile agent contains two distinct concepts — mobility and agency
— and refers to a self-contained and identifiable software component that can
move across the network (hence mobile) and act on behalf of users (hence
agent) [12]. According to this definition, in principle, we can consider a MA as
the equivalent of a well-trained English butler who knows user needs, likes,
and habits and moves in the open Internet landscape to securely carry out
application-specific goals on its user’s behalf [13]. Such a well-trained butler
would be equipped with security credentials, such as stamped passports,
that make it identifiable, permit interaction with other agents and with host-
ing environments, and allow the signing of agreements and contracts [14].

However, this vision has various security implications that still need to
be solved to transform our desiderata into reality. To exemplify the secu-
rity requirements and issues raised by the MA technology, let us consider
the case of a shopping MA that has to find the most convenient offer for a
flight ticket. Suppose that Bob with his palmtop is willing to access a
flight-ticket booking service (FBS), while he is driving on the way back from
work, to urgently search for and book the cheapest Rome-to-London flight
ticket. FBS provisioning relies on middleware proxies to accommodate por-
table devices with strict resource constraints [1]. In particular, Bob
accesses FBS via a lightweight client running on his access device. Before
starting a FBS provisioning session, the client requires Bob to authenticate.
After a successful authentication, a middleware mobile proxy, called in the
following Alfred (the well-trained English butler), is instantiated to repre-
sent Bob over the fixed network and to support Bob’s shopping operations.

A trusting relationship should be established between Bob and Alfred:
Bob should be confident that Alfred will only do what he asks without abus-
ing or misusing its autonomy capabilities. It should not be possible for an
air travel agency to persuade Alfred to purchase a flight from London to
Dublin. Neither should Alfred be able to make the commitment to purchase
the London-to-Dublin flight. If a trusting relationship exists, Bob may also
delegate Alfred to sign the flight purchase contract on his behalf when one
convenient offer is found.

Suppose now that Alfred generates a shopping MA and delegates it the
flight searching and booking operations. The shopping agent could migrate
among the various air travel agencies nodes to locally operate on needed
resources, whereas Alfred could closely follow Bob’s movements. Once it
has completed its tasks, the shopping agent returns to Alfred the result of
the computation. The shopping agent should be granted the same rights
and be submitted to the same restrictions as Alfred.
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In this scenario, several security issues arise and several attacks are
possible, as Figure 39.1 shows. Because MA execution is at the mercy of
hosting nodes, how is it possible to ensure that these nodes do not manip-
ulate the results of the shopping agent computation and do not illegally
access the MA’s private information? If no countermeasures are taken, for
instance, an intermediate air travel agency could intentionally alter or cancel
the flight ticket offers previously collected by the MA in order to gain a bar-
gain advantage. If the shopping agent carries Bob’s private key, the air travel
agency could also steal the key to forge a purchase transaction commitment.

The hosting execution environment should also need protection from
the shopping agent. A malicious shopping agent may try to gain privileged
or unrestricted access to information belonging to the current execution
environment or may try to misuse services offered by the execution envi-
ronment to attack the hosting node itself or to use the node as the basis for
probing and exploiting the vulnerabilities of other systems [6]. For exam-
ple, unregulated access to the file system may permit agents to install a
virus or a Trojan horse, whereas unrestricted access to node resources
may allow the shopping agent to produce denial of service attacks or to
jeopardize operativity of hosting sites by exhausting memory, storage sys-
tem, and central processing unit (CPU) cycles.

Recent research efforts have mainly focused on the development of ad hoc
security techniques that can only partially circumvent the aforementioned
security threats. For example, no viable solution exists that can convince Bob

Figure 39.1. Security Threats in Mobile Agent Systems 
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to give his signing key to Alfred (and hence to the shopping agent) and to
trust air travel agencies to use it properly.

We still also lack a general comprehensive security framework that can
provide solutions for addressing, in a uniform and coherent manner, all the
security issues arising in MA applications. That framework should define
how to express security requirements, how to administer them, how to dis-
tribute them to relevant entities, and how to enforce them. The desired
behavior of both agent platforms and agents should be defined at a high
level of abstraction, separately from agent — system code to facilitate the
dynamic adaptation of security controls to the evolution of both the exe-
cution environment and the application requirements.

Differently from the traditional approach to MA security, security con-
cerns should inform every phase of MA system development from require-
ment engineering to design, implementation, testing, and deployment [15].
The ultimate challenge is, therefore, unifying security with system engi-
neering. Just as MA system engineers analyze and select system features to
answer to functional requirements, security engineers must develop appli-
cable security models and deploy those security measures that can make
available different qualities of security service depending on specific secu-
rity requirements of applications and on the most suitable trade-off
between security and efficiency.

39.3 Security Countermeasures

This section is intended to outline the key features and to point out the lim-
itations of the most common protection techniques adopted to protect
both agent platforms and agents against reciprocal malicious behavior.

39.3.1 User–Agent Trust

Any well-trained English butler should be delegated with proper rights to
carry out his tasks. Delegation is a means by which users can trust agents
to make decisions on their behalf.

Several trust-management systems based on the notion of delegation
have been proposed in recent years in decentralized systems to allow one
entity to give some of its authority to other entities (e.g., the Simple Public
Key Infrastructure [SPKI] [16] and Attribute Certificates [ACs] [17]).These
systems have recognized fruitfulness even for supporting delegation in MA
systems and are starting to be integrated in several MA system projects
[18, 19].

SPKI exploits public-key-based certificates for supporting both authen-
tication and authorization [16]. SPKI certificates securely bind a user and
his public key with a set of rights and specify whether the user is autho-
rized to delegate his rights. SPKI supports a simple notion of delegation
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that makes it suitable only for small networks. The main weakness is that it
does not allow the user to specify any other constraints on delegation. For
instance, it is not possible to impose limitations on the entities to whom the
user can delegate his rights or specify which rights the user can delegate.

Another emerging technique for delegation is based on the exploitation
of ACs that securely bind users with their rights, but do not contain the
user public key [17]. ACs support a flexible delegation model because it is
possible to specify not only whether the AC owner is authorized to dele-
gate some of his privileges, but also the conditions that must hold for the
delegation to take place. For example, the AC issuer can impose some
restrictions on the entities to which the AC owner can delegate his privi-
leges, on the delegation chain length, and also on the subset of privileges
that the AC owner can delegate.

39.3.2 Protecting Agent Platforms

The problem of protecting agent platforms from malicious agent behavior
requires the host to perform various security checks both when an agent
arrives and while it is executing. Before executing an agent, the hosting
node should guard against malicious agent logic, which is defined as a set
of instructions that cause a site security policy to be violated. If the agent
code proves to be secure, the host should authenticate the incoming agent
and should mediate agent operations on needed resources by means of
access control checks.

39.3.2.1 Secure Agent Code. Research on provably secure code has
been undertaken for several years and targets verifying that a piece of code
is secure before it begins execution. Some research activities in the field of
safe programming languages can enhance the development of code safety
by proposing solutions based on strong typing, restricted memory-refer-
ence manipulations, and runtime-supported memory allocation and deal-
location [8]. Another formal technique that can be used to develop prov-
ably secure code is the proof carrying code that forces the agent code
producer to formally prove that the mobile code has the safety properties
required by the hosting agent platform. The proof of the code correct
behavior is transmitted to the hosting node that can validate the received
code [20]. The major problems with proof carrying code techniques are
the need of a standard formalism for establishing safety policies and the
significant performance overhead sometimes unacceptable to both trans-
mit and verify proofs.

A more pragmatic approach, adopted in most MA systems, is to trust a
specific piece of agent code because one trusts the developer or supplier
of the agent code. This technique requires ways to verify through crypto-
graphic means that a particular piece of agent code originates from the
trusted party.
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Another approach based on path history logs can be exploited to allow
hosting platforms to decide whether to execute an incoming agent [21]. The
underlying idea is to maintain an authenticable record of the prior platforms
visited by an agent, so that a newly visited platform can determine whether
to process the agent and what resource constraints to apply. Computing a
path history requires each agent platform to add a signed entry to the agent
path, indicating its identity and the identity of the next platform to be visited
and to supply the complete path history to the next platform.

Another technique for detecting malicious agent logic uses a state
appraisal function that becomes part of the agent code and guarantees
that the agent state has not been tampered with by malicious entities [22].
The success of this technique relies on the possibility to predict alter-
ations to the agent state and to prepare countermeasures in the form of
appraisal functions. The state appraisal function is produced by the agent
author and it is signed together with the rest of the agent. The visited plat-
form uses this function to verify that the agent is in a correct state and to
determine what privileges to grant to the agent.

39.3.2.2 Agent Authentication. Authent icat ion mechanisms are
required for associating agents with responsible principals, where princi-
pals represent the subjects that request operations, such as an individual,
a corporation, a service provider, and a network administrator. For authen-
ticating incoming agents, agent principals can be associated with personal
public/private keys and can be forced to digitally sign agents to ensure the
correct identification of their responsible party. The public-key-based
authentication process safely verifies the correspondence between princi-
pal identities and keys. Most authentication solutions based on public key
cryptography delegate key lifecycle management to public key infrastruc-
tures (PKIs) [23]. Authentication can also ascertain the paternity of agents
by associating them with their responsible role. A role-based model facili-
tates the administration and management of a large number of principals,
by simplifying the dynamic handling of principals and permissions.

39.3.2.3 Agent Authorization. Research in the authorization field has
focused on two main areas. Some researchers attempt to realize access
control mechanisms, whereas others are concerned about finding lan-
guages for expressing access control requirements.

Access control mechanisms can enforce the control of agent behavior at
runtime and can limit access to resources. The early sandboxing technique
is a typical example [24]. However, the rigidity of the Sandbox Model
makes it inadequate for complex agent-based applications. The JDK™
(Java Development Kit) 1.2 security architecture evolves from the sandbox
by introducing fine-grained, extensible access control structures for a wide
range of applications and clearly separates the enforcement mechanism from
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the security policy specification [25]. However, the JDK 1.2 provides support
for traditional access control lists only, so more sophisticated access control
requires further extensions to this architecture. Another proposal for control-
ling the execution of MAs written in the Tool Command Language (Tcl) script-
ing language is the Safe-Tcl security framework, which uses at least two inter-
preters — one regular for trusted code and a safe interpreter for untrusted
code [8]. When untrusted code executing in the safe interpreter executes a
command requiring access to a system resource, the trusted interpreter eval-
uates whether access should be granted or denied.

Several MA systems adopt simple access control lists (ACLs) to imple-
ment access control in MA applications. However, ACLs exhibit limitations
in enforcing all the complex access controls necessary in MA applications.
The complexity of access control decisions in MA-based applications
derives from both static and dynamic considerations. On the one hand, it
is mandatory to consider static attributes, such as the identity of the
source code implementer, the host from where the code was loaded, and
the identity or role of the principal on behalf of whom the mobile agent is
executing. On the other hand, it is necessary to take into account also
dynamic attributes relating to the current context in which the MA oper-
ates. An agent may be granted different permissions depending on the cur-
rent time, the current application state, or the state of the resources that
the code is accessing. In most current solutions based on ACLs, complex
access control constraints are often directly hard coded into the applica-
tions, thus imposing reconfiguration, rebuilding, or even rewriting of signif-
icant parts of the application at any policy change.

Several research approaches are emerging that propose language-based
solutions to separate policy from access control implementation [26–29].
From the research field in mobile code technologies, entirely procedural
languages have been developed to restrict MAs’ operations depending on
their historical behavior in addition to common discriminators like the MA
source location or the identity or role of its user [26]. Other languages com-
bine procedural and declarative rules. They describe both the minimal set
of capabilities the hosting node must grant to enable an incoming MA to
perform its task, as well as the trust conditions to be evaluated to deter-
mine its trustworthiness [27]. In addition, more expressive logic-based
declarative languages not specifically proposed for MA systems could be
considered. They can be extended to cater for mobility and employed in
MA systems to provide access control decisions that can take into account
temporal and application-dependent dynamic aspects [28–30].

39.3.3 Protecting Agents

The main issues to be comprehensively addressed to protect agents against
malicious hosts are agent execution, integrity, and secrecy. Protecting agent
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execution requires the system to ensure that agents are not hijacked to
untrusted destinations that may present agents with a false environment,
thus causing them to execute incorrectly; that accepts do not commit to
unwilling actions; and do not suffer of premature termination or starvation
due to unfair administrator’s policies that fail to provide necessary system
resources (such as access to files, communication channels, or CPU time).
Protecting agent integrity requires the identification of agent tampering,
either of its code or of its state, by malicious execution hosts. Providing
agent secrecy requires hiding the agent code and state parts from the site
responsible for its execution.

There is no universal and general solution to the problem of agent pro-
tection. Little can be done to ensure correct agent execution. A possible
security practice could be to develop an agent with the necessary support
services for its execution embedded into its code. For example, agents may
have the crypto code to perform sensitive operations or to resolve names.
This would make agents independent from the services offered by hosts,
but it would simply reduce the possibility of hosts to attack agents and
would also significantly increase the transmission costs because of the big-
ger agent bytecode size.

Only a few partial approaches have been proposed to either prevent or
detect attacks against agent integrity and secrecy. Prevention techniques
are aimed at turning attacks into computationally unfeasible or useless
tasks and detection techniques are aimed at allowing agent-responsible
users to verify whether some attacks have been carried out against their
agents once they return back.

With regard to the prevention of attacks to agent integrity and secrecy,
some proposals try to overcome the problem by not permitting MAs to move
to untrusted hosts. Others face the problem by taking organizational mea-
sures [31]. Only trusted parties are permitted to set up an agent platform and
to host agent execution, but this is currently too restrictive a requirement.

Some mainly rely on special tamper-proof hardware that avoids unau-
thorized modification of agent code or state by executing the agent in a
physically sealed environment. Even the administrators of the agent exe-
cution system do not have access to this execution environment [32]. How-
ever, the cost of tamper-proof hardware makes this approach impractical
for a large number of users. Tamper-proof hardware can only be deployed
in closed corporate systems or secure military networks [11]. In addition,
this approach clashes with openness and limits the scalability of applica-
tions as it forces agents to migrate only to nodes that are equipped with
tamper-proof hardware.

Others try to address the problem by adopting algorithms that obfus-
cate agent code and data to make it difficult for hostile environments to
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analyze code and data structures at least for the time the agent executes in
a host. State variable splitting and recomposition, hardly predictable pro-
gram flow by using runtime data values dependencies are examples of
obfuscation operations [33]. This approach has, however, two main limita-
tions: the difficulty to identify in advance an agent lifetime that minimizes
the possibility to successfully inspect agent data and code and the need for
a global time clock to check expiration time.

The prevention of attacks to agent secrecy seems extremely difficult to
guarantee. A few researchers address the issue by using the concept of
computing with encrypted functions [34]. The key idea behind that
approach is to have the agent platform execute agent code embodying an
encrypted function without being able to discern the original unencrypted
function. However, this technique is generally valid because it applies only
to certain classes of polynomials and rational functions. In addition, it still
remains to be seen whether agent platform administrators will be willing to
run agents executing arbitrary encrypted functions that cannot be inter-
preted.

Other approaches control the possibility of an agent to reveal private
information [35]. Using the environmental key generation method, agent
private information can be encrypted and only disclosed when some pre-
defined environmental condition has been met.

Detection techniques can be exploited to discern if any tampering with
agent code or state has occurred. Among the proposals that adopt a detec-
tion strategy some present cryptographic approaches to encapsulate the
results of agent computation at each visited platform for subsequent veri-
fication with the aim of preserving the forward integrity of results collected
by the agents during its roaming. Some of these solutions employ central-
ized solutions that rely on Trusted Third Parties (TTP) to encapsulate par-
tial results. The TTP can be used to track the agent execution at each inter-
mediate step by recording partial results [36]. The central role of a TTP
may cause some inefficiencies that can be overcome by more distributed
protocols [37–39]. Another method, called execution tracing, for detecting
unauthorized modifications of agent code or state relies on nonmodifiable
traces of agent computation created at each intermediate execution host
[40]. Each single trace is a sequence formed by an identifier of executed
instructions along with values of internal state variables involved. A signed
hash of the trace is sent from node to node upon conclusion along with final
agent execution state until the agent returns back to its sender node. If the
agent owner suspects that some host behaves maliciously, it starts a check
procedure by asking each involved host for its copy of the trace, by locally
executing the returned agent and by comparing the computation results with
the received traces. The major drawbacks of the approach are not only the
management of the trace logs, but also their size and the intensive message
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exchanges between the sender nodes and all visited nodes at any integrity
check.

Finally, some solutions partially achieve integrity by replicating agents
and by exploiting replication to compare the results obtained by following
different paths [37, 41]. These approaches ensure that destroying or tam-
pering with one or more agents does not compromise the correctness of
agent computation because even in the case of attacks, a still adequate
number of agents is expected to return with meaningful results.

39.4 Overview of Security Solutions in MA-Based Systems

This section is devoted to examining the different directions of security
solutions provided by the most diffused MA systems. Despite differences
and peculiarities in supported security models, it is possible to recognize
some common features. Because a large number of MA systems are based
on Java™ programming language, most MA security solutions rely on the
Java Security Model and have been developed on top of the Java security
architecture. In particular, earlier MA systems rely on the use of the Sand-
box Model and of the Java Security Manager to limit the scope of the agent
while executing [24], whereas more recent MA systems propose flexible
solutions based on the more evolved Java2 security [25].

Most MA systems mainly focus on security solutions for the protection
of agent platforms, whereas the issue of protecting agents from possibly
malicious hosting execution sites is often neglected and rarely addressed.

With regard to agent platform protection, the most common approaches
rely on cryptographic mechanisms that verify the identity of the agent
owner, assign access restrictions to the agent based on the owner identity
or role, and execute agents in a secure environment that can enforce these
restrictions.

In the Concordia™ system, the agent platform protection is achieved
through agent authentication and resource access control [42]. Any Con-
cordia agent has a unique identity associated with the identity of the user
that has launched it. Resource control is based on the Java 1.1 Security
Model and relies on simple access control lists that allow or deny access to
resources only on the basis of agent identities.

Voyager® system implements a proprietary security manager to restrict
agent operations with the drawback of modifying the security manager
implementation if any security policy changes [43]. In Grasshopper, cus-
tomizable access control lists rule agent access to resources on the basis
of the identity of the agent and of the group that it belongs to [44].

The AGLETS® system provides an AGLET Security Manager to implement
own security policies [31]. The behavior of the Security Manager cannot be
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changed directly, but via a graphical user interface (GUI) tool or directly
editing policy files. In the AGLET Security Model, agents can access
resources depending on their associated principles (i.e., entities that can
be authenticated). Examples of defined principles include the agent, the
agent developer, and the agent owner.

Dartmouth Agents [D’Agents] authenticate the owner of an agent, assign
resource limits to the agent based on this identity, and enforce those limits
[45]. Resources are divided into indirect resources that are accessed
through another agent and built-in resources that are directly accessible
through language primitives. The agent that controls an indirect resource
enforces its own access restrictions. For built-in resources there are some
absolute access policies that are enforced by the server.

Ajanta protects hosting resources through an ad hoc security manager
that uses identity-based access control lists to grant or deny agent access
[46]. The Ajanta Security Manager is used only for mediating access to sys-
tem-level resources. For all application-defined resources, Ajanta uses a
proxy-based mechanism where a proxy intercepts agent requests and
denies or grants access based on its own security policy and on the agent’s
credentials (i.e., tamper-proof information including the agent owner).

The MARISM-A (an Architecture for Mobile Agents with Recursive Itiner-
ary and Secure Migration) platform provides security mechanisms to pro-
tect migration, confidentiality, and integrity of agents [47]. MARISM-A is
based on Java and is similar to other existing agent platforms, like Grass-
hopper, but its main different feature is its simple extensibility. In fact, its
core provided features, like confidentiality, and authentication for agent
communication, can be extended with some more complex security mech-
anisms. For example, an extension of MARISM-A Core Security Model
exploits SPKI features to realize a role-based access control model.

The Secure and Open Mobile Agents (SOMA) support to agent platform
protection is built on top of the Java 1.2 Security Model that allows both
identity-based and role-based access control [48]. The use of the Ponder
language permits the specification of flexible and fine-grained authoriza-
tion policies, separately from agent code and system access control mech-
anisms, that can control agent access to resources on the basis of compos-
ite factors, both static (identity or role of agent owner/creator) and
dynamic (time, application state, resource state). In addition, the integra-
tion of Ponder within SOMA allows the system not only to define agent
rights, but also agent duties.

Similar security approaches to the SOMA system are proposed in the
NOMADS environment [49]. NOMADS is an example of MA system that pro-
vides dynamic access and resource control and a policy-based approach to
host security. Safe execution of agents is based on the ability of NOMADS
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to control the resources accessed and consumed by agents. The resource
control mechanism allows control over the rate and quantity of resources
used by agents. These resource control mechanisms, built on a custom
Java Virtual Machine (JVM™) called Aroma [50], complement Java’s
access control mechanisms and help in making the NOMADS system
secure against malicious agents.

With regard to agent protection against malicious hosting nodes, Con-
cordia, Voyager, and Grasshopper systems do not currently support inte-
grated solutions. AGLETS address the issue by relying on an organizational
approach that prevents agents to move toward untrusted execution envi-
ronments. In contrast, the Ajanta system provides a wide range of inte-
grated techniques to at least detect any illegal tampering to agent code and
state. Similar approaches are provided in the SOMA platform [39].

39.5 Open Issues and Directions of Work in Secure MA Systems

This section examines some of the most relevant open issues that still need
to be faced before the MA technology is ready for commercial applications
and overviews the primary current directions of work in MA systems.

With regard to host protection, an open research issue relates to the
development of effective countermeasures against denial of service. A hos-
tile host may create clones of authorized agents and use them to attack
other nodes. The detection of cloning is still a difficult problem in MA envi-
ronments. Only a few proposals tackle this issue, but solutions are expen-
sive in terms of computational overhead and limit the autonomy and effi-
ciency of the agent execution by relying on interactive protocols [51]. To
reduce the risks of denial of service attacks resulting from a poorly pro-
grammed or malicious agent overuse of critical resources, authorization
should be associated with monitoring techniques to exclude excessive
resource consumption and with auditing mechanisms to record all MA
activities. Few solutions are starting to investigate tools and mechanisms
for combined resource and access control management [49, 52]. However,
there are several technological limitations to overcome. Most approaches
rely on standard Java security mechanisms that can only either grant or
deny access to a particular service [53]. Changes to the Java Virtual
Machine are necessary to minimize the impact of denial of service attacks
and to provide meaningful accounting, at the expense of portability, however.

In addition, the concept of secure cascaded delegation should be
regarded as an ongoing research issue in need of further investigation. Cas-
caded delegation occurs when one agent (initiator) may authorize other
agents (delegates) to perform some tasks with its rights. Secure delegation
implies the ability to reconstruct the complete delegation chain and to ver-
ify the proper authorization of agents that claim to act on behalf of some-
one else. However, several practical issues may arise when considering
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open MA environments. Due to the unsolved agent protection attacks from
malicious nodes, the delegation process can occur only in trusted nodes.
In addition, in several application scenarios for both legal reasons and
accountability, auditing mechanisms should be available to keep track of
the initiator of delegation and of the delegated permissions in a nonrepu-
diable manner.

Trust issues remain also a major reason for hampering a final accep-
tance of MAs [54]. For MAs to undertake more sophisticated missions and
to operate effectively without the responsible user supervision, users will
have to trust their agents to maintain conformance to the desired objec-
tives. The user trust into agents cannot be simply reduced to delegating
agents specific rights to MAs (see Section 39.3.1); users need to rely on
mechanisms to constantly monitor and rule agent behavior within the
bounds of desired constraints.

Another crucial security requirement when deploying MAs in pervasive
computing environments is the dynamic establishment of trust relation-
ships between MAs and visited nodes. The dynamic determination of exe-
cution nodes requires dynamic establishment and enforcement of access
control and the integration of access control with probing of resource
availability so as to influence agent migration itineraries [55].

Among the various described open issues, the ones that are starting to
most attract research interest are in the area of agent trustworthiness and
dynamic security policy negotiation. If users and administrators can be
assured that agent behavior conforms to desired constraints and objec-
tives, everyone can stop worrying and start loving agents [14]. In addition,
the need for dynamic policy negotiation is increasingly emerging in those
application scenarios where a primary requirement is the dynamic forma-
tion of temporary coalitions. The following sections provide and overview
of some of the emerging proposals in these two areas.

39.5.1 Agents and Trust

The key to implementing a trustworthy MA system is to devise an infra-
structure mechanism that controls agent autonomy and dynamically
adjusts governing strategies to deal with changing priorities and contexts
[14]. However, this is not an easy task.

A heading research direction growing considerably in these last years is
the integration of MA platforms with policy-based management solutions
[56]. Policies that constrain the behavior of system components are
becoming an increasingly popular approach to dynamic application adjust-
ability in both academia and industry. Bradshaw et al. [57] points out all
the benefits of policy-based approaches, including reusability; efficiency;
extensibility; context-sensitivity; verifiability; support for both simple and
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sophisticated components; protection from poorly designed, buggy, or
malicious components; and reasoning about component behavior.

In particular, policy-based network management has been the subject of
extensive research over the last decade [56]. Policies are often applied to
automate network administration tasks, such as configuration, security,
recovery, and quality of service.

In the field of MA systems, policies can be a powerful means to model
agent behavior in terms of rights and duties. Explicit policies governing
human–agent interaction, based on careful observation of work practice
and with an understanding of current social science research, can help
ensure that effective and natural coordination, appropriate levels and
modalities of feedback, and adequate predictability and responsiveness to
human control are maintained [57].

The development of policy-driven MA systems requires the consider-
ation of some general requirements. A basic requirement is the choice of an
expressive language for policy specification. In modern interorganizational
MA environments, languages should include the ability to group policies
that apply to agents to simplify the management of large-scale complex
agent systems. As a final consideration, the implementation of policy spec-
ifications should not introduce prohibitive performance costs that would
limit the deployment of the MA technology.

There is already some research work integrating policy-based manage-
ment with MA systems [58, 59]. This works focuses on the use of policies
for controlling agent-related security aspects. Policies specify complex and
flexible access controls for agent-to-resource and agent-to-agent interac-
tions and express which actions agents must perform in response to
events. An important advantage of a policy-based approach to MA system
security is the possibility to specify, represent, and manipulate policy
information independently from the components in charge of policy inter-
pretation and cleanly separated from agent–system code. Modern interor-
ganizational environments require sophisticated security policies that are
difficult to implement in current MA platforms where policies are often
directly hard coded into applications, thus making difficult the reconfigu-
ration required at any policy change. Separation of concerns enables poli-
cies to be dynamically changed and modifies the behavior of MAs by sim-
ply loading or unloading relevant policies without the need of
reimplementing agent code from scratch.

39.5.2 Dynamic Configuration of Access Control

Dynamic migration implies that a MA may not know in advance which
nodes are going to host its execution throughout its lifetime. Because target
nodes and MAs are typically owned by different authorities, their interests
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can conflict with respect to resource access and utilization. Thus, there
should be a mechanism for a priori acquisition of resource availability and
for the dynamic establishment of access control between agents and
nodes. The knowledge of the availability of resources in a particular site
may show several benefits. MAs can exploit the visibility of available
resources to adjust their behavior accordingly and to reduce the risk of
undesired task failure during execution. Resource availability visibility can
also help MAs decide whether it is more profitable to stay in a locality than
to move and explore a new computing environment. When entering a new
locality, a MA should be provided with the mechanisms needed to express
its desired resource visibility and to dynamically negotiate access control
policies to obtain access to needed resources. Policy negotiation allows
MAs to enlarge the set of accessible resources with no risk of illegitimate
resource usage for the hosting nodes.

Some research activities are starting to emerge to provide controlled
resource visibility and to support policy negotiation [55, 60]. The COSMOS
(a COntext-aware Security middleware for MObile agent Systems) frame-
work dynamically determines the MA contexts and effectively rules the
access to them, by taking into account different types of metadata (user
profiles and system/user-level authorization policies), expressed at a high
level of abstraction and cleanly separated from the service logic [60]. As a
distinctive feature, COSMOS provides MAs entering a new locality with a
controlled visibility of the directly accessible physical/logical resources
and of the other MAs locally executing (active context views). Active con-
text views contain resources that MAs are willing to access and that the
COSMOS access control function has qualified as accessible.

COSMOS addresses also the privacy issues that arise when exploiting
MAs for building context-aware services [1]. In fact, context awareness
requires computing devices to gather, collect, and propagate up to the ser-
vice level both user- and environment-specific information to permit more
informed service management strategies. However, the visibility of
user-specific information, such as user location, could be exploited to infer
user tasks or preferences, thus to violate user privacy. COSMOS protects
user privacy by enabling users to specify which personal context informa-
tion they are willing to make public. User specifications, carried in the MA
state part, guide and automate COSMOS access controls to user personal
context information.

With regard to dynamic establishment of access control, a negotiation
model integrated in the FarGo system is described in [55]. The model
makes resource providers and consumers reach an agreement on the
allowed access and on the amount of resource utilization. The goal of nego-
tiation is to identify a set of permissions acceptable to both resource pro-
viders and consumers; the result of the negotiation is a contract. Because
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the negotiation is closely tied to the application level rather than depend-
ing on the infrastructure level, it is the application to choose to invoke the
negotiation and to decide which negotiation strategy to apply.

39.6 Conclusions

Mobile code-based programming models have recently gained wide prom-
inence for their appealing features in terms of flexibility, extensibility, and
efficiency. In particular, MAs have attracted a great research interest and
are emerging in mobility-enabled scenarios as an enabling technology for
the design, implementation, and deployment of both advanced Internet
services and middleware solutions. However, the MA technology poses
severe security risks and calls for novel security mechanisms and frame-
works.

Great research efforts have been devoted to develop countermeasures
for the security threats arising in MA systems. Although a great number of
mechanisms currently exist, further improvements are still necessary
through either the incremental refinements of available protection mecha-
nisms to reduce processing and storage overhead or the combination of
complementary mechanisms to form a more effective protection scheme.
In addition, no single solution to all the problems of agent execution, integ-
rity, and secrecy seems to exist, unless tamper-proof hardware is intro-
duced, which is likely to be overhead-prone. Currently no manufacturer
produces these devices at low costs even though the recent Trusted Com-
puting Platform Alliance (TCPA)-Palladium (recently renamed Trusted
Computing Group (TCG)– NGSCB [Next Generation Secure Computer
Base]) represents a significant step toward this goal. Even if tamper-proof
hardware devices would gain wider diffusion, we would still need to certify
that the manufacturers do not introduce malicious back doors.

The development of thorough security frameworks is another research
direction that requires more investigation, experimentation, and experi-
ence. The state-of-the-art MA systems point out that there is very little sup-
port for fully integrated security frameworks that can provide the required
degree of flexibility. Most current security frameworks lack a clear separa-
tion between policies and security mechanisms and provide monolithic
security solutions where applications cannot choose their suitable
trade-off between security, scalability, and performance. In addition, very
few frameworks provide the required support to protect agents against
malicious hosts.

We can conclude that albeit security is crucial for wider diffusion of the
MA paradigm, it is still in a somewhat immature state. Issues related to
trust, delegation, and security policy negotiation are nontrivial to solve and
only pioneer solution attempts are starting to emerge. In addition, intense
standardization efforts should be directed to promote wider acceptance of
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security supports and to facilitate their use, thus leveraging the adoption
of the MA technology in fielded systems.

Acknowledgments

Work supported by the Italian Ministero dell’Istruzione, dell’Università e
della Ricerca (MIUR) in the framework of the FIRB WEB-MINDS Project
“Wide-Scale Broadband Middleware for Network Distributed Services” and
by the National Research Council (CNR) in the framework of the Strategic
IS-MANET Project “Middleware Support for Mobile Ad Hoc Networks and
their Application.” We also thank Niranjan Suri for valuable comments and
suggestions.

References

1. P. Bellavista, D. Bottazzi, A. Corradi, R. Montanari, and S. Vecchi, Mobile Agent Mid-
dlewares for Context-Aware Applications, Section III, Handbook of Mobile Computing,
Boca Raton, FL: CRC Press, 2003.

2. A. Fuggetta, G.P. Picco, and G. Vigna, Understanding Code Mobility, IEEE Transactions
on Software Engineering, vol. 24, no. 5, 1998.

3. M. Baldi and G.P. Picco, Evaluating the Tradeoffs of Mobile Code Design Paradigms
in Network Management Applications, 20th International Conference on Software En-
gineering (ICSE’98), Los Alamitos, CA, 1998.

4. R.H. Glitho and T. Magedanz, Eds., Special Issue on Applicability of Mobile Agents to
Telecommunications, IEEE Network, vol. 16, no. 3, 2002.

5. M.S. Greenberg, J.C. Byington, T. Holding, and D.G. Harper, Mobile Agents and Security,
IEEE Communications Magazine, vol. 36, no. 7, 1998.

6. W. Jansen, Countermeasures for Mobile Agent Security, Computer Communications,
vol. 23, no. 17, 2000.

7. G. Knoll, N. Suri, and J.M. Bardshaw, Path-Based Security for Mobile Agents, Electronic
Notes in Theoretical Computer Science, vol. 58, no. 2, 2002.

8. G. Vigna, Mobile Agents and Security, Lecture Notes in Computer Science, vol. 1419,
New York: Springer-Verlag, 1998.

9. R. Oppliger, Security Issues Related to Mobile Code and Agent-Based Systems, Com-
puter Communications, vol. 22, no. 12, 1999.

10. N. Borselius, Mobile Agent Security, Electronics and Communication Engineering Jour-
nal, vol. 14, no. 5, 2002.

11. J. Zachary, Protecting Mobile Code in the Wild, IEEE Internet Computing, vol. 7, no. 2,
2003.

12. V.A. Pham and A. Karmouch, Mobile Software Agents: an Overview, IEEE Communica-
tions Magazine, vol. 36, no. 7, 1998.

13. N. Negroponte, Agents: from Direct Manipulation to Delegation, Software Agents,
Menlo Park, CA: AAAI Press, 1997.

14. J. Bradshaw, G. Cabri, and R. Montanari, Taking Back Cyberspace, IEEE Computer, vol.
36, no. 7, 2003.

15. P.T. Devanbu and S. Stubblebine, Software Engineering for Security: a Roadmap,
International Conference on Software Engineering (ICSE’00), Limerick, Ireland, 2000.

16. J. Howell and D. Kotz, A Formal Semantics for SPKI, 6th European Symposium on
Research in Computer Security (ESORICS 2000), Lecture Notes in Computer Science, vol.
1895, New York: Springer-Verlag, 2000.

17. J. Linn and M. Nystrom, Attribute Certification: an Enabling Technology for Delegation
and Role-Based Controls in Distributed Environments, 4th ACM Workshop on
Role-Based Access Control (RBAC’99), Fairfax, VA, 1999.
opyright © 2005 by CRC Press



  

Security for Mobile Agents: Issues and Challenges

                                                         

AU1971_book.fm  Page 959  Thursday, November 11, 2004  10:08 PM

C

959

18. W.A. Jansen, A Privilege Management Scheme for Mobile Agent Systems, 5th Interna-
tional Conference on Autonomous Agents, Montreal, Canada, May 2001.

19. S. Mudumbai, A. Essiari, and W. Johnston, Anchor Toolkit — a Secure Mobile Agent
System, 3rd International Symposium on Mobile Agents (ASA/MA’99), Palm Springs,
CA, October 1999.

20. G. Necula, Proof Carrying Code, 24th ACM Symposium on Principle of Programming
Languages, Paris, 1997.

21. D. Chess, B. Grosof, C. Harrison, D. Levine, C. Parris, and G. Tsudik, Itinerant Agents
for Mobile Computing, IEEE Personal Communications, vol. 2, no. 5, 1995.

22. W. Farmer, J. Guttman, and V. Swarup, Security for Mobile Agents: Authentication and
State Appraisal, 4th European Symposium on Research in Computer Security, Rome, 1996.

23. W. Ford and M. Baum, Secure Electronic Commerce, Upper Saddle River, NJ: Prentice
Hall, 1997.

24. L. Gong, Java Security: Present and Near Future, IEEE Micro, vol. 17, no. 3, 1997.
25. L. Gong, Inside Java 2 Platform Security, Boston: Addison Wesley, 1999.
26. G. Edjlali, A. Acharya, and V. Chaudhary, History-Based Access Control for Mobile

Code, 5th ACM Conference on Computer and Communications Security, San Francisco,
1998.

27. M. Blaze, J. Feigenbaum, J. Ioannidis, and A.D. Keromytis, The Role of Trust Manage-
ment in Distributed Systems Security, Secure Internet Programming: Issues in Distrib-
utes and Mobile Object Systems, New York: Springer-Verlag, 1999.

28. S. Jajodia, P. Samarati, and V.S. Subrahmanian, A Logical Language for Expressing
Authorizations, IEEE Symposium on Security and Privacy, 1997.

29. V. Varadharajan, C. Crall, and J. Pato, Authorization in Enterprise-Wide Distributed
System: a Practical Design and Application, 14th Annual Computer Security Applica-
tions Conference, 1998.

30. E. Lupu, M. Sloman, N. Dulay, and N. Damianou, Ponder: Realising Enterprise View-
point Concepts, 4th International Enterprise Distributed Object Computing Conference,
Makuhari, Japan, 2000.

31. D. Lange and M. Oshima, Programming and Deploying Java Mobile Agents with Aglets,
Boston: Addison Wesley, 1998.

32. U.G. Wilhelm, S. Staamann, and L. Butty, Introducing Trusted Third Parties to the
Mobile Agent Paradigm. In J. Vitek and C. Jensen, Eds., Secure Internet Programming:
Security Issues for Mobile and Distributed Objects, New York: Springer-Verlag, 1999.

33. F. Hohl, Time Limited Blackbox Security: Protecting Mobile Agents from Malicious
Hosts, Mobile Agents and Security, Lecture Notes in Computer Science, vol. 1419, New
York: Springer-Verlag, 1998.

34. T. Sander and C. Tschudin, Protecting Mobile Agents Against Malicious Hosts, Mobile
Agents and Security, Lecture Notes in Computer Science, vol. 1419, New York: Spring-
er-Verlag, 1998.

35. J. Riordan and B. Schneier, Environmental Key Generation toward Clueless Agents,
Mobile Agents and Security, Lecture Notes in Computer Science, vol. 1419, New York:
Springer-Verlag, 1998.

36. A. Corradi, M. Creminini, and C. Stefanelli, Security Models and Abstractions in a
Mobile Agent Environment, IEEE Workshop on Collaboration in Presence of Mobility,
Stanford, CA, 1998.

37. B. Yee, A Sanctuary for Mobile Agents, DARPA Workshop on Foundations for Secure
Mobile Code, Monterey, CA, 1997.

38. G. Karjoth, N. Asokan, and C. Gülcü, Protecting the Computation Results of Free-Roam-
ing Agents, 2nd International Workshop on Mobile Agents, Stuttgart, Germany, 1998.

39. A. Corradi, M. Cremonini, R. Montanari, and C. Stefanelli, Mobile Agents Integrity for
Electronic Commerce Applications, Information Systems, vol. 24, no. 6, 1999.

40. G. Vigna, Cryptographic Traces for Mobile Agents, Mobile Agents and Security, Lecture
Notes in Computer Science, vol. 1419, New York: Springer-Verlag, 1998.
opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

                                          

AU1971_book.fm  Page 960  Thursday, November 11, 2004  10:08 PM

C

960

41. B. Shneider, Toward Fault Tolerant and Secure Agentry, 11th International Workshop
on Distributed Algorithms, Lecture Notes in Computer Science, vol. 1320, New York:
Springer-Verlag, 1997.

42. D. Wong, N. Paciorek, T. Walsh, J. DiCelie, M. Young, and B. Peet, Concordia: an
Infrastructure for Collaborating Mobile Agents, 1st International Workshop on Mobile
Agents, Lecture Notes in Computer Science, vol. 1219, New York: Springer-Verlag, 1997.

43. ObjectSpace — Voyager, http://www.recursionsw.com.
44. IKV++ — GrassHopper, http://www.ikv.de/products/grasshopper/.
45. R. Gray, G. Cybenko, D. Kotz, and D. Rus, D’Agents: Security in a Multiple-Language,

Mobile-Agent System, Mobile Agent Security, Lecture Notes in Computer Science, vol.
1419, New York: Springer-Verlag, 1998.

46. A. Tripathi, Mobile Agent Programming in Ajanta, 19th IEEE International Conference
on Distributed Computing Systems Workshop (ICDCS’99), Austin, TX, 1999.

47. S. Robles, J. Mir, J. Ametller, and J. Borrell, Implementation of Secure Architectures
for Mobile Agents in MARISM-A, 4th International Workshop on Mobile Agents for
Telecommunication Applications (MATA’02), Lecture Notes in Computer Science, vol.
2521, New York: Springer-Verlag, 2002.

48. R. Montanari, C. Stefanelli, and N. Dulay, Flexible Security Policies for Mobile Agents
Systems, Microprocessors and Microsystems, vol. 25, no. 2, 2001.

49. N. Suri, J.M. Bradshaw, M.R. Breedy, P.T. Groth, G.A. Hill, R. Jeffers, T.S. Mitrovich,
B.R. Pouliot, and D.S. Smith, NOMADS: Toward a Strong and Safe Mobile Agent System,
4th International Conference on Autonomous Agents, Barcelona, 2000.

50. N. Suri, J.M. Bradshaw, M.R. Breedy, K.M. Ford, P.T. Groth, G.A. Hill, and R. Saavedra,
State Capture and Resource Control for Java: the Design and Implementation of the
Aroma Virtual Machine, http://nomads.coginst.uwf.edu/.

51. J. Baek, D. Lee, and R.S. Ramakrishna, A Design of Protocol for Detecting an Agent
Clone in Mobile Agent Systems and its Correctness Proof, 8th Annual ACM Symposium
on Principles of Distributed Computing, Atlanta, 1999.

52. P. Bellavista, A. Corradi, and C. Stefanelli, Java for On-Line Distributed Monitoring of
Heterogeneous Systems and Services, The Computer Journal, vol. 45, no. 6, 2002.

53. J.M. Bradshaw, M. Greaves, H. Holmback, T. Karygiannis, W. Jansen, B.G. Silverman,
N. Suri, and A. Wong, Agents for the Masses, IEEE Intelligent Systems, vol. 14, no. 2,
1999.

54. A. Patrick, Building Trustworthy Software Agents, IEEE Internet Computing, vol. 6, no.
6, 2002.

55. Y. Gidron, I. Ben-Shaul, O. Holder, and Y. Aridor, Dynamic Configuration of Access
Control for Mobile Components in FarGo, Concurrency and Computation: Practice and
Experience, vol. 13, no. 1, 2001.

56. S. Wright, R. Chadha, and G. Lapiotis, Special Issue on Policy Based Networking, IEEE
Network, vol. 16, no. 2, 2002.

57. J.M. Bradshaw, P. Beautement, L. Bunch, and S.V. Drakunov et al., Making Agents
Acceptable to People, Handbook of Intelligent Information Technology, Amsterdam:
IOS Press, 2003 (in press).

58. A. Corradi, N. Dulay, R. Montanari, and C. Stefanelli, Policy-Driven Management of
Mobile Agent Systems, International Workshop on Policies for Distributed Systems and
Networks — Policy 2001, Lecture Notes in Computer Science, vol. 1995, New York:
Springer-Verlag, 2001.

59. J.M. Bradshaw, N. Suri, A.J. Canas, R. Davis, K. Ford, R. Hoffman, R. Jeffers, and T.
Reichherzer, Terraforming Cyberspace, Computer, vol. 34, no. 7, 2001.

60. P. Bellavista, R. Montanari, and D. Tibaldi, COSMOS: a Context-Centric Access Control
Middleware for Mobile Environments, 5th International Worshop on Mobile Agents for
Telecommunication Applications (MATA’03), Lecture Notes in Computer Science, vol.
2881, New York: Springer-Verlag, 2003.
opyright © 2005 by CRC Press

http://www.recursionsw.com


             

AU1971_C040.fm  Page 961  Thursday, November 11, 2004  10:40 PM

C

961

Chapter 40

Security, Trust, and 
Privacy in Mobile 
Computing 
Environments
Lalana Kagal, Jim Parker, Harry Chen, 
Anupam Joshi, and Tim Finin

40.1 Introduction

With the advent of mobile and pervasive computing, new models of distrib-
uted communication and computation are being introduced, leading to
systems that are open in that they do not preidentify a set of known partic-
ipants and dynamic in that the participants change regularly and not just
due to occasional failures. It is interesting to note that this evolution is
occurring at many levels — communication, infrastructure, and applica-
tion. At the communication level, for example, mobile ad hoc networks
treat nodes as autonomous routers, requiring new techniques to protect
against malicious or faulty nodes that subvert or blackhole packets [5].
Similarly, as applications become more sophisticated and intelligent, they
require greater degrees of decision making and autonomy so that they can
interact spontaneously with other peers that happen to be in their vicinity.
The long-range vision is described as societies of intelligent, autonomous
agents that are goal-directed and adaptive. But even today, we find the new
levels of autonomy emerging in infrastructures like the grid computing,
Web services, and pervasive computing. These systems must exchange
information about services offered and sought and their associated secu-
rity and privacy policies, negotiate for information sharing, and monitor
for and report on suspicious or anomalous behavior.

Securing these open dynamic environments presents several new chal-
lenges. As a concrete instance, consider providing a secure and privacy
0-8493-1971-4/05/$0.00+$1.50
© 2005 by CRC Press LLC

opyright © 2005 by CRC Press



  

MOBILE COMPUTING HANDBOOK

 

AU1971_C040.fm  Page 962  Thursday, November 11, 2004  10:40 PM

C

962

enhancing pervasive computing environment in spaces such as an office,
hospital, school, or subway stop. The space will be filled with devices and
agents offering and seeking services. As people move, agents on their per-
sonal devices detect, and are detected by, the pervasive infrastructure.
The new devices must discover the services of interest from the infrastruc-
ture and other devices in the vicinity, negotiate for access, control informa-
tion exchange, and monitor for suspicious events to be reported to the com-
munity. Shared knowledge models (ontologies) and norms of behavior
(policies) will undergird the society of communication and cooperating appli-
cations, agents, and devices. Addressing this grand challenge will require
contributions not just from diverse areas within computer science, but also
from other disciplines such as policy, law, and various social sciences.

Without appropriate security and privacy mechanisms, these exciting
new ideas will be hobbled and the applications they enable will not be
deployed or be found socially acceptable. For example, the Defense
Advanced Research Project Agency (DARPA) LifeLog program was recently
forced to eliminate many of the more exciting possibilities from its scope
because good privacy mechanisms were not available. Notice also the split
in the computing community (United States Association for Computing
Machinery ([USACM] versus ACM Special Interest Group on Knowledge
Discovery in Data and Data Mining [SIGKDD]) on the issue of data mining
and the Tactical Information Assistant (TIA) program. We must develop
new models for security and privacy that work in such highly distributed,
open, and dynamic systems and that will find immediate applications in
grid computing, semantic Web, and pervasive computing. We identify three
topics where new challenges are emerging — trust-based security, compu-
tational policies, and knowledge sharing.

Security and privacy based on authentication is not enough in open sys-
tems where principals may be able to provide authentication, but are oth-
erwise unknown to the system and hence not authorizable for specific
actions. Traditional role-based approaches also fare poorly. Such environ-
ments are common on the Web and in envisioned pervasive computing
environments. A solution is to make security and privacy decisions based
on attributes related to trust for which a principal can provide evidence,
such as proof of key attributes, a signed statement from a trusted source
delegating a permission, or undertaking an obligation in return for access.
Human societies use trust and reputation to make decisions about
requests for service where a right to that service is not preestablished and
social networks are an important way of transferring trust and reputation
[3]. Such societies have overlapping systems of behavioral norms, con-
straints, and rules. We are overconstrained, so we cannot always satisfy all
of them, but deviating too much or too often has its consequences — loss
of reputation, penalty clauses, imposition of sanctions, etc. These mecha-
nisms need to be understood and computational analogues developed for
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computational agents to better support information sharing and control in
human societies.

One possible approach is to use policies — explicit representations of
constraints and rules that govern or inform an agent’s or system’s behav-
ior. Policies can define permissions, obligations, norms, and preferences
for an agent’s actions and interactions with other agents and programs
[2, 4]. Explicit policies, especially those expressed in high-level declarative
languages, can be used as the basis for electronic contracts and provide a
sublanguage useful for the negotiation for agreements and commitments.
We believe that explicit policies for security, trust, and privacy are promis-
ing areas for research. We describe in this chapter our efforts to develop
meaningful machine interpretable policies for security and privacy. 

One focus is to design policy languages that are simultaneously expres-
sive enough, intuitive and understandable by humans, and writable by
nonprogrammers. Eventually, we would like to be able to reason at a high
level over the policies, answering hypothetical questions about the limita-
tions and vulnerabilities in the security and privacy systems they model.
(Will this policy allow X to happen and if so under what circumstances?)

Another focus is to actually create policies for privacy in pervasive com-
puting environments. Finally, because trust at the application layer is best
built upon trusted, secure lower protocol layers, we close the chapter with
an approach that uses understanding of routing policies for wireless intru-
sion detection. Pervasive computing is built using mobile wireless nodes
and intrusion detection becomes less traditional and more decentralized.
The relevance is to develop, nurture, and build trust in an environment
with processes and nodes that detect and react to malicious entities in
order to protect the integrity of trust relationships.

We start this chapter by describing how policies can be used to secure
pervasive environments. We provide an overview of our language and illus-
trate its usefulness through an example. We then proceed to privacy and
start by describing several privacy mechanisms. We discuss our notions of
privacy management and compare it to several existing schemes. We con-
clude this chapter with a discussion of intrusion detection in mobile ad
hoc networks. In each of these focus areas, we bring out relevant work from
the community, as well as our own solution efforts.

40.2 Policies and Their Role in Security in Pervasive 
Computing Systems

40.2.1 Introduction

Policies influence the behavior of entities within their domain by providing
sets of rules that users have to conform to. Policy-based security is often
used in systems that consist of a large number of users and entities and
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where configurations like access rights, behaviors, responsibilities, etc.,
change often. We believe that policy-based security is the most optimal for
pervasive environments as it allows the system to modify how heteroge-
neous entities act without modifying their internal mechanism.

Policies generally require application-specific information to reason
over, forcing researchers to create policy languages that are bound to the
domains for which they were developed. This prevents policy languages
from being flexible or being usable across domains. To enable entities in
pervasive computing systems, which consist of different domains and sys-
tems, to understand and interpret policies correctly, we propose that they
be represented in a semantic language like Resource Description Frame-
work Schema (RDFS) [8], DARPA Agent Markup Language plus Ontology
Inference Layer (DAML+OIL) [9], or Web Ontology Language (OWL) [10].
We believe that using a semantic language allows different systems to
share a model of policies, roles, and other attributes [11, 12].

Describing comprehensive policies for pervasive computing systems
may not always be feasible given the large number of entities and the fact
that not all entities can be predetermined. We believe that policies should
be as simple as possible and control should be decentralized; that is,
authorization should be possible by more than just a few key entities.

Due to the large number of entities in the environment, it may not be
possible to identify them accurately or even predetermine the users of
each service. Therefore, we suggest developing policies based on
attributes of users’ services and their context.

We have developed a policy specification language, Rei, which promotes
security in pervasive environments. Rei, which is grounded in RDFS, is
based on deontic concept [13–15] and includes constructs for rights, pro-
hibitions, obligations, and dispensations. (A dispensation can be thought
of as a waived obligation.) Rei provides decentralized control through the
use of speech acts. These are commands that can be used by authorized
entities to dynamically modify policies. Rei supports individual policies as
well as group- and role-based policies in a uniform manner by allowing
domain dependent representations for roles or groups to be included in
the conditions of the policy rules.

In the following sections, we describe Rei, compare it with other related
security research, and discuss our future work.

40.2.2 Related Work

In this section, we compare our work with related research in distributed
security systems. Extensible Access Control Markup Language (XACML)
[16] is a language in Extensible Markup Language (XML) for expressing
access policies. This work is similar to ours in that it allows control over
opyright © 2005 by CRC Press



  

Security, Trust, and Privacy in Mobile Computing Environments

  

AU1971_C040.fm  Page 965  Thursday, November 11, 2004  10:40 PM

C

965

actions and supports resolution of conflicts. However, it does not provide
support for speech acts making decentralized control difficult, adding
domain specific information is time-consuming, it does not allow types of
actions to be defined, its conflict resolution is not across policies, and as it
is based in XML, it does not benefit from the interoperability and extensi-
bility provided by an ontology language.

Role Based Access Control (RBAC) [17–20] is one of the better-known
methods for access control, in which relations are established between
users’ roles and permissions’ roles. It is difficult, however, to apply the
RBAC Model for systems in which it is not possible to assign roles to all
users in advance. In addition, it is typically not possible to change access
rights of a particular entity without modifying the roles. Simple RBAC is
rather restrictive, as every time access rights of an agent change, its role
has to change as well. Our policy language allows access rights (and the
other deontic constructs) to be associated with different credentials and
properties of entities and not roles alone. More sophisticated RBAC Mod-
els include work on delegation between roles [21] and assigning roles to
users that are outside the system [22, 23]. This research considers delegat-
ing the entire set of permissions associated with a set of roles of the dele-
gator (the entity doing the delegation) to the delegatee (the entity receiv-
ing the delegation). Our work allows the policy to dictate what subset of
permissions a delegator is able to delegate, to whom, and under what con-
ditions. In fact, our policy language is able to represent most RBAC Models.
Herzberg [22] uses properties of certificates to map users outside the
domain-to-domain specific roles. This is very similar to our work; however,
instead of mapping properties of certificates to roles, we map properties of
the user to access rights directly. Though this may seem like a drawback,
we have found that this provides greater control in specifying access rights
to foreign users as certain types of rights can be given, like the read rights on
a certain resource, the right to print to all the color printers on the fifth floor,
and the right to delete all the files belonging to your colleague.

PolicyMaker, one of the first distributed trust management schemes pro-
posed, allows credentials, policies, and trust relationships to be repre-
sented in terms of filters in a programming language that can be safely
interpreted by the environment [39]. The basic function of PolicyMaker is
to be able to answer queries about trust. It does not verify certificates or
signatures, but allows the functionality to be handled by an external pro-
gram, enabling the application to use any kind of authentication scheme.
KeyNote is the next generation of PolicyMaker and uses credentials to
directly authorize actions [24] [40]. KeyNote, however, provides a specific
language (C-like expressions) for representing assertions (policies and cre-
dentials) and includes cryptographic signature verification. Though they
are both elegant solutions, PolicyMaker and KeyNote work best in certifi-
cate-based systems and are not easily extensible. Delegation is controlled
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by a delegation depth and simple conditions on delegation. On the other
hand, in Rei the permission to delegate is a separate permission and
includes constraints not only on who can delegate, but also whom they can
delegate to. As Rei is capable of reasoning over domain knowledge in ontol-
ogy languages, it is possible to develop constraints over attributes of
requesters, actions, and the environment at different levels of abstraction.
This is not possible in either PolicyMaker or KeyNote as they use a pro-
gramming language for describing assertions. Rei is also capable of modeling
both authorization and obligation policies, whereas KeyNote and Policy-
Maker can only be used for authorization.

Ponder is a declarative object-oriented language for policy specification
in distributed systems [41]. Ponder defines two kinds of policies: basic and
composite. Basic policies such as authorization and obligation policies are
rules governing behavior options and are described as a set of subjects
and a set of targets. On the other hand, composite policies such as role pol-
icies allow the policies relating to organizational units to be grouped. Pon-
der provides several tools for managing Ponder policies including graphi-
cal tools for browsing/updating policies, tools for syntactic and semantic
analysis of policy specifications, and tools for transforming Ponder lan-
guage specifications directly into XML or Java code that can be interpreted
at runtime. Ponder also includes a conflict detection tool to detect over-
laps and conflicts between policies [42]. Though Ponder provides the spec-
ification of interfaces for enforcement agents that can enforce authoriza-
tion and obligation policies, it does not provide any implementation for
them.

Ponder is used to describe policies at a lower level than Rei and is more
tightly coupled to the environment. It requires that the environment be
fairly static because the specific names of the entities to be controlled and
their interfaces need to be predetermined. It also does not use ontologies
and thus lacks the ability to handle subjects, actions, and targets at differ-
ent levels of abstraction. After specifying a policy, it is compiled by the
Ponder compiler into a Java class and then represented at runtime by a
Java object. Due to this, runtime changes to policy are not possible unlike
Rei.

40.2.3 Approach

Our policy language allows policies to be specified over actions in terms of
rights, prohibitions, obligations, and dispensations [4]. We believe that
most policies can be expressed as what an entity can or cannot do and
what it should or should not do in terms of actions, services, conversa-
tions, etc., making our language capable of describing a large variety of pol-
icies ranging from security policies to conversation and management poli-
cies. The policy language has some domain independent ontologies like
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concepts of permissions, obligations, etc., but can reason over specific
domain ontologies that are used by entities in the system as well.

Though the actual execution of services or actions is outside the sys-
tem, the policy language includes a representation of them that allows
more contextual information to be captured and allows for greater under-
standing of the action and its parameters. The action ontology includes
properties for preconditions, effects, target resources, etc. This allows pol-
icies to be defined over different aspects of an action and not just its iden-
tity. For example, it is possible to say that no students of the Computer Sci-
ence department can perform any action that causes the temperature in
the lab to go higher than 75-degrees Fahrenheit. Composite actions can be
composed using action operators of sequence, nondeterministic
choice, once, and iteration.

The language includes two constructs for specifying meta-policies that
are used to resolve conflicts: setting the modality preference (negative
over positive or vice versa) for a set of entities or stating the priority
between rules and policies [26]. For example, it is possible to say that in
case of conflict, the federal policy always overrides the state policy.

Another important aspect of the language is that it models speech acts
like delegation, revocation, request, and cancel that allow policies
to be less exhaustive and allow for decentralized security control. Delega-
tions are important to pervasive environments because services (mobile
or otherwise) may not be able to project who will use them or preestablish
all the desirable requirements of the entities that should use them. Delega-
tions allow access rights of an entity to be propagated to a set of trusted
entities, without explicitly changing its policy or requirements. The other
speech acts modeled are revocation, which nullifies an existing right
(whether policy-based or delegation-based), request, by which an entity
can request another entity for a right or to perform an action on its behalf,
and cancel, with which an entity can cancel any previously made request.
Table 40.1 contains an example Rei policy in Notation3, which is a concise
representation of RDF.

40.2.4 Discussion

As computationally enabled devices become more prevalent, as environ-
ments get more intelligent, and as semiautomated entities become more
useful, the need for more automated security in these environments
becomes more important. We believe that policy management is the most
effective security mechanism in these environments. In this section, we
described the specifications of our policy language, Rei, which we have
designed and developed for dynamic distributed environments like perva-
sive systems and the semantic Web.
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Some of the advantages of our work include: 

• Semantic language — our language reasons over policies and ontol-
ogies in RDFS that unambiguous interpretation

• Distributed framework — our framework includes speech act spec-
ifications that can be used to modify policies dynamically namely:
delegation, revocation, request, and cancel.

• Mechanisms for conflict resolution — Rei provides constructs for
conflict detection and resolution

We are currently in the process of moving our policy language to a more
efficient version of Prolog, XSB. Though we have designed and developed
a similar policy-based security frameworks for pervasive environments
[27], we have not completely switched to Rei and are using an older ver-
sion of the language. Another issue involves conflicts. Conflicts are
detected and resolved at runtime; however, we believe detecting policy
conflicts statically also has several practical uses. We are investigating a
feasible solution for predetermining conflicts in Rei policies.

Table 40.1. Rei Policy in Notation3

All graduate students have the right to delegate the right to 
print to the LaitHPPrinter in the LAIT lab to undergraduate 
students.

@prefix rdfs:  <http://www.w3.org/2000/01/rdf-schema#>.
@prefix rei: <http://www.csee.umbc.edu/~lkagal1/rei-simplified#>.
@prefix univ: <http://www.csee.umbc.edu/~lkagal1/univ#>.
@prefix time:  <http://daml.umbc.edu/ontologies/time#>.
@prefix : <#>.
:x a rei:Variable.
:y a rei:Variable.
:R a rei:Right;
  rei:agent rei:x;
  rei:constraint [a rdfs:statement;
    rdfs:subject y;
    rdfs:predicate rdfs:type;
    rdfs:object univ:Undergraduate];
  rei:action [a rei:Delegate;
    rei:actor x;
    rei:receiver y;
    rei:content [ a univ:Printing;
      rei:actor y;
      rei:target univ:LaitHPPrinter;
      rei:location univ:Lait ]].
:cseepolicy a rei:Policy.
:cseepolicy rei:grants [a rei:granting;
  rei:to x;
  rei:deontic R;
  rei:requirement [a rdfs:statement;
    rdfs:subject v1;
    rdfs:predicate rdfs:type;
    rdfs:object univ:Graduate]].
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40.3 Toward Privacy Protection in Pervasive Computing 
Environments

40.3.1 Introduction

In pervasive computing environments, hidden sensors constantly monitor
the situational conditions of the users and share their information with
other computing systems to provide services to the users. Because the dis-
semination of this information is often invisible to the users, it creates
great concerns for privacy. We describe a new architecture called the Con-
text Broker Architecture (CoBrA) that aims to protect user privacy in a per-
vasive context-aware environment [31].

Context is any information that can be used to characterize the situation
of a person or a computing entity [38]. We believe an understanding of con-
text should include information that describes location, system capabili-
ties, services offered and sought, the activities and tasks in which people
and computing entities are engaged, and their situational roles, beliefs, and
intentions [36].

Privacy is about control (e.g., who has what information, what informa-
tion can be shared with whom under what circumstances) [29]. Although
research in privacy and security is similar in a way that they both deal with
the access to information, they differ from each other in a number of ways.
Privacy is about information self-determination: the ability to decide what
information about you goes where. Security offers the ability to be confi-
dent that those decisions are respected.

CoBrA aims to address the following two issues in user privacy: 

1. How to represent privacy policies that users can use to control the
dissemination of their contextual information. 

2. How to develop a meta-processing mechanism that can prevent the
leaking of private information through inference (e.g., it is easy to
find out the home address of a person once you know that person’s
home phone number).

40.3.2 Previous Work

User privacy research in the pervasive computing can be broadly categorized
into two groups. The first group concentrates on defining design principles
for guiding the implementation of the privacy systems and the second group
focuses on the implementations of the privacy protection mechanisms.

40.3.3 Design Principles for Building Privacy Systems

Design principles for privacy systems are the guidelines set for the devel-
opers to implement and validate their privacy systems. The following are
three key design principles that have been proposed [28, 29, 37].
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40.3.3.1 Notice and Consent. This principle states that the systems
should attempt to inform users of when and what information about them
is being captured and to whom the information is being made available
(i.e., notice) and the designers should attempt to empower users to stipu-
late what information they project and who can hold of it (i.e., consent).
Central to these two principles is the explicit involvements of the users in
the flow of the information process (i.e., information can only be shared if
explicit permissions are granted by the users and users are notified when-
ever their personal information is captured by the systems). Although the
explicit involvements of the users can help them to control and to have a
better understanding of how their personal information is used, some-
times requiring users to be actively involved can be distractive. Further-
more, it is not always feasible to require users to give consents to each and
every type of information that the systems will use. For example, when
information is used by hundreds and thousands of devices in the environ-
ment, even the user with the most patience will be annoyed if that user is
required to give consents to each one of the devices before any service is
provided to him.

40.3.3.2 Proximity and Locality. The principle of proximity and local-
ity proposes that instead of announcing each and every use of the user
information, systems should be developed with certain rules for using and
sharing user information according to their context. As users enter a
matched context, their privacy rules are automatically applied. This prin-
ciple overcomes the problem of requiring users to give consents to the use
of individual contextual information.

40.3.3.3 Anonymity and Pseudonymity. This principle states that the
designers should attempt to facilitate the disassociation of the user iden-
tity (ID) and information that is associated with the users. Anonymity can
be defined as “the state of being not identifiable within a set of subjects”
[29]. The larger the set of subjects is, the stronger is the anonymity. Pseud-
onymity is an alternative that allows for a more fine grained control of ano-
nymity in a system. With pseudonymity, users can be assigned a certain ID;
therefore, same user can be repeatedly identified until he changes to a dif-
ferent ID. Using the same pseudonym more than once allows the holder to
personalize a service or establish a reputation while always offering the
possibility to be disassociated with the role whenever that user wishes. In
contrast to the principles of notice and consent, this principle enables user
privacy protection without requiring users to give explicit consents to indi-
vidual pieces of contextual information.

40.3.4 Implementations of the Privacy Systems

To motivate and demonstrate user privacy protections in pervasive com-
puting environments, a number of privacy systems have been prototyped.
opyright © 2005 by CRC Press



  

Security, Trust, and Privacy in Mobile Computing Environments

          

AU1971_C040.fm  Page 971  Thursday, November 11, 2004  10:40 PM

C

971

Based on our literature survey, we can categorize these prototype systems
[29, 30, 35] according to the design principles that the individual system
follows.

40.3.4.1 Notice and Consent. The Privacy Aware System (pawS)
described by Langheinrich [29] and the Conceptual Privacy Model
described by Lederer et al. [35] are two systems that exploit the principle
of notice and consent. In pawS, upon entering a pervasive computing envi-
ronment, the user is immediately notified about the privacy policies of dif-
ference services, which describe the type of information that the services
are about to collect. In the system, each user has a personal agent that
manages that his privacy preferences. As the user agent receives the pri-
vacy policies from the environment, it compares the policies with the
user’s privacy preferences. According to the rules that the user has
defined, the user agent grants or denies the permission for the services to
use a particular type of personal information.

Lederer et al. developed a similar infrastructure for privacy protection.
In this system, all pervasive computing services are required to notify the
users about the information that is to be used. They must request consents
from the users before using the associated information. Additionally, in
their system, users have the option to log the notifications that are
announced by the services for subsequent review.

40.3.4.2 Proximity and Locality. Implementations that follow the prin-
ciple of proximity and locality usually exploit the locality information of
the users for enforcing access restrictions to their personal information. A
key advantage of this approach is that the use of locality information can
relieve the users from specifying a large set of privacy policies for each
type of information that the system uses.

In the system developed by Lederer et al., users can define different pri-
vacy preferences (or privacy policies) for different faces. Faces are meta-
phoric terms defined by the system for describing situations at different
localities (e.g., secure shopper, cocktail party, hanging out with friends). A
key difference between this privacy system and pawS is in the use of local-
ity information. After a user enters a pervasive computing environment
that matches one of the predefined faces, the privacy preferences of the
associated face are automatically uploaded to the surrounding system.

40.3.4.3 Anonymity and Pseudonymity. In a pervasive computing envi-
ronment, users constantly interact with the surrounding services and
devices. It is inevitable that often the users need to reveal their personal
information (e.g., their locations, identities) to the systems to receive per-
sonalized services. Privacy systems that build on the principle of anonym-
ity and pseudonymity attempt to protect the privacy of the users by hiding
the true identities of the users from the computing systems.
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Mist is a communication infrastructure developed by Al-Muhtadi et al.
[30] that attempts to preserve user location privacy in a pervasive comput-
ing environment. Central to this infrastructure is the use of anonymous
communication. In a Mist network, a collection of communication nodes
called portals are linked to each other in a hierarchal structure. Each node
in the hierarchy represents an abstraction of a physical location in the
environment (e.g., a room, a building, a department). In this structure, the
leaf nodes represent rooms and the nonleaf nodes represent buildings and
campuses. The task of the leaf nodes is to detect the location of the users
and route this location information to the nonleaf nodes to be shared by
the location-aware services. Location-aware services register callbacks
with the nonleaf nodes in the network to be notified about the location of
a user. As the nonleaf nodes receive user location information from the leaf
nodes, the sources of the information are made anonymous. Because non-
leaf nodes do not have knowledge about the detailed location information
of the users, location privacy is effectively protected from location-aware
services.

40.3.5 Context Broker Architecture

CoBrA is an agent-based architecture for supporting context-aware com-
puting in intelligent spaces. Intelligent spaces are physical spaces (e.g., liv-
ing rooms, vehicles, corporate offices, and meeting rooms) populated with
intelligent systems that provide pervasive computing services to users
[31]. By context, we mean an understanding of a location, its environmen-
tal attributes (e.g., noise level, light intensity, temperature, and motion)
and the people, devices, objects, and software agents it contains.

Central to our architecture is the presence of an intelligent context bro-
ker (or broker for short). In a smart space, a context broker has the follow-
ing responsibilities: 

• Provide a centralized model of context that can be shared by all
devices, services, and agents in the space.

• Acquire contextual information from sources that are unreachable
by the resource-limited devices. 

• Reason about contextual information that cannot be directly
acquired from the sensors (e.g., intentions, roles, temporal and spa-
tial relations).

• Detect and resolve inconsistent knowledge that is stored in the
shared model of context.

• Protect user privacy by enforcing policies that the users have
defined to control the sharing and the use of their contextual infor-
mation. 

Figure 40.1 shows a high-level design of the broker and its relationship with
agents in an intelligent space.
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To protect user privacy in smart spaces, the design of CoBrA follows the
principle of proximity and locality, exploiting the locality information of
the users for enforcing access restrictions to their personal information.
For different types of smart space (e.g., intelligent meeting room, smart
vehicle), CoBrA defines different specialized access control models for pro-
tecting the privacy of the users. An access control model consists of a set
of inference rules that the broker uses to decide the permission for reveal-
ing a user’s contextual information.

As different users in the same smart space may desire different levels of
privacy protection, CoBrA allows users to modify the default access con-
trol model of the smart space by providing their own privacy policies. A
privacy policy (or policy) is a set of declarative rules that a user defines to
restrict the access to that user’s personal information. For example, upon
entering a smart space, the user authenticates that user’s identity and
informs the context broker of that user’s privacy policy. The broker then
reasons about the policy to determine the access control rules that are
imposed by the policy. If these rules differ from the rules in the default
access control model, the broker will create a personalized access control
model of the user. This model will be used, instead of the default model, to

Figure 40.1. High-Level Design of the Broker and Its Relationship with Agents in 
an Intelligent Space
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guide the broker’s reasoning in deciding the appropriate permissions to
reveal the user’s contextual information.

40.3.6 Privacy Policy Language

In CoBrA, the representation of the privacy policy extends the Rei policy
language. Rei is a policy language that defines a set of ontology concepts
for modeling rights, prohibitions, obligations, and dispensations in the
domain of security. The key advantage of using Rei to develop a new pri-
vacy policy language is in its built-in support for the modeling of security
objects (i.e., rights, prohibitions, obligations, and dispensations) and its
ability to interoperate with the emerging semantic Web languages.

For example, to define a projector device that has the right to access the
location context of the user Bob only if the device is located in the same
room as Bob, using the has construct, the following rule can be defined:

Has(projector,right(accessContext(bob,location),
colocated(bob,projector))).

For example, to prohibit a location tracking service from accessing the
location context of the user Bob when the service is not authenticated by the
context broker, using the has construct, the following rule can be defined:

Has(locTracker,prohibition(accessContext(bob,location),
not(authBy(locTracker,broker)))).

Protecting the privacy of a user sometimes means hiding the details of
certain information from the computing entities in the environment. The
Rei language provides users the necessary constructs to define rules to
grant or deny the access to their contextual information. To give users a
fine-grained control on how the broker can share their contextual informa-
tion, we introduce additional language constructs to allow granularity
parameters to be specified for the contextual information. For example, a
student Alice, who is a participant in a meeting, does not want other people
to know the specific room that she is in, but she does want others to know
that she is on campus. A policy can be defined as the following:

Has(broker,right(shareContext(alice,location))),
granularity(location,raduis(1,mile)).

This rule states that the broker has the right to share Alice’s location
information, but for only information that describes a physical location
that has the geographic radius larger than 1 mile. In other words, if some
service asks the broker if Alice is on the campus, the broker will reply,
“yes,” and if some service asks the broker if Alice is located in a particular
building on the campus, the broker will reply, “Unknown.”
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40.3.7 Meta-Reasoning with Policies

In a pervasive computing environment, the ubiquitous access to vast
amounts of information creates a new problem for user privacy. Although
users can define policies to control the dissemination of their situational
information, such policies cannot always guard against the possibility of
others to deduce the private information of the user through different
means of knowledge acquisition (e.g., inference, data mining). In the design
of CoBrA, we attempt to address the problem of inference, which is to
develop mechanisms to prevent the leaking of information that could
potentially be used to deduce a user’s private information. Some typical
examples of the problem of inference are the following: 

• If someone knows the home phone number of a user, it is possible
to acquire the mailing address of the user by looking up the white
page service on the Internet. 

• If someone knows the e-mail address of a user (e.g., some-
one@host.mil or someone@host.gov), based on the domain
name part of the e-mail address, it is possible to infer that the user
probably works for one of the U.S. government agencies.

To address the problem of inference, our context broker implementation
will allow special meta-reasoning rules to be configured for different types
of smart spaces [31]. These meta–reasoning rules help the broker to
decide the permissions for revealing the types of contextual information
that is not explicitly constrained by the privacy policies. For example, if the
policy of a user specifies that no location information should be shared
with any nonmeeting-related services, the broker will attempt to keep
secret the user’s daily schedule because from the daily schedule it is pos-
sible to determine the whereabouts of the user; if the policy of a user spec-
ifies that his home address should be revealed to others in a meeting, the
broker will attempt to keep secret his home phone number. The following
are examples of the meta–reasoning rules expressed in Prolog:

mayKnow(X,location(Y):- know(X,dailySchedule(Y)).
mayKnow(X,homeAdd(Y)):- know(X,phoneNum(Y)).

40.3.8 Discussion

With the emergence of pervasive computing, user privacy is a critical
research issue that must be addressed to bring about users’ trust in using
the systems. Although the research in both privacy and security deal with
the control of information accesses, they are fundamentally different from
each other in the purpose of controlling information accesses and the
approaches that are used to achieve their distinctive objectives.

We have reviewed a number of design principles (i.e., the principles of
notice and consent, the principles of proximity and locality, and principles
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of anonymity and pseudonymity) for guiding the development of privacy
systems in pervasive computing environments. In the design of the CoBrA,
we have adopted the principle of proximity and locality, which is to exploit
the use of locality information to relieve users from specifying a large set of
privacy policies for each type of information that the system uses.

In CoBrA, the use of security policy language (i.e., Rei) and meta-reason-
ing distinguishes itself from the previous privacy systems, such as pawS
and the system developed by Lederer et al. In the future, we plan to dem-
onstrate the feasibility of our architecture by prototyping intelligent meet-
ing room systems called EasyMeeting that will exploit the context broker
to provide user privacy protections.

40.4 Intrusion Detection in Mobile Ad Hoc Networks

40.4.1 Introduction

Mobile computing presents challenges differing from those of fixed comput-
ing. Disconnected operations, the lack of fixed infrastructure, authentication,
security, and trust are but a few of the issues with which mobile computing
nodes have to cope. Operating in the mobile environment poses an adequate
challenge, but unfortunately these challenges become all the more critical
with the threat of an unsecure and untrusted environment. We live in a world
where convenience often leads to abuses and advantages are taken by those
who prey on the trust of others. Detection of these activities is necessary to
ensure the safety of information transiting mobile networks. For pervasive
computing to be successful, users need to feel safe and trust that they will not
fall victim through their mobile computing devices.

40.4.2 Environments and Devices

Mobile computing environments can be broken into two types — infra-
structure and ad hoc. An infrastructure environment is described as hav-
ing a fixed access point through which all nodes participating in the net-
work must communicate. The access point forwards all traffic to other
nodes whether internal or external to the network. Access points can also
provide a variety of services from access control and authentication to
address assignment through Dynamic Host Control Protocol (DHCP).

Ad hoc networks have no centralized access points. Instead, the ad hoc
network is a series of point-to-point connection channels that exist
between a node and all other network nodes within communication range.
Communication channels can either be infrared (IR) or radio frequency
(RF). Although IR can be used for short line of site communication, RF is
used for more physically widespread networks. Each node has the ability
to route or forward traffic from (or to) its immediate neighbors. Routing
algorithms must be in place for the nodes to successfully route network
traffic throughout the network. With no centralized point of access into the
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network, each node must have a way to ensure that trust exists between
itself and any other node that can influence the network.

Ad hoc network nodes can be divided into three broad categories — por-
table, mobile, and sensor. Although each device has the ability to connect
and dynamically configure itself into a network, the main differences come
in resource constraints. Portable devices, for example, usually have fixed
power and no real constraint on resources, such as processor or memory.
A good example would be laptop computers that tend to be brought into an
environment and switched on. Mobile devices can be described as those
that are in motion most of the time. These devices include PDAs, phones,
and other devices that would typically be carried by a person in their daily
routine. Mobile devices usually have battery power, but can be recharged.
These devices are the most prevalent today and there is general growth in
processor power and memory size, but due to smaller, lighter batteries,
power constraints still exist. Sensor devices are by far the most restrictive
in resource availability. These devices usually are deployed into some envi-
ronment and have a battery that cannot be recharged. Sensors are usually
limited in their processor power and memory size due to packaging.

40.4.3 Intrusion Detection

Intrusion detection can be divided into three categories — host, network,
and distributed. Host intrusion detection software runs on a device to
monitor activity on the network stack. The software analyzes activity and
looks for signs of malicious activity aimed toward the device. Network
intrusion devices run independent of the network nodes and passively
monitor network activity looking for events that will trigger an intrusion
alarm. Distributed network intrusion is the best of both worlds by sharing
detection information among hosts. This information could be shared and
independently analyzed by all hosts or could be shared to a centralized
point. The environment and capabilities of the network nodes drive the
decision whether to use host, network, or distributed network intrusion.

Additionally, intrusion detection algorithms are divided into two types —
pattern matching and anomaly detection. In pattern matching algorithms,
the detector monitors network activity and looks for patterns of network
events that indicate ongoing intrusion activity. These are a lot like virus
scanners as they rely on searching for known patterns that were previously
associated with network attacks. Anomaly detectors work to find events
that are outside of the normal activity profile for a particular network or
network device. In this case, the system compares current rates of activity
(i.e., Transmission Control Protocol synchronize [TCP SYN] packets) with
some baseline threshold looking for abnormal levels.

Wired networks can use any combination of host, network, or distributed
platforms with pattern matching or anomaly detection. For wired networks,
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an independent network intrusion detection device can be placed in posi-
tion to see all network traffic. This allows the device to passively detect
network attacks from a centralized viewing point for the entire network.
This technique can also be used for the mobile infrastructure environment
where each mobile node must connect into a centralized access point. The
detector uses a wireless network interface to monitor communication
channels and can be placed in proximity of the wireless access point to
enable monitoring of all network activity. This technique, however, cannot
be used in the ad hoc network case, because the network can grow and
contract over a geographical region where there may be no centralized
point from which to monitor all network activity due to wireless propaga-
tion constraints.

40.4.4 Ad Hoc Network ID

Intrusion detection in wireless ad hoc networks calls for solutions that
involve host-based monitoring of activity. This activity may be shared as in
the distributed case, but a centralized sharing point may not be available.
Ad hoc networks by their nature need to be more open than traditional
wired networks. These networks exist for the convenience of their users,
but must provide an environment of trust and protection or risk being
shunned by an untrusting public. Due to the transient nature of the ad hoc
networks, it will be important for detectors to recognize malicious activity
and isolate offending nodes quickly. It also stands to reason that attacks
against mobile ad hoc nodes will need to be quick and aggressive because
target mobile nodes may stay in communication range with a malicious
node for only a short period of time.

Intrusion detection is usually combined together with some form of
reaction to detected intruders. The action can be anywhere from recogniz-
ing and logging malicious activity to terminating all network connection to
or from the offending node. Proper reaction to intruders is just as impor-
tant as detecting intruders. Malicious nodes that go unchallenged can con-
tinue their activity and potentially cause great harm to the network. On the
other hand, some research shows the benefits of forgiveness and allowing
nodes that have been excluded from the network due to malicious activity,
to reenter the network after showing some period of reformed activity.

As described earlier, mobile devices can range from having relatively
few resource constraints to being extremely resource limited. Many
resource constrained nodes (i.e., sensor devices) will gradually restrict
activity as power supplies begin to decrease below set thresholds. These
so called selfish nodes may stop forwarding traffic for others although they
will still need to send and receive network packets in order to operate. The ad
hoc network intrusion detector should be able to distinguish between selfish
nodes and malicious nodes [5]. Selfish nodes should not be punished and
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some distinguishing feature needs to be considered to separate them from
being identified as being malicious toward the network. In particular, we
can view this problem in a policy sense: the routing algorithm implicitly
imposes a policy governing the behavior of the nodes. What the IDS looks
for is violations of this policy. This policy driven approach allows us to
avoid the problems that a pattern recognition driven centralized approach
will have in the ad hoc environment. Further, it should be noted that
resource limited devices may not have the capabilities to collect, store,
and analyze network traffic to distinguish network attacks with computa-
tionally or memory intensive algorithms. Lightweight algorithms will need
to be developed for and used on resource limited devices.

40.4.5 Research

As stated earlier, intrusion detection in ad hoc networks involve
host-based techniques. If one uses the Open Systems Interconnection
(OSI) network stack as a point of reference, the most fundamental intrusion
detection techniques exist in the data link and network layers. Essentially,
detection involves each ad hoc node promiscuously monitoring network
traffic within range and attempting to detect some form of malicious activ-
ity. If we assume a symmetric communication channel between node A and
node B, then we are assured that both nodes can monitor network traffic
generated from the other, barring collisions with traffic from other network
nodes. The following scenario has been proposed [32]: Node A is sending
traffic to node C through node B. Node A saves certain parameters of each
packet sent to node C through node B. Node A then monitors node B’s
transmissions and compares each packet with the table of parameters to
make sure that each packet sent to node C is forwarded with no modifica-
tions. If a modification is detected, then node A counts this as malicious
activity. If a packet is not detected as having been forwarded within some
time-out period, then this also is noted as malicious activity. If we take this
idea and expand the responsibility of the nodes, then each node will
attempt to detect malicious activity on packet traffic occurring within com-
munications range [5]. Figure 40.2 has traffic going from node A to node E
via node B and node D. Note that node A can monitor traffic transmitted
from node B and node B can monitor traffic transmitted from node D. Node
C can monitor traffic transmitted from node B and node D.

Promiscuously snooping network traffic means that each node must
constantly be aware of its immediate neighbors. Traffic being sent to a des-
tination outside of a node’s communication range cannot possibly be
tracked for correct handling. Additionally, the type of network routing algo-
rithm used can determine how effectively snooping can be implemented.

There are many routing methods used in mobile ad hoc networks. It is
rather ironic that one of the methods, Dynamic Source Routing, although
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considered rather unsecure, actually provides good protection against
malicious activity. Strict source routing allows other nodes to monitor the
packet as it moves through the network. As the packet moves from source
to destination, the source route is strictly adhered to and any deviation or
modification can easily be detected by neighbor promiscuous nodes. The
modifying node can then be identified and properly restricted, along with
warnings being sent back to the source node for a route adjustment. It
should also be noted that intrusion detection in promiscuous nodes needs
to recognize and keep track of routing messages that include route adjust-
ments. Nodes that could be misidentified as having misrouted packets in
route messages showing link outages are not considered.

One of the problems with intrusion detection is having false positives
(falsely accusing good nodes) and false negatives (failing to detect real
intruders); the goal is to implement algorithms that decrease both statis-
tics. Because there is no central authority in ad hoc networks, there is
research into distributed voting schemes that involves some threshold of
detection by multiple nodes before a bad node is admonished. One exam-
ple is to use a clustering algorithm to organize the ad hoc network into
groups with clusterheads. Figure 40.3 shows an ad hoc network partitioned
into clusters. Any node within a cluster can report malicious activity

Figure 40.2. Promiscuous Snooping for Intrusion Detection
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directly to its clusterhead. The clusterhead will request information from
other clusterheads in the network to determine if other nodes have also
detected malicious activity centering on the accused node. This takes the
form of a vote where each clusterhead will be invited to vote positive if
there have been reported incidents of malicious activity, negative if the
accused node is within two hops of the clusterhead but no malicious activ-
ity has been reported, or neutral if the accused node is not within a
two-hop radius of the clusterhead. The votes are arranged to have accusa-
tions made by first hand accounts of malicious activity. A quorum must
vote and the majority vote determines if the node should be considered
malicious. If there is a positive vote, then information about the node is
flooded throughout the network and the accused node is ostracized. There
is additional research into forgiveness and reentry into the network for
nodes committing violations [5].

There is quite a bit of research into combining the detection of malicious
activity in the network stack with monitoring in the application layer. This
technique attempts to detect malicious activity that would look normal to
the data link and network layer, but may be attempting to gain unauthorized
entry into the device through an application or service vulnerability. There
have been a couple of proposed frameworks for building host intrusion

Figure 40.3. Clustered Ad Hoc Network
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detection software. One framework focuses on using information from mul-
tiple layers within the node to get an in-depth look at network attacks.
Intrusion detection agents act to collect information in and around the ad
hoc node. When an attack is detected, agents on neighboring nodes are
advised and they immediately take action to protect devices and the ad
hoc network [33].

Another area of research focuses more on the establishment of trust
within the ad hoc network [5]. This framework involves gathering informa-
tion about network nodes and developing a trust rating system. Trust can
then be propagated throughout the network, with greater weight being
given for advice from an already trusted node. Distributed trust is an
important concept and has been researched outside of ad hoc networks
for some time now. These concepts seem to have particular importance in
the area of ad hoc networks.

40.4.6 Multiple Malicious Nodes

Detection of individual malicious nodes is a problem, but multiple nodes
working together present a much tougher scenario. The detection of mali-
cious nodes working together requires detection information from multiple
layers be shared between devices. A combination of pattern matching and
anomaly detection can be used. There is ongoing research in this area and
as the sophistication of network intruders increases, this area will become
important in the future.

40.4.7 Directional Antennas and Power Control

One of the main concerns in RF wireless ad hoc networks is power con-
sumption and waste during transmission. The RF hardware components
tend to be a large source of power drain in the ad hoc node. Fine tuning the
transmit power to be just large enough to reach the intended target is the
first step in reducing waste. The second, and probably more important
step, is to develop and steer the transmission beam into a long, narrow
ellipse directed at the target with minimal side lobes [34]. Figure 40.4
shows a normal transmission range of node D encompassing node B, node
C, and node E. The figure also shows that using directional antenna tech-
niques, the broadcast beam can be narrowed down and aimed to form a
narrow ellipse effectively eliminating the ability of node B and node C to
monitor traffic destined for node E. Using these techniques, RF power con-
sumption can be finely tuned for precise transmission to an intended tar-
get. There is real interest in this ongoing research. The fundamental
approach to intrusion detection in wireless networks relies on each node
promiscuously monitoring network traffic within its range. Although direc-
tional antenna technology will improve power consumption, it may radi-
cally limit the ability of nodes to promiscuously monitor network traffic.
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40.4.8 Discussion

Intrusion detection in mobile ad hoc networks is a problem filled with bal-
ancing intrusion detection method complexity against the constraints of
the mobile ad hoc node. With still relatively small bandwidth, care should
be taken in developing robust intrusion detection algorithms that do not
overwhelm the network with a lot of traffic data. Mobile ad hoc networks
provide a significant challenge for intrusion detection techniques.
Although traditional host techniques for detection of attack against appli-
cations and services can work in the wireless world, there is an additional
need to work at the network layers for a robust intrusion detector. Mobile
ad hoc wireless networks are dynamic and can contain nodes with a wide
range of capabilities and constraints. It will be important that a mobile ad
hoc intrusion detection system be able to self-organize and provide ade-
quate protection for the network as a whole. Techniques such as promis-
cuous snooping of network traffic combined with upper layer detection
information can be combined in effective ways. Intrusion detection agents
can be used to pull the information together and communicate with other
agents within the network to recognize and work against intruders. Tech-
niques like cluster voting can work to reduce the amount of false positive
accusations within a network while also reducing the ability of a single

Figure 40.4. Directional Antennas
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malicious node to influence a network into denial of service against some
target node. As the number of malicious nodes increases, the problem
becomes tougher: as those malicious nodes start to cooperate and work
together, the problem becomes even more complex.

40.5 Conclusion

In this chapter, we have introduced the problems that arise when security
and privacy are sought to be introduced in open, dynamic systems. We
show how these problems are not solved by authentication alone and how
policy driven approaches for security and privacy may be more appropri-
ate at all levels of the system from networking to applications. We then
described our work in creating policy languages to support security, the
use of such languages in enforcing privacy, and finally the use of a policy
abstraction to detect intrusions.
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