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Foreword

February 2004

The concept of a programmable system-on-chip (SoC) started in 1972 with the advent of the unassuming
4-bit TMS 1000 microcomputer—the perfect fit for applications such as calculators and microwave ovens
that required a device with everything needed to embed electronic intelligence. Microcomputers changed
the way engineers approached equipment design; for the first time they could reuse proven electronics
hardware, needing only to create software specific to the application. The result of microcomputer-based
designs has been a reduction in both system cost and time-to-market.

More than thirty years later many things have changed, but many things remain the same. The term
microcomputer has been replaced with microcontroller unit (MCU)—a name more descriptive of a typi-
cal application. Today’s MCU, just like yesterday’s microcomputer, remains the heart and soul of many
systems. But over time the MCU has placed more emphasis on providing a higher level of integration and
control processing and less on sheer computing power. The race for embedded computing power has been
won by the dedicated digital signal processor (DSP), a widely used invention of the ‘80s that now domi-
nates high-volume, computing-intensive embedded applications such as the cellular telephone. But the
design engineer’s most used tool, when it comes to implementing cost effective system integration, remains
the MCU. The MCU allows just the right amount of intelligent control for a wide variety of applications.

Today there are hundreds of MCUs readily available, from low-end 4-bit devices like those found in a
simple wristwatch, to high-end 64-bit devices. But the workhorses of the industry are still the versatile
8/16-bit architectures. Choices are available with 8 to 100+ pins and program memory ranging from <1 KB
to >64 KB. The MCU’s adoption of mixed-signal peripherals is an area that has greatly expanded, recently
enabling many new SoC solutions. It is common today to find MCUs with 12-bit analog-to-digital and digi-
tal-to-analog converters combined with amplifiers and power management, all on the same chip in the same
device. This class of device offers a complete signal-chain on a chip for applications ranging from energy
meters to personal medical devices.

Modern MCUs combine mixed-signal integration with instantly programmable Flash memory and embed-
ded emulation. In the hands of a savvy engineer, a unique MCU solution can be developed in just days or
weeks compared to what used to take months or years. You can find MCUs everywhere you look from the
watch on your wrist to the cooking appliances in your home to the car you drive. An estimated 20 million
MCUs ship every day, with growth forecast for at least a decade to come. The march of increasing silicon
integration will continue offering an even greater variety of available solutions—but it is the engineer’s
creativity that will continue to set apart particular system solutions.

Mark E. Buccini

Director of Marketing

MSP430

Texas Instruments Incorporated
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Preface

Analog system designers many times in the past avoided the use of electronics for their system functions
because electronic circuits could not provide the dynamic range of the signal without severe nonlinearity, or
because the circuits drifted or became unstable with temperature, or because the computations using analog
signals were quite inaccurate. As a result, the design shifted to other disciplines, for example, mechanical.

Today, young engineers requested by their superiors to design an analog control system, have an entirely
new technique available to them to help them design the system and overcome the “old” problems. The de-
sign technique is this: sense the analog signals and convert them to electrical signals; condition the signals
so they are in a range of inputs to assure accurate processing; convert the analog signals to digital; make the
necessary computations using the very high-speed IC digital processors available with their high accuracy;
convert the digital signals back to analog signals; and output the analog signals to perform the task at hand.

Analog and Digital Circuits for Control System Applications: Using the TI MSP430 Microcontroller explains
the functions that are in the signal chain, and explains how to design electronic circuits to perform the func-
tions. Included in this book is a chapter on the different types of sensors and their outputs. There is a chapter
on the different techniques of conditioning the sensor signals, especially amplifiers and op amps. There are
techniques and circuits for analog-to-digital and digital-to-analog conversions, and an explanation of what a
digital processor is and how it works. There is a chapter on data transmissions and one on power control.

And to solidify the learning and applications, there is a chapter that explains assembly-language program-
ming, and also a chapter where the reader actually builds a working project. These two chapters required
choosing a digital processor. The TI MSP430 microcontroller was chosen because of its design, and
because it is readily available, it is well supported with design and applications documentation, and it has
relatively inexpensive evaluation tools.

The goal of the book is to provide understanding and learning of the new design technique available to
analog system designers and the tools available to provide system solutions.
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Signal Paths from Analog to Digital

Introduction

Designers of analog electronic control systems have continually faced the following obstacles in arriving at
a satisfactory design:

1. Instability and drift due to temperature variations.

2. Dynamic range of signals and nonlinearity when pressing the limits of the range.
3. Inaccuracies of computation when using analog quantities.

4. Adequate signal frequency range.

Today’s designers, however, have a significant alternative offered to them by the advances in integrated
circuit technology, especially low-power analog and digital circuits. The alternative new design technique
for analog systems is to sense the analog signal, convert it to digital signals, use the speed and accuracy of
digital circuits to do the computations, and convert the resultant digital output back to analog signals.

The new design technique requires that the electronic system designer interface between two distinct design
worlds. First, between analog and digital systems, and second, between the external human world and the
internal electronics world. Various functions are required to make the interface. First, from the human world
to the electronics world and back again and, in a similar fashion, from the analog systems to digital systems
and back again. Analog and Digital Circuits for Control System Applications identifies the electronic func-
tions needed, and describes how electronic circuits are designed and applied to implement the functions,
and gives examples of the use of the functions in systems.

A Refresher

Since the book deals with the electronic functions and circuits that interface or couple analog-to-digital
circuits and systems, or vice versa, a short review is provided so it is clearly understood what analog means
and what digital means.

Analog

Analog quantities vary continuously, and analog systems represent the analog information using electrical
signals that vary smoothly and continuously over a range. A good example of an analog system is the record-
ing thermometer shown in Figure 1-1. The actual equipment is shown in Figure I-1a. An ink pen records the

a. Recording thermometer b. Plot of daily temperature variations
Photo courtesy of Taylor Precision Products Courtesy of Master Publishing, Inc.

Figure 1-1: A recording thermometer is an example of an analog system
TEAM LRN
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Chapter One

temperature in degrees Fahrenheit (°F)
and plots it continuously against time on
a special graph paper attached to a drum
as the drum rotates. The record of the
temperature changes is shown in Figure
1-1b. Note that the temperature changes
smoothly and continuously. There are no
abrupt steps or breaks in the data.

Another example is the automobile fuel
gauge system shown in Figure 1-2. The
electrical circuit consists of a potenti-
ometer, basically a resistor connected
across a car battery from the positive
terminal to the negative terminal, which
is grounded. The resistor has a variable
tap that is rotated by a float riding on the
surface of the liquid inside the gas tank.

Waltage iVE Analcg O Fuel Level

e b

Ground

Fusl Gauge
{Vieltmeter)
O Dashboard

12V
Batery

Potgriliomeler
(Mariable Resistar)

__ Float moves potentiometer contact
and controls signal voltage.

0 volts = Empty
6 volts = 1/2 Full
12 volts = Full

Voltage is analog of fuel level.

Figure 1-2: The simple circuit for an automobile fuel gauge
demonstrates how an electrical quantity, a voltage, is an analog
of the fuel level. Courtesy of Master Publishing, Inc.

A voltmeter reads the voltage from the variable tap to the negative side of the battery (ground). The voltme-
ter indicates the information about the amount of fuel in the gas tank. It represents the fuel level in the tank.
The greater the fuel level in the tank the greater the voltage reading on the voltmeter. The voltage is said to

be an analog of the fuel level. An analog
of the fuel level is said to be a copy of the
fuel level in another form—it is analogous
to the original fuel level. The voltage (fuel
level) changes smoothly and continuously
so the system is an analog system, but is
also an analog system because the system
output voltage is a copy of the actual out-
put parameter (fuel level) in another form.

Digital

Digital quantities vary in discrete levels.
In most cases, the discrete levels are just
two values—ON and OFF. Digital systems
carry information using combinations of
ON-OFF electrical signals that are usually
in the form of codes that represent the

information. The telegraph system is an
example of a digital system.

The system shown in Figure -3 is a
simplified version of the original telegraph
system, but it will demonstrate the prin-
ciple and help to define a digital system.
The electrical circuit (Figure 1-3a) is a
battery with a switch in the line at one end
and a light bulb at the other. The person

¢———— 6 —esose

te——— T ——ooe

l v Key | | Light bulb I
| ,__O . | Original |
’ . was a
| = Transmitter Separated by a —» Receiver clicker |
_T | considerable distance | or
| _ L buzzer |
- = _ _ L - =__ _
a. Electrical circuit
MORSE CODE

A e— N —

B —eee 0 ———

C —e—u P o——e

D —soe Q —

E o R e—e

F oo —09 S eee

G—=s T - N

Hoeoooso Uosess TN

[ Vees £

G4 Jeo——— We—— %

K —e— X —ee—

L e—aee Y —e— —

M- Z ——eo

AN
Heel 4

2

3

4

5

b. International Morse code
MEANING IN
INTERNATIONAL
g — MORSE CODE

® «—— DASHES AND DOTS

LONG AND T H R E
SHORT PULSES
OF CURRENT

c. Digital information

Figure 1-3: The telegraph is a digital system that sends
information as patterns of switched signals
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Signal Paths from Analog to Digital

at the switch position is remotely located from the person at the light bulb. The information is transmitted
from the person at the switch position to the person at the light bulb by coding the information to be sent
using the International Morse telegraph code.

Morse code uses short pulses (dots) and long pulses (dashes) of current to form the code for letters or
numbers as shown in Figure 1-3b. As shown in Figure 1-3c, combining the codes of dots and dashes for
the letters and numbers into words sends the information. The sender keeps the same shorter time interval
between letters but a longer time interval between words. This allows the receiver to identify that the code
sent is a character in a word or the end of a word itself. The T is one dash (one long current pulse). The H is
four short dots (four short current pulses). The R is a dot-dash-dot. And the two Es are a dot each. The two
states are ON and OFF—current or no current. The person at the light bulb position identifies the code by
watching the glow of the light bulb. In the original telegraph, this person listened to a buzzer or “sounder”
to identify the code.

Coded patterns of changes from one state to another as time passes carry the information. At any instant of
time the signal is either one of two levels. The variations in the signal are always between set discrete levels,
but, in addition, a very important component of digital systems is the timing of signals. In many cases, digi-
tal signals, either at discrete levels, or changing between discrete levels, must occur precisely at the proper
time or the digital system will not work. Timing is maintained in digital systems by circuits called system
clocks. This is what identifies a digital signal and the information being processed in a digital system.

Binary

The two levels—ON and OFF—are most commonly identified Most significant bit
as 1(one) and zero (0) in modern binary digital systems, and Decimal lrsinary(MSB)

the 1 and 0 are called binary digits or bits for short. Since the (1ol (XXXXe)
system is binary (two levels), the maximum code combina- <1) L>888<1><— Least S(iggiBﬁfam bit
tions 2" depends on the number of bits, n, used to represent the 2 0010
information. For example, if numbers were the only quantities : N
represented, then the codes would look like Figure 1-4, when g gm

using a 4-bit code to represent 16 quantities. To represent larger 7 0111
quantities more bits are added. For example, a 16-bit code can : 10
represent 65,536 quantities. The first bit at the right edge of the 1‘1) 18}?

code is called the least significant bit (LSB). The left-most bit 12 1100

is called the most significant bit (MSB). % n

Binary Numerical Quantities © 1111

Our normal numbering system is a decimal system. Figure 1-5  Figure 1-4: 4-bit codes to represent

is a summary showing the characteristics of a decimal and abi- 16 quantities

nary numbering system. Note that each system in Figure 1-5 has

specific digit positions with specific assigned values to each position. Only eight digits are shown for each
system in Figure I-5. Note that in each system, the LSB is either 10° in the decimal system or 2° in the binary
system. Each of these has a value of one since any number to the zero power is equal to one. The following
examples will help to solidify the characteristics of the two systems and the conversion between them.
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e TEN MILLIONS (107)
MILLIONS (108)

a. Decimal HUNDRED THOUSANDS (10%) | o oo git weighted digit
4 h "
TENTHOUSANDS (;0 ) position value increases by 10
THOUSANDS (10%) times over digit value to the right.

MOST HUNDREDS (102)
SIGNIFICANT TENS (101)

BIT ONES (109

\\ l_ - LEAST SIGNIFICANT BIT

98,765, 4 3 2 <+ DECIMAL NUMBER -8 DIGITS

Decimal digit in each position can
(9><107)+(8><105)+(7><105)+(6><104)+\

(5X10%+(4 X 109)+(3x 100 +(2X10% = be any number from 0 to 9.
Decimal digit is multiplied by digit value

+9 g ’ g 8 8 i 8 8 g at each digit position and added to SUM
+ 700,000 to produce total value.
+ 60,000
+ 5,000
+ 400
+ 30
+ 2
98,765,432

—————— ONE HUNDRED TWENTY EIGHTS (27)
SIXTYFOURS (25)

b. Bina 5
Y THIRIXTEEWI\?S e Binary digit weighted digit position
s S (23) value increases by 2 times over digit
EIGHTS (27) value to the right.
FOURS (22)
MOST 1
SIGNIFICANT W;zzs(z(z)o)
BIT
\ l— / LEAST SIGNIFICANT BIT

1 01 1 0 0 1 1 «— BINARYNUMBER-8DIGITS

l\ Binary digit (called a bit) in each position
(1X128)+(0x64)+(1X32)+(1x16)+ can only have one of two (binary) values —

(0XB)+(0X4)+(1X2)+(1X1) = aloral.
128 Binary digit is multiplied by digit value at
+ 00 each digit position and added to the sum
+ 32 to produce total value.
+ 16
+ 0
+ 0
+ 2
+ 1
179

Figure 1-5: Decimal and binary numbering systems
Courtesy of Master Publishing, Inc.

Example 1. Identifying the Weighted Digit Positions of a Decimal Number

Separate out the weighted digit positions of 6524. Can be identified as 6524, since decimal is a
Solution: base 10 system. Normally 10 is omitted since
6524 =6x10°+5% 10> +2 % 10" +4 x 10° it is understood.

6524 =6x1000+5x100+2X 10+4 x 1
6524 = 6000 + 500 + 20 + 4
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Example 2. Converting a Decimal Number to a Binary Number
Convert 103 to a binary number.
Solution:
103,,/2 51 with a remainder of 1
51/2 = 25 with a remainder of 1
25/2 = 12 with a remainder of 1
12/2 = 6 with a remainder of 0
6/2 = 3 with a remainder of 0
3/2 = 1 with a remainder of 1
1/2 = 0 with a remainder of 1 (MSB)
103,, = 1100111

Example 3. Determining the Decimal Value of a Binary Number

What decimal value is the binary number 1010111?

Solution:

Solve this the same as Example 1, but use the binary digit weighted position values.

Since this is a 7-bit number:
And since the MSB is a 1, then MSB = 1 x2° = 64

and (next digit) 0x2° = 0
and (next digit) 1x2* =16
and (next digit) 0x2* = 0
and (next digit) 1x22 = 4
and (next digit) 1x2' = 2
and (next digit, LSB) 1x2° = 1
87
Binary Alphanumeric Quantities Bit Position
. o 1 0 1 1 0 0 1
If alphanumeric characters are to 0 o y y y y o o
be represented, then Figure 1-6, the 1i2i3:i4:i5:6:7 1 1 1 1 0 0 0 0
ASCII table defines the codes that 0:0:0:0 @ P P 0 sp_i NUL | DLE
are used. For example, it is a 7-bit 1000 A Q a 9 ! ! | SOH . DOt
) . 0. 1.0 0 B R b r 2 "1 STX | DC2
code, and capital M is represented T 10 0 c s p S 3 + ETX  DC3
by 1001101. Bit #1 is the LSB 0i0i1i0 D T d t 4 $ | EOT : DC4
and bit #7 is the MSB. As shown, 1i0:1:0 E u e u 5 % : ENQ @ NAK
upper and lower case alphabet, 0 1 10 F v ! ’ 6 & ; ACK ; SVN
. 1T:1:1:0 G W 9 w 7 " ¢ BEL : ETB
numbers, symbols, and communi- 00 0 1 m X o " Py T BS  oAN
cation codes are represented. 1:0:0: 1 I Y i y 9 ) HT | EM
0:1:0 1 J z j z : - LF { suB
Accuracy vs. Speed— .10 1 K [ k { : + | VT | ESC
Analog and Digital 0 0i1:1 CE SV N S U FFLFS
11011 M ] m } = CR | GS
Quantities in nature and in the 0i1i1i1 N A n ~ > SO : RS
human world are typically ana- LI o : _ : 0 ;DEL: ? /S ;s
log. The temperature, pressure, Figure 1-6: American Standard Code for
humidity and wind velocity in our Information Interchange—ASCII code
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Chapter One

environment all change smoothly and continuously, and in many cases, slowly. Instruments that measure
analog quantities usually have slow response and less than high accuracy. To maintain an accuracy of 0.1%
or 1 part in 1000 is difficult with an analog instrument.

Digital quantities, on the other hand, can be maintained at very high accuracy and measured and manipulat-
ed at very high speed. The accuracy of the digital signal is in direct relationship to the number of bits used
to represent the digital quantity. For example, using 10 bits, an accuracy of 1 part in 1024 is assured. Using
12 bits gives four times the accuracy (1 part in 4096), and using 16 bits gives an accuracy of 0.0015%, or

1 part in 65,536. And this accuracy can be maintained as digital quantities are manipulated and processed
very rapidly, millions of times faster than analog signals.

The advent of the integrated circuit has propelled the use of digital systems and digital processing. The
small space required to handle a large number of bits at high speed and high accuracy, at a reasonable price,
promotes their use for high-speed calculations.

As a result, if analog quantities are required to be processed and manipulated, the new design technique is
to first convert the analog quantities to digital quantities, process them in digital form, reconvert the result
to analog signals and output them to their destination to accomplish a required task. The complete proce-
dure is indicated in Figure 1-7, and the need for analog circuits, digital circuits and the conversion circuits
between them is immediately apparent.

Input could be a temperature, Output could be a solenoid,
pressure, air flow, linear heater, motor, cooler, etc.
motion, rotation, etc.

~+— ANALOG-TO-DIGITAL ——> —~+— DIGITAL-TO-ANALOG ——*>
INPUT Setr;‘selng Con(igg)mng Con%eertmg Digital Con‘\;leertmg Conc:;::)nmg Tran?ggcmg OUTPUT
—_— ) > ) > . > System > . > . > . _—
signal signal signal — Processing signal — signal signal to
Analog-to-Digital \ / Digital-to-Analog useful output
. i Digital Signals o i
This signal will This signal will
be an electrical be an electrical
signal — either signal — either
a voltage or a current. a voltage or a current.

Figure 1-7: A typical system describing the functions in
the analog-to-digital and digital-to-analog chain

Interface Electronics

The system shown in Figure 1-7 shows the major functions needed to couple analog signals to digital
systems that perform calculations, manipulate, and process the digital signals and then return the signals to
analog form. This chapter deals with the analog-to-digital portion of Figure 1-7, and Chapter 2 will deal
with the digital-to-analog portion.

The Basic Functions for Analog-to-Digital Conversion

Sensing the Input Signal

Figure 1-8 separates out the analog-to-digital portion of the Figure 1-7 chain to expand the basic functions
in the chain. Most of nature’s inputs such as temperature, pressure, humidity, wind velocity, speed, flow
rate, linear motion or position are not in a form to input them directly to electronic systems. They must be

changed to an electrical quantity—a voltage or a current—in order to interface to electronic circuits.
TEAM LRN
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ADC
Conditioning Bits
Output Signal 413 2 [ 1
Sensing . .
Output Signal 1.4 1 g
1.2 —4 - g
1.4 0 107 y - g g
a ](2) A g 0.8 // 0 0
2 832 A 0.6 —T i g
= 0. 0.4
3 04 oo g 7
02 : § b
0 1 2 3 4 o 1 2 3 4
time |[— time —
Samples input analog voltage at set
intervals of time
______ ST T T
Sensing Conditioning : Sample- | ! Analog-to- In this case, converts
INPUT —— the the 5| | andHold 1, Digital <i analog voltage into
(Physical quantity) Signal Signal I Circuits : I Conversion | "IN a 4-bit code
Example: Pressure e
L ___Tming T Timesthe sample-
/ \ and-hold and the

Takes a physical In thi AL -\ \ Ato D conversion
phy n this . Sample Value Digital Code
pressure and case, amplifies
converts it to signal amplitude 0 0.8V 1000
a millivolt signal by 1,000 1 1.1V 1011
2 0.9V 1001
3 0.65V 0110
4 1.05V 1010
5 1.25V 1100

Figure 1-8: The basic functions for analog-to-digital conversion

The basic function of the first block is called sensing. The components that sense physical quantities and
output electrical signals are called sensors.

The sensor illustrated in Figure 1-8 measures pressure. The output is in millivolts and is an analog of the
pressure sensed. An example output plotted against time is shown.

Conditioning the Signal

Conditioning the signal means that some characteristic of the signal is being changed. In Figure -8, the
block is an amplifier that increases the amplitude of the signal by 1,000 times so that the output signal is
now in volts rather than millivolts. The amplification is linear and the output is an exact reproduction of
the input, just changed in amplitude. Other signal conditioning circuits may reduce the signal level, or do a
frequency selection (filtering), or perform an impedance conversion. Amplification is a very common signal
conditioning function. Some electronic circuits handle only small-signal signals, while others are classified
as power amplifiers to supply the energy for outputs that require lots of joules (watts are joules/second).

Analog-to-Digital Conversion

In the basic analog-to-digital conversion function, as shown in Figure 1-7, the analog signal must be
changed to a digital code so it can be recognized by a digital system that processes the information. Since
the analog signal is changing continuously, a basic subfunction is required. It is called a sample-and-hold
function. Timing circuits (clocks) set the sample interval and the function takes a sample of the input signal

and holds on to it. The sample-and-hold value is fed to the analog-to-digital converter that generates a
TEAM LRN
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digital code whose value is equivalent to the sample-and-hold value. This is illustrated in Figure 1-8 as the
conditioned output signal is sampled at intervals 0, 1, 2, 3, and 4 and converted to the 4-bit codes shown.
Because the analog signal changes continually, there maybe an error between the true input voltage and the
voltage recorded at the next sample.

Example 4. A to D Conversion

For the analog signal shown in the plot of voltage against time and the 4-bit codes given for the indi-
cated analog voltages, identify the analog voltage values at the sample points and the resultant digital
codes and fill in the following table.

ADC
Bits
413|121
1.6 17
1 0
1.4 \] o
: a5,
(2} 1 0
z 7 N 01
> 08 / 0 [0
06 o
0.4 L
02 L
00
0 1 2 3 4 5 6
Sample Signal Digital Code
Interval Value 4 3 2 1
0
Answer:
1
Signal Signal Digital Code
2 Interval Value 4 3 2 1
3 0 0.3V o 0 1 1
1 0.7v o 1 1 1
4 2 1.5V 11 1 0
3 1.25V 11 0 0
5 4 0.95V 10 0 1
5 0.8V i 0 0 0
6 6 1.4V 10 1 1

Obviously, one would like to increase the sampling rate to reduce this error. However, depending on the
code conversion time, if the sample rate gets to large, there is not enough time for the conversion to be
completed and the conversion function fails. Thus, there is a compromise in the analog-to-digital converter
between the speed of the conversion process and the sampling rate. Output signal accuracy also plays a
part. If the output requires more bits to be able to represent the magnitude and the accuracy required, then
higher-speed conversion circuits and more of them are going to be required. Thus, design time, cost, and all
the design guidelines enter in. Chapter 5 is a complete chapter on the conversion techniques to explore this
function in detail. As shown in Figure -8, the bits of the digital code are presented all at the same time (in
parallel) at each sample point. Other converters may present the codes in a serial string. It depends on the
conversion design and the application.

Summary

This chapter reviewed analog and digital signals and systems, digital codes, the decimal and binary number
systems, and the basic functions required to convert analog signals to digital signals. The next chapter

will complete the look at the basic functions required to convert digital signals to analog signals. It will be
important to have these basic functions in mind as the electronic circuits that perform these functions are

discussed in the upcoming chapters.
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Chapter 1 Quiz

1.

A new design technique available to analog system designers is:

a. Sense the analog, compute using analog, output analog.

b. Sense the analog, convert to digital, compute digitally, convert to analog, output analog.
c. Sense the analog, convert to digital, compute digitally, output digitally.
d. Sense digitally, compute digitally, output digitally.

Analog quantities:

a. vary smoothly, then change abruptly to new values.

b. consist of codes of high-level and low-level signals.

c. vary smoothly continuously.

d. have periods of high-level and low-level signals, then change to continuous signals.
Digital signals:

a. vary smoothly, then change abruptly to new values.

b. consist of codes of high-level and low-level signals.

c. vary smoothly continuously.

d. have periods of high-level and low-level signals, then change to continuous signals.
Electronic system designers must interface between:

the human world and the electronic world.

the wholesale world and the retail world.

the private business world and the government business world.
the analog world and the digital world.

a and d above.

. none of the above.

In analog electronic systems, analog quantities are:

a. not analogous to the original quantity.

b. are not a copy of the original quantity in another form.

c. are output in digital form.

d. are a copy of the analog physical quantity in another form.
Binary digital systems:

have two discrete levels—1 or 0, high level or low level.

have three or more discrete levels.

have a level that varies continuously with time.

have binary digits, or bits for short.

none of the above.

. dand aabove.

Decimal numbering systems have:

a. weighted digit positions that vary randomly.

b. weighted digit positions varying by powers of 10.

c. weighted digit positions varying by powers of 2.

d. weighted digit positions that remain constant at one value.
Decimal numbering systems have:

a. weighted digit positions that vary randomly.

b. weighted digit positions varying by powers of 10.

c. weighted digit positions varying by powers of 2.

d. weighted digit positions that remain constant at one value.

me a0 o

me a0 o
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9. Physical quantities in the human world are typically:
a. digital and analog.
b. analog and digital.
c. digital.
d. analog.
10. Digital systems represent quantities:
using combinations of binary digits in codes.
using more bits in its binary codes as the quantity value increases.
using more bits in its binary code as more accuracy is required.
using binary codes with just two levels — 1 or 0, high level or low level.
none of the above.
. all of the above.
11. Analog quantities:
a. usually have slow response and less than high accuracy.
b. can be maintained at very high accuracy at very high computing speeds.
c. are impossible to compute.
d. either have slow response or very high accuracy.
12. Digital quantities:
a. usually have slow response and less than high accuracy.
b. can be maintained at very high accuracy at very high computing speeds.
c. are impossible to compute.
d. either have slow response or very high accuracy.
13. The basic functions for A-to-D (analog-to-digital) conversions are:
a. Sense, compute digitally, convert to analog.
b. compute as analog, sense, convert to digital.
c. convert to digital, sense, condition to analog.
d. sense, condition, convert to digital.
14. Sensing:
a. computes analog quantities in nature.
b. separates out analog quantities into different categories.
c. changes quantities in nature to electrical signals.
d. detects analog quantities by their magnitude.
15. Conditioning signals:
a. means that the signals are being exercised.
b. means that some characteristic of the signal is being changed.
c. means that the input signal may be increased or decreased in amplitude, filtered or its
impedance changed.
means that nothing is done to the input signal.
b and c above.
f. aandd above.

5@ B @ &

o o
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Introduction

Refer back to Figure 1-7. In Chapter 1, the basic functions used for the analog-to-digital portion of Figure
1-7 were discussed. In this chapter, the basic functions of the digital-to-analog portion will be discussed.

The Digital-to-Analog Portion

The digital-to-analog portion is separated out from Figure 1-7 in Figure 2-1. After the digital processing
system completes its manipulation of the signal, the output digital codes are coupled to a digital-to-analog
converter that changes the digital codes back to an equivalent analog signal. From the output of the digital-
to-analog converter, the analog signal is coupled to a signal conditioner that changes the characteristics of
the signal. Just as in Chapter 1, as the application demands, the amplitude of the signal may be increased
with amplification, or decreased with attenuation. Or maybe the power level of the signal is changed, or
there may be an impedance transformation to fit the transducer to which the output signal couples.

The output of the system is to some real-world quantity external to the electronic system. As shown in
Figure 2-1, the output might be a meter, a gauge, a motor, a lever arm to produce motion, a heater, or other
similar output.

Changes characteristics
of analog signal, such as
amplitude, impedance or

Changes the Adapts the signal to
power level.

digital signal couple to a human
back to analog. world parameter.

/ /

| Digital | Digital-to- Conditioning Transducing
I System I Analog the the Signal
I Processing —_— Conversion > Signal > to Useful
| Output
______ Output may be a

meter, a gauge,

a motor, a lever,

a heater, etc.
Figure 2-1: Digital-to-analog portion of the signal chain

Digital-to-Analog Conversion

Figure 2-2 illustrates the basic digital-to-analog function. The digital processing system outputs digital
information in the form of digital codes, and as shown, the digital codes are usually presented to the input
of the digital-to-analog converter in one of two ways.

Parallel Transfer of Data

The first way—parallel bit transfer—means that all bits of the digital code are outputted at the same time.
In Figure 2-2, a 4-bit code is used as an example. The 4-bit codes are coupled out in sequence as they are
processed by the digital processor. They arrive at a preset data interval. In Figure 2-2, the 4-bit code 1000 is
outputted first, followed by 1011, 1001, 0110, 1010, and 1100, respectively. The digital-to-analog converter

TEAM LRN
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Filtered
Interval Output of DAC
110111 Output of DAC
101000 all bits at
011010 same time
000110 1; }g
OR ::> Data flow w1j0 ” 1.0
Serial Clock rate ;5&2 § 06
1100 1010 0110 1001 1011 1000 0.4 0.4
0.2 0.2
Data Interval 0O 1 2 3 4 5 o 1 2 3 4 5
time — time —
_____ - - - - — — 1
Digital Digital- F Conditioning

| L |
I System — to-Analog , 'lF I the |
| . |
| Processing | / Conversion E I Signal |

I | S I ______

For this example,
data is in 4-bit codes.

Figure 2-2: The basic function of digital-to-analog conversion

accepts all bits at the same time. It must have four input lines, the same number of input lines as the 4-bit
code. In most modern day digital-to-analog converters the 4-bit codes of Figure 2-2 are really 8-bit, or most
likely 16-bit codes.

Example 1. Parallel Output

Refer to Figure 2-2. If the output of the digital-to-analog converter were an 8-bit code, what would the
parallel bit codes be that are coupled out in sequence. Use the same value of analog signal.

Solution:

The analog values and the 4-bit codes are listed first. Since an 8-bit code can represent 256 segments,

its codes for the same analog value are shown with the maximum analog signal of 1.5V equal to 255.

Notice that the 8-bit code is two groups of 4-bit codes, which are also expressed in hexadecimal form.

Analog value 4-bit code Hex 8-bit code Hex
0 0000 0 0000 0000 00
0.1 0001 1 0001 0001 11
0.2 0010 2 0010 0010 22
0.3 0011 3 0011 0011 33
0.4 0100 4 0100 0100 44
0.5 0101 5 0101 0101 55
0.6 0110 6 0110 0110 66
0.7 0111 7 0111 0111 77
0.8 1000 8 1000 1000 88
0.9 1001 9 1001 1001 99
1.0 1010 A 1010 1010 AA
1.1 1011 B 1011 1011 BB
1.2 1100 C 1100 1100 CcC
1.3 1101 D 1101 1101 DD
1.4 1110 E 1110 1110 EE
1.5 1111 H 1111 1111 EE
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Serial Transfer of Data

The second way is serial transfer of data. As shown in Figure 2-2, the 4-bit codes are outputted one bit at a
time, each following the other in sequence, and each group of four bits following each other in sequence. A
clock rate determines the rate at which the bits are transferred. The digital-to-analog converter accepts the
bits in sequence and reassembles them into the respective bit groups and then acts on them.

Example 2. Bit Rate

Refer to Figure 2-2. If the clock that outputs the bits in a serial output is 1 MHz, what are the serial bit
transfer rate and the parallel bit transfer rate for a 4-bit and an 8-bit code?

Solution:
Clock (Hz) Serial Parallel
4-bit 8-bit 4-bit  8-bit
1 MHz 1 MHz 1MHz 4 MHz 8 MHz

The Conversion

The digital codes received by the digital-to-analog converter are equivalent to a particular analog value. As
shown in Figure 2-2, the input code is converted to and outputted as the equivalent analog value and held

as this value until the next code equivalent value is outputted. Thus, as shown, the output of the digital-to-
analog converter is a stair-step output that stays constant at a particular level until the next input digital code
is received. The output resembles an analog signal but further processing is required in order to arrive at the
final analog signal.

Filtering

A basic function required after the digital-to-analog conversion is filtering, or in more general terms,
smoothing. As shown in Figure 2-2, such filtering produces an analog signal more equivalent to an ana-
log signal that changes smoothly and continuously. The filter physically may be in the digital-to-analog
converter or in the signal conditioner that follows it as shown in Figure 2-2. It was placed in the signal
conditioner in Figure 2-2 because it really is a signal conditioning function.

Conditioning the Signal

The function of conditioning the signal for the digital-to-analog portion can be the same as for the analog-
to-digital portion. A most common function is amplification of the signal, but in like fashion, there is often
the need to attenuate the signal; that is, to reduce the amplitude instead of increasing the amplitude. That
is the function chosen for Figure 2-3. The output signal is attenuated to one-half the value of the input. No
other characteristics of the signal are changed. The shape of the amplitude variations of the waveform with
time are not changed, so the signal appears the same except its amplitude values are reduced.

Transducing the Signal

The output of the analog systems discussed is a human world parameter external to the electronic system.
As mentioned previously several times, it may be a temperature, or a pressure, or a measure of humidity, or
a linear motion, or a rotation. Thus, the electronic output of the signal conditioning function, in many cases,
must be changed in form. It may be a voltage or a current out of the electronic system and must be changed
to another form of energy.

A device to change or convert energy from one form to another is called a transducer. In Figure 2-4, the
transducer is a meter that shows the amplitude of the output voltage on a voltage scale. The voltage output
from the electronic system is converted to the rotation of a needle in front of a scale marked on the material
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Figure 2-3: Signal conditioning function
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behind the needle. The scale is calibrated so particular needle deflections represent specific voltage values.
Thus, any deflection of the needle as a result of the electronic circuit output can be read as a particular
voltage value at any instant of time. The electronic system output has been converted to a meter reading,

and the meter reading can
be calibrated into the type
of parameter the system is
measuring. It could be a
fluid level, a rate of flow, a
pressure, and so forth.

Similar changes in energy
form occur in other types

of transducers. The voltage
or current output from the
electronic system gets con-
verted to all forms of human
world parameters just by the
choice of the transducer.

Examples of Transducers

Figure 2-5 shows examples

|
Conditioning |
the |
Signal

Transducing the signal to

useful output —
Interfaces to human
world parameter
external to the
electronic system.

Transducer

In this case, the

transducer is a meter.

Figure 2-4: The transducer function

The meter reading
at any instant in
time indicates the
amplitude of the
analog value.

of various types of transducers. Figure 2-5a is a picture of a speaker enclosure. Inside is what is called a
driver. It is a common transducer that takes electrical audio signals and converts them into sound waves.
The driver is placed inside a box to make it into a very good sounding speaker enclosure. Many times the
driver only handles the low and mid-frequency audio signals, so another driver for the high frequencies,
called a tweeter, is inserted into the speaker enclosure to allow the speaker to reproduce a broader range of

audio frequencies.
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a. Audio speaker b. Microphone (sensor) c. Motor d. Solenoid

Figure 2-5: Examples of transducers

There is a counterpart transducer to the speaker—a microphone—that is used as an input device for sensing
the signal. It is shown in Figure 2-5b. The microphone converts sound signals into electrical signals so they
may be inputted into an electronic system.

Figure 2-5¢ shows a motor. Normally a motor is not classified as a transducer, but it is. A motor takes elec-
trical energy and converts it into rotational torque. Motors are used everywhere, from running machinery, to
trimming grass, to providing transportation.

Figure 2-5d shows a solenoid. A solenoid is a transducer that converts electrical energy into linear motion.
It consists of a coil of wire with a soft iron core inside of it. When current is passed through the coil, a
magnetic field is produced that pulls on the soft iron core and draws it inside the core. The movement of the
core can be used to move a lever arm, to close a door, to operate a shutter, and so forth.

There are many more examples of transducers that convert electrical energy into a pressure, a valve for con-
trolling fluid flow, a temperature gauge, and so forth. As various applications are described in subsequent
chapters many will use various types of transducers.

Summary

The discussion in this chapter covered the functions necessary to convert a digital signal into an analog
output and then into a human world parameter. It completed the signal chain from an input analog signal, to
a digital conversion, to computation in digital form, to a conversion back to an output analog signal, to an
output human world parameter. The next chapter will examine the sensing function in detail.
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Chapter 2 Quiz

1.

A digital-to-analog converter:

a. outputs a digital signal in serial form.

b. outputs an analog signal in stair-step form.

c. outputs a smooth and continuous analog signal.

d. outputs one digital code after another.

The output of the digital-to-analog chain is:

a. aserial digital code string.

b. a parallel digital code stream.

c. areal-world quantity.

d. always a meter reading.

An input to a digital-to-analog converter may be:

a parallel transfer of digital codes.

an analog signal of suitable amplitude.

an analog signal of discrete values.

a serial transfer of digital codes.

a and d above.

. band c above.

In a parallel transfer of bits:

a. all bits of a digital code are transferred at the same time.

b. all bits of a digital code are transferred in a sequential string.

c. all bits are filtered into an analog signal.

d. all bits are signal conditioned one at a time.

In a serial transfer of bits:

a. all bits of a digital code are transferred at the same time.

b. all bits of a digital code are transferred in a sequential string.

c. all bits are filtered into an analog signal.

d. all bits are signal conditioned one at a time.

The output of the digital-to-analog converter is:

a. a stair-step output that varies until the next input digital code is received.

b. a stair-step output that changes between 1 and O until the next digital code is received.

c. a stair-step output that stays constant at a particular level until the next digital code is received.

d. a stair-step output that changes from maximum to minimum until the next digital code is
received.

The digital-to-analog output must be filtered to:

a. clarify the digital steps in the output.

b. keep the stair-step digital output.

c. make the analog output change smoothly and continuously.

d. make the analog output more like a digital output.

A transducer is:

a. adevice to change or convert energy from one form to another.

b. adevice that maintains the analog output in digital steps.

c. adevice that converts analog signals to digital signals.

d. adevice that converts digital signals to analog signals.

o Ao o

TEAM LRN
16



Signal Paths from Digital to Analog

10.

A motor is:

a. atransducer that changes digital signals into analog signals.

b. a transducer that changes analog signals into digital signals.

c. atransducer that raises the analog voltage output to a higher voltage.
d. atransducer that changes electrical energy into rotational torque.

A meter is:

a. atransducer that converts the analog output to the rotation of a needle in front of a scale.
b. a transducer that changes analog signals into digital signals.

c. atransducer that raises the analog voltage output to a higher voltage.

d. atransducer that changes digital signals into analog signals.

0T PG B L 09 QS By DE 0T Q' SIOMSUY
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CHAPTER 3

Sensors

Introduction

In Chapter 1, Figure 1-8 shows the basic functions needed when going from an analog quantity to a digital
output. The first of these is sensing the analog quantity. The device used in the function to sense the input
quantity and convert it to an electrical signal is called a sensor—the main subject of this chapter.

A sensor is a device that detects and converts a natural physical quantity into outputs that humans can
interpret. Examples of outputs are meter readings, light outputs, linear motions and temperature variations.
Chapter I indicated that a majority of these physical quantities are analog quantities; i.e., they vary smoothly
and continuously. Sensors, in their simplest form, are devices that contain only a single element that does the
necessary transformation. Although today, more and more complicated sensors are being manufactured; they
cover more than the basic function, containing sensing, signal conditioning and converting all in one package.

In this chapter, in order to clearly communicate the sensing function, the majority of sensors will be single
element sensors that output electrical signals—voltage, current or resistance. But also, closely coupled to
sensors with electrical outputs, sensors are included that use magnetic fields for their operation.

Temperature Sensors

Oral Temperature s Normal

. . body
Everyone, sometime or another, has had the need to find out their body tempera- igi y/  temperature (°F)
ture or the body temperature of a member of their family. An oral thermometer -9 9856
like the one shown in Figure 3-1 was probably used. Liquid mercury inside of a %

glass tube expands and pushes up the scale on the tube as temperature increases.

The scale is calibrated in degrees (°F—Fahrenheit in this case) of body tempera-

ture; therefore, the oral thermometer converts the physical quantity of temperature

into a scale value that humans can read. The oral thermometer is a temperature | Figure 3-1: Oral
sensor with a mechanical scale readout. thermometer

Indoor/Outdoor Thermometer

Another temperature sensor is shown in Figure 3-2. It is a
bimetal strip thermometer. Two dissimilar metals are bonded
together in a strip that is formed into a spring. The metals ex-
pand differently with temperature; therefore, a force is exerted
between them that expands the spring and rotates the needle as
the temperature increases. The thermometer scale is calibrated
to known temperatures—boiling water and freezing water. These
points establish a scale and the device is made into a commercial
thermometer with Fahrenheit (°F) and/or Celsius (Centigrade—
°C) scales. The one shown in Figure 3-2 is for °F. The outdoor
thermometer is another type of temperature sensor that converts
the physical quantity of temperature into a meter reading easy for
humans to see and interpret.
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Sensors

Thermocoup|es Pilot light keeps thermocouple
heated. It also lights burner gas
A thermocouple is another common when thermostat in house
demands heat.
temperature sensor. A place to find one Burner Thermocouple gas expands
is in a natural gas furnace in a home \ 7 _ due to pilot light heat.
similar to that shown in Figure 3-3.1t ~  [=b2- o 4 nitial button is pressed to open
. . . — Valve A to the pilot light and
controls the pilot light for the burners in L heat thermocouple.

the furnace. The thermocouple is a closed
tube system that contains a gas. The gas
expands as it is heated and expands a Household
diaphragm at the end of the tube that is in  Furnace
the gas control module.

v ﬁ? Gas Pilot Light
> supply Gas Control Module
Expanded diaphragm from

expanded gas keeps Valve A
open.

The system works as follows: A button Figure 3-3: A residential furnace pilot light control

on the pilot light gas control module is

pressed to open valve A to initially allow gas to flow to light the pilot light. The expanded diaphragm of

the thermocouple system controls valve A; therefore, the button for the pilot light must be held until the
thermocouple is heated by the pilot light so that the gas expands and expands the diaphragm. The expanded
diaphragm holds valve A open; therefore, the pilot light button can be released because the pilot light heat-
ing the thermocouple keeps the gas expanded. Since the pilot light is burning, any demand for heat from the
thermostat will light the burners and the house is heated until the demand by the thermostat is met.

A thermocouple that puts ¥~ Sealed o

out an electrical signal Hot joint N o

as temperature varies is junction Metal #1 || reference
junction

shown in Figure 3-4. It
is constructed by joining
two dissimilar metals.
When the junction of the
two metals is heated, it Temperature
generates a voltage, and
the result is a temperature
sensor that generates millivolts of electrical signal directly. The total circuit really includes a cold-junction
reference, but the application uses the earth connection of the package as the cold reference junction.

|

|

[

I

7

Metal #2 :
I

V - Voltage in mV

Figure 3-4: A bimetal thermocouple

There may be a need to amplify the output signal

from the sensor, as shown in Figure 3-5, because Sensor
h ] litud bei d Physical with QOutput Voltage Output
the output voltage amplitude must be increase — Voltage Amplifation |

to a useful level. This is the subject of Chapter 4, ™Y Output

signal conditioning.

Voltage Voltage

ope . . Signal Conditioning
Silicon-Junction Diode
Figure 3-5: A sensor output signal may have to be

Another sensor that produces a voltage directly increased to a useful level by amplification

as temperature varies is a silicon-junction diode.

The characteristic curves for its forward and reverse voltage with current are shown in Figure 3-6. The for-
ward current versus forward voltage for positive voltages increases little until the forward voltage reaches
+0.7V, then it increases rapidly. Here the forward resistance is very small—in the order of 50 € to 80 Q.

The reverse current for negative reverse voltage is 1,000 times and more smaller than the forward current. It
stays relatively flat with reverse voltage until the magnitude reaches the reverse breakdown voltage. When
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the junction is reversed biased
below the breakdown voltage,
the reverse resistance is very
large—in the order of megohms.
The forward voltage and reverse
breakdown voltage decrease
as temperature is increased;
thus, the diode junction has a V. — Reverse Voltage — V
negative temperature coeffi- 30 25 20 15 10 5
cient. The forward voltage has a sscf,- =~~~ °
much smaller voltage variation |
with temperature than does the \':‘cj;’:;e :
|
|
|
|

-

- N W H OO N OO O

25°C

—AVe

Negative temperature
AT(0) ] p

coefficient

Ir — Forward Current — mA

"0507 10 15
V¢ — Forward Voltage — V

reverse breakdown voltage. The  breakdown
reverse current below the break- —
down region can also be used

for a temperature sensor. A rule
of thumb for the reverse current
is that it doubles for every 10°C
rise in temperature. The reverse L 100

conditions are used for tem-
perature sensors, but the most Figure 3-6: Silicon P-N junction characteristics

|r — Reverse Current — pA

common is to use the forward
voltage change.

Example 1. Temperature Coefficient

Using Figure 3-6, calculate the temperature coefficient of the forward voltage of the diode and show
that it is negative. The forward current I; = 5 mA.

Solution:
T°C \A
25 1.02V
50 0.70V Temp Coefficient = AV/AT = -0.32V/25°C = -0.0128V/°C
A=25 -0.32V
Thermistor

A thermistor is a resistor whose %
value varies with temperature. <Jr

> 300Q @ -50°C

Figure 3-7a shows the charac- ] J y
. . . 201

terl.stlcs of a thefrmstor readily g 40 RS#271-0110 Thermistor
available at RadioShack. Two | 30-

. . . [0}
circuits for the use of thermis- £ 20]
tors are shown in Figure 3-7. 2 7] 10k — V.,

o . (] b
Figure 3-7b uses the thermistor & 0] 2009 Vou {
in a voltage divider to pro- — L

3 -50 -25 0 +25 +50 +75 +100+125 =
dgce a varying voltage qutput. Tomp °C
Figure 3-7c uses a transistor
to amplify the current change a. Characteristics b. Voltage ouput  c. Current output
provided by the thermistor as Figure 3-7: Thermistor temperature sensor
TEAM LRN
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Sensors

temperature changes. In some micromachined thermistors, the resistance at 25°C is of the order of 10 k€.
One of the disadvantages of using a thermistor is that its characteristics with temperature are not linear. As
a result, in order to produce linear outputs, the nonlinearity must be compensated for.

Angular and Linear Position
Position Sensor—Fuel Level

In Chapter 1, Figure 1-2, an automobile fuel gauge was used to demonstrate an analog quantity. That same
example will be used, as shown in Figure 3-8a, to demonstrate the sensing function. The complete sensor
consists of a float that rides on the surface of fuel in a fuel tank, a lever arm connected to the float at one
end, and, at the other end, connected to the shaft of a potentiometer (variable resistor). As the fuel level
changes, the float moves and rotates the variable contact on the potentiometer. The schematic of Figure
3-8b shows that the potentiometer is connected across the automobile battery from +12V to ground. The
variable contact on the potentiometer moves in a proportional manner. When the contact is at the end of the
potentiometer that is connected to ground, the output voltage will be zero volts from the variable contact
to ground. At the other end, the one connected to +12V, there will be +12V from the variable contact to
ground. For any position of the variable contact in between the end points, the voltage from the variable
contact to ground will be proportional to the amount of the shaft rotation.

Calibrating it as shown in Figure 3-8c completes the liquid-level sensor. At a full tank, the float, lever arm
and potentiometer shaft rotation are designed so that the variable contact is at the +12V end of the poten-
tiometer. When the tank is empty, the same combination of elements results in the variable contact at the
ground level (OV). Other positions of the float result in proportional output voltages between the variable
contact and ground. As Figure 3-8c shows, a three-quarter full tank gives an output of 9V, a half-full tank
will give an output of 6V, and a one-quarter full tank will give an output of 3V. Thus, adding a voltmeter to
measure the voltage from the variable contact to ground, marked in liquid level, completes the automotive
fuel gauge. Sensors that convert a physical quantity into an electrical voltage output are very common. The
output voltage can be anywhere from microvolts to tens of volts.

Voltage (V) Analog Of Fuel Level

o
W
* J_ Ground
= Fuel Gauge
(Maltmetar)
On Dashboard
Patantiomater 12v
(Variable Resistor) x =z Ballary Full
3
Liquid /4 Full
Level 1/5 Fyl
- Float moves potentiometer contact /a Ful

contact to ground.

and controls signal voltage.
® f f f f
DY O‘l oV 3V 6V 9V 12V
L < v

— - Voltage from variable
= 0 volts = Empty
s 6 volts = 1/2 Full

o = 12 valts = Full = 25|o/° 50|o/° 75|% 10:)%
Voltage is analog of fuel level. Shaft rotation
a. Physical circuit b. Schematic of circuit c. Fuel level conversion to
Courtesy of Master Publishing, Inc. voltage—calibration

Figure 3-8: Position sensor—fuel level gauge
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Hall Effect—Position Sensor

The Hall effect is shown in Figure 3-9a. E.H. Hall discovered it. If there is current in a conductor and a
magnetic field is applied perpendicular to the direction of the current, a voltage will be generated in the
conductor that has a direction perpendicular to both the direction of the current and the direction of the
magnetic field. This property is very useful in making sensors, especially when a semiconductor chip is
used for the conductor. Not only can the semiconductor be used to generate the Hall voltage, but additional
circuitry can be built into the semiconductor to process the Hall voltage. As a result, not only are there linear
sensors that generate an output voltage that is proportional to the magnitude of the magnetic flux applied,
but, because circuitry can be added to the chip, there are sensors that have switched logic-level outputs, or
latched outputs, or outputs whose level depends on the difference between two applied magnetic fields.

Hall Effect—Switch

Figure 3-9b shows a Hall-effect
switch and its output when used as

a sensor. When the magnetic flux
exceeds Boy in maxwells, the output
transistor of the switch is ON, and
when the field is less than g the
output transistor is OFF. There is a
hysteresis curve as shown. When the
output transistor is OFF, the magnet-
ic field must be greater than zero by
B before the transistor is ON, but
will stay ON until the magnetic

field is less than zero by B

The zero magnetic field point

can be “biased” up to a particular
value by applying a steady field

to make B, = Bsrpapystare-
Hall Effect—Linear Position

A linear Hall-effect sensor is
shown in Figure 3-9c. Its output
voltage varies linearly as the
magnetic field varies. When
the field is zero, there is a
quiescent voltage = V. If the
field is +P (north to south),
the voltage V, increases from
Vo if the field is - (south to
north), the voltage V, de-
creases from V. The supply
voltage is typically 3.8V to
24V for Hall-effect devices.

Magnetic
Field

The Hall Effect:
If a conductor has a current in it, and a
magnetic field is applied perpendicular
to the direction of the current, a voltage
(the Hall voltage) is generated in a
direction perpendicular to both the
current and the magnetic field.

a. Hall effect

=

Output Voltage
|~ Hall-Effect Vor
Sensor
v 2 (switch) )
B,y -
B f
Magnetic I - Vo
Field -V, o+ T 0 T
— Vs — Borr Bon

b. Hall-effect sensor switch Magnetic Field — B maxwells

Output
Voltage

}

Sensitivity:

Quiescent Vo, when B =0

-B 0 +B

c. Linear Hall-effect sensor

Figure 3-9: Hall-effect sensors
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Hall Effect—Brake Pedal Position

A brake pedal position sensor is shown in Figure 3-10a. A Hall-effect switching sensor is used. Stepping on
the brake moves a magnet away from the Hall-effect sensor and its output switches to a low voltage level
turning on the brake light. When the brake is released, the magnetic field is again strong enough to switch
the output V,, to a high level, turning off the brake light.

Hall Effect—Linear Position Sensor

In Figure 3-10b, as the magnet is moved over the sensor the magnetic field produces an output V, that is
proportional to the strength of the field. The linear output voltage can be converted to a meter reading that
indicates the linear position of the assembly that moves the magnet. Amplifying V, can increase the sensi-
tivity of the measurement.

Hall Effect—Angular Position Sensor

A round magnet, half North pole and half South pole, is rotated in front of a linear Hall-effect sensor as
shown in Figure 3-10c. As the magnet turns the magnetic field varies and produces an output V, that is pro-
portional to the angular rotation. V, can be converted to a meter reading calibrated in degrees of rotation.

Hall Effect—Current Sensor

Current in a wire produces a magnetic field around the wire as shown in Figure 3-10d. If the wire is passed
through a soft-iron yoke, the soft iron collects the magnetic field and directs it to a linear Hall-effect sensor.
The magnetic field varies as the amplitude of the current varies, which produces a corresponding propor-
tional V, from the linear sensor, and, thus, a sensor that detects the amplitude of the current. An alternating
current is shown in Figure 3-10d; therefore, the voltage V, will be an alternating voltage. V,, is detected in
Figure 3-10d using an oscilloscope.

Hall-Effect +V
Sensor

Brake off Linear movement

e —

Pivot O NIs]
Vo Meter reads
\ Brake on position
Brake Hall-Effect _/_
pedal Linear Sensor
a. Hall-effect position sensor (switch) b. Linear position sensor
e
Soft iron o
yoke Oscilloscope
. \Magnetic
e otation | inear field ‘%’
W /' Hall-Effect Sensor t o
l__.
t/ Linear 1T
Hall-Effect =
Sensor
c. Angular position sensor d. Current sensor

Figure 3-10: Hall-effect sensor applications
TEAM LRN
23



Chapter Three

Rotation

Variable Reluctance Sensor

Figure 3-11a shows the physical setup of an electromagnetic sensor that produces a continuous series of
voltage pulses as a result of time-varying changes of magnetic flux. The magnetic flux path in Figure 3-11a,
called the reluctance path, is through the iron core of the wound coil, through the cog on the rotating wheel
and back to the coil. When the cog on the wheel is aligned with the iron core, the concentration of flux is the
greatest. As the cog moves toward or away from the core of the coil, the concentration of flux is much less.
Anytime magnetic flux changes and cuts across wires, it generates a voltage in the wires. The voltage pro-
duces a current in the circuit attached to the wires. As a result of the rotation of the wheel and the cog past
the coil, a series of voltage pulses, as shown in Figure 3-11b, is generated. The time, t, between the pulses
varies as the speed of the cogged wheel varies. Counting the pulses over a set period of time, say, a second,
the speed (velocity) of the cogged wheel can be calculated. The variations of the speed can be calculated for
acceleration, and of

course, the presence Rotating

£ pul th cogged wheel  These teeth could be
oI pulses means the on shaft small magnets or have
wheel is in motion. ) magnetized inserts | -
The disadvantage of air gap /Klv?und coil o

: iron core urns

such a sensor is that ( El % ]L }L J{
there is no signal at ( ((( ((( ((( (((( \4, § v | )
zero speed, and the B ¥ o vl v o

. T © v X . Ve
air gap between the S = 1 ) i

gap . . “_ Magnetic _--"-~ S time —»

mechanical moving " flux lines ~
part and the coil core a. Physical setup b. Voltage output

must be small, usually
equal to or less than
2-3 centimeters.

Figure 3-11: Variable reluctance rotation sensor

Example 2. RPM
A variable reluctance sensor outputs 120 pulses in a time period of 3 seconds. What is the rpm (revolu-
tions per minute)?

Solution:
rps (revolutions per sec) = 120/3 = 40 x 60 sec = 2400 rpm

Magnetoresistor Sensor

A magnetoresistor sensor changes its resistance proportional to the magnetic flux density to which it is
exposed. It is made of a nickel-iron (Permalloy) which is deposited as a thin film onto a semiconductor
surface. It requires special fabrication of conducting strips on high-carrier mobility semiconductors such as
Indium-Antimonide or Indium Arsenide. The basic principle is shown in Figure 3-12a. The thin film is de-
posited in a strong magnetic field that orients the magnitization M in a direction parallel to the length of the
resistor. A current is then made to pass through the thin film at an angle 0 to the M direction. If the angle is
zero, the thin film will have the highest resistance. At an angle 0, it will have a lower resistance. When an
external magnetic field is applied perpendicular to M, then 8 changes and the resistance changes. This is the
basic principle that produces a resistance change when a magnetic field is applied and allows the use of the
thin film device as a sensor.
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Figure 3-12b shows the = |—|Vcc
change in resistance as the 9‘;» Magnetization M
angle 0 of the current in T T 7. T T T T T T T T T . Applied
relationship to M varies baaring Re field
: Applied magnetic field a— | -~
One of the advantages of L. -~
. . . a. Basic principle -—
using magnetoresistor is
. Out Out
that other semiconductor AR + M -
circuits can be fabricated
on and in the same semi- Linear
conductor substrate. The (I R
resistor element is usually '
placed in a Wheatstone ; " } ; i L]
. . -90° -45° 0°  45°  90°
bridge circuit in order to 0 Angle Gnd
make a more sensitive b. Change of resistance with 6 angle c. Physical construction
measurement. (Wheatstone bridge)

Such a physical layout is
shown in Figure 3-12c.
There are shorting bars deposited over the film to direct the bias current at an angle equal to 45°. This is to
put the quiescent point in the center of the linear region of operation of the response curve of Figure 3-12b.
When V. =5V, the bridge sensitivity can be as much as 15 mV per Oersted of an applied field.

Figure 3-12: Magnetoresistor sensor

Pressure

Piezoresistive Diaphragm

The physical construction of a pressure sensor is shown in Figure 3-13a. A fluid or gas under pressure is
contained within a tube the end of which is covered with a thin, flexible diaphragm. As the pressure in-
creases the diaphragm deflects. The deflection of the diaphragm can be calibrated to the pressure applied to
complete the pressure sensor characteristics.

Modern day semiconductor technology has been applied to the design and manufacturing of pressure sen-
sors. A descriptive diagram is shown in Figure 3-13b. The thin diaphragm is micromachined from a silicon
substrate on which a high-resistivity epitaxial layer has been deposited. The position of the diaphragm and
its thickness on and in the substrate is defined using typical semiconductor techniques—form a silicon di-
oxide on the surface, coat it with photoresist, expose the photoresist with ultraviolet light through a mask to
define the diaphragm area, and etch away the oxide and silicon to the correct depth for the thin diaphragm.
The assembly is then packaged to allow pressure to deflect the diaphragm.

Silicon etched [}
Silicon  away in this area Rx
oxide ) Metal contact \
Thin flexible '—'_| / j:‘;
/ diaphragm ‘£‘ w f
- Fluid or :\\P/ Diaphragm Silicon Thj 71;. h \ High-resistivity
—  gas under B under wafer in diaphragm epitaxial layer
- pressure  [{/ pressure deflect under
pressure and
changes resistance
a. Sensor principle b. Micromachined silicon resistor c. Wheatstone bridge

Figure 3-13: Micromachined pressure sensor
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Using integrated circuit metallization techniques, the thin diaphragm, which changes resistance as it
deflects, is connected into a Wheatstone bridge circuit as shown in Figure 3-13c. This provides a very
sensitive, temperature compensated, measuring circuit. Ry in the circuit is the thin diaphragm resistance ex-
posed to pressure. R, R,, and R, are similarly micromachined resistors but they are not exposed to pressure.
As temperature changes all the resistors change in like fashion because they are located very close together
on the small semiconductor surface and have the same temperature coefficient. As a result, the sensor is
temperature compensated. And since the resistors are very close together on the substrate, and are machined
at the same time, they are very uniform in value.

The Wheatstone Bridge

How does the Wheatstone bridge of Figure 3-13c work? The sensing voltage, V,,, is measured across the
bridge from point A to point B. V, = 0 when the bridge is balanced and is at its most sensitive measuring
point. The circuit is analyzed as follows:

The voltage from point A to ground is:
V,=Ry/(Rx +R;) xV
The voltage from point B to ground is:
Vi =R/(R, +R)) xV
When the bridge is balanced, V, = Vi and
Ry/(Ry+Ry)XxV=R/R,+R,) xV
Cancelling V on both sides of the equation,
Ry/(Rx +R;) =R/(R, +R,)
and transposing,
Ry(R; +R,) =R;(Rx + Ry)
or
R«R,=R R, because R|Ry cancels on each side of the equation.
Therefore,
Ry=R;xR/R,
At balance, the unknown resistance is equal to R, times the ratio of R, to R,.

As Ry changes, the bridge will become unbalanced and a voltage, V,,, other than zero results. The voltage,
Vo, is calibrated to the pressure to complete the sensor characteristics. Pressures from 0-500 psi (pounds
per square inch) can be measured with such a pressure sensor. If R, R,, and R; all equal 10 k€, when Ry
varies from 10 k€ to 20 kQ, the output voltage will be approximately from 10 mV to 20 mV per 1 kQ of
resistance change. One of the advantages of the silicon substrate sensors is that other integrated circuits can
be in and on the silicon to provide signal conditioning to the voltage output, V.

Example 3. Wheatstone Bridge Characteristic Curve
In the Wheatstone bridge of Figure 3-13c, R1 = R2 = R3 = 10 kQ and Ry varies with pressure from
10 kQ to 15 kQ. Plot the change in voltage, V,,, against the change in resistance, Ry. Make V = 1V.

Solution:
Vo=V, -V =V(R/(Ryx + R;)) —R/(R, + R,)) = V(R/(Rk + 10 kQ) — 0.5)
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R, R, + 10 kQ R/(Ry + 10 kQ) v,
10k 20k 0.5 0
11k 21k 0.524 0.024
12k 22k 0.545 0.045
13k 23k 0.5652 0.065
14k 24k 0.5833 0.0833
15k 25k 0.600 0.100

Plot these numbers on an X and Y axis with X =V and Y = Q and the characteristic curve of output
voltage against resistance is obtained. The output voltage can then be calibrated to pressure to give a
characteristic curve of voltage against pressure.

Capacitive Touch Diaphragm

The capacitive touch diaphragm sensor has the same micromachined structure as that shown in Figure 3-13b.
However, its sensor principle, shown in Figure 3-14a, is different. The thin micromachined diaphragm

is deflected as previously, but now the deflected diaphragm is designed to touch against a dielectric layer
attached to a metal elec-

. — Fluid or ‘
the diaphragm and the —»  gas under A~ Asthe pressure increases, the
—  pressure 5 C deflection of the diaphragm

’

5
trode. It forms a capacitor Thin diaphragm Thin diaphragm L
and as pressure increases no pressure 2 deflects under pressure g
. ’ L —~ Metal electrode ,569

the capacitance between ¥ g
|

o

metal electrode, separated against the surface of the

) O Y againstth
by the dielectric, increases 1 dielectric increases C L
linearly with pressure. dielectric in & linear fashion. pressure — psi
The characteristic curve is

shown in Figure 3-14b. a. Sensor principle b. Capacitance
vs. pressure

Both of the microma-

chined sensors fabricated Figure 3-14: Capacitive touch pressure sensor
from silicon have —40°
to +135° operation. For very extreme operating Photon
conditions of aircraft and automotive applica- Reverse Biased Of Light
tions, there is a capacitive sensor with a ceramic :\ : / Diode Chip
diaphragm that deflects into a cavity. Its capaci- = N i \ | o P .
tance again increases with pressure. Cathode . S i s O || Anode
= 1 AV I
Light Sensors et L8
& e NS
Light Basics (Review) ° 3 i \ s
A brief review is presented of the principles of I N Freel Eloction
light and detection by photodiodes and phototran- v &

sistors. For a more thorough review refer to Basic -———+| -
Electronics', Chapter 11. Figure 3-15 shows

how a reverse-biased photodiode has its reverse Figure 3-15: A reversed-biased photodiode light sensor
leakage increased by light shining on it. Photons, Courtesy of Master Publishing, Inc.

Ammeter

' Basic Electronics, G. McWhorter, A.J. Evans, © 1994, Master Publishing, Inc.
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which are particles of light that are high-frequency electromagnetic waves, are absorbed in the reverse-biased
diode depletion layer. They produce free electrons and holes that increase the reverse current. The more pho-
tons, the higher the intensity of light, the more energy is absorbed, and the larger the reverse current. Thus,
the photodiode is a light sensor with a variable current output.

The Electromagnetic Spectrum

The electromagnetic spectrum is divided into radio waves and light waves by frequency. Light waves are
further divided by into infrared, visible, ultraviolet and X-rays. The spectrum is either expressed in fre-
quency or wavelength. Wavelength is the distance that an electromagnetic wave travels through space in
one cycle of its frequency. Since distance is velocity multiplied by time, wavelength can be expressed as the
velocity of electromagnetic waves multiplied by the time of one cycle of frequency f. Since the accepted
speed of light is 186,000 miles per second or 300,000,000 meters per second, this is:

Adin meters) = 300,000,000 meters/sec x 1/f(in seconds)
or, A(in meters) = 300/f(in MHz)
If visible light (white light) is passed through a White light is a mixture

prism, as shown in Figure 3-16, the visible light ~ ©of photons of different
wavelengths.

separates into its color components. The frequen- ~_
P . . 11 Glass Prism
cy of visible light is from 400 million megahertz w
1. . avelength of \
to 750 million megahertz. The wavelength is from il ,/‘ Shorter wavelengths and

750 nanometers (10~) to 400 nanometers. Light ™~ -~ energy toward violet end
X . of spectrum.

sensors extend into the infrared frequency range

below visible light and into the ultraviolet light

frequency range above visible light. Cadmium

sulfide sensors are most sensitive in the green K( / / / \ \ \\\
light region of visible light, while solar cells and | YA | A |
phototransistor sensors are most sensitive in the INFRARED R ranan o B el AL

. . lo] !
infrared region. (o

Photoresistor Sensor

Frequency (MH,)400 x 10° 750 x 108
A sensor that changes resistance as light is shined A (meters) 750 x 107 400x10°
on it is made from Cadmium Sulfide (CdS), a Figure 3-16: Visible light—its frequency and wavelength
semiconductor that is light sensitive. The char- Courtesy of Master Publishing, Inc.

acteristics of one available at RadioShack are

shown in Figure 3-17a. In the dark with no light shining on it its resistance is greater than 0.5 MQ. With
one footcandle of light shining on it, its resistance is 1700 €2, and the resistance is reduced to 100  when
100 footcandles of light shine on it. Circuit applications are shown in Figure 3-17b. It can be used to change
resistance values, to provide a sensor with a voltage output, or as a sensor supplying current to a load.

Example 4. Photoresistor Application

Use the circuit of Figure 3-17b that provides a voltage output. The resistor R1 =200 €2. What is the voltage
out, V,, when the supply voltage is 10V and the light shining on the sensor is 15 Ftc and 100 Ftc?

Solution:
Fe R R R*R Vo
15 800 Q2 200Q 1000 200/1000 x 10 =2V
100 100Q 200Q 300 200/300 x 10 =6.67V
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Dark
5o
Y Ri+R
—_ T \ =
10 20 30 40 50 60 70 80 90100110120 \ Voltage output
Light-Footcandles (Ftc) \
a. Characteristics
Current
Figure 3-17: Photoresistor sensor Source = b. Circuit applications
Solar Cell
- Network of
. . . Doped silicon narrow metal ANODE

The solar cell is again a semiconduc- crystal wafer strips on top . )

. . .. .. with cathode forms anode «I——— Light shines
tor PN junction that is light sensitive.  contacton contact 3—— between

. bottom. " CATHODE 3 narrow

It is made up of an N-type substrate, as <:| ol anode

. . . . tacts.
shown in Figure 3-18a, with a very thin —— / contacts
P region over the top surface. Most of Mageified
the thin P surface is covered with nar- Section Of

. Waf
row strips of metal that form the anode e

of the PN diode. A whole network of
the narrow strips are interconnected
on a silicon wafer to provide increased
current output at the

Very thin p region at
top surface is nearly
transparent.

a. Physical structure
Courtesy of Master Publishing, Inc.

PN-junction voltage. The Solar Cells Ry

back of the silicon wafer 300 at zfi'r']g T 1T 1=

is coated with metal to < 250 \ gbso\:n? Coils in parallel

form the cathode of the < 200 for increased |

diode. Light shining on £ 150 - - T -y Cellsin
the surface of the solar © 100 | series for
cell generates a maximum %0 — — — *V increased V
voltage of about 0.55V. 0.1 0.2 0.3 0.4 0506

Under load, the average Voltage — Volts

voltage output is approxi- b. V-1 characteristics I N I IS

mately 0.5V. A common
characteristic curve of voltage plotted
against current is shown in Figure 3-18b.

Solar cells can be applied in circuits, as
shown in Figure 3-18c, by paralleling the
cells for increased current output, or by
connecting the cells in series for increased
voltage output. Individual 2 x 4 cm solar
cells are available at RadioShack that pro-
vide 300 mA at 0.55V, or there are enclosed
modules that provide up to 6V at 50 mA.

c. Circuit applications

. Solar Panel f
Figure 3-18: Solar ( clarraneiontoo

cell light sensors

Diode prevents reverse
current when battery

voltage is higher than
solar panel output V

d. Trickle charge for RV coach batteries
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A very common application for RV motorhomes is shown in Figure 3-18d. A solar panel is mounted on the
roof of a motorhome and connected as shown to trickle charge the coach batteries when the RV is parked
and under light load. Sunlight generates the voltage to supply the trickle current, which helps keep the bat-
teries from discharging. Many units are available with power ratings from 2 to 50 watts.

Phototransistors

Figure 3-19 allows a quick review of the operation of bipolar transistors, both NPN and PNP. Recall that for
an NPN grounded emitter

stage shown in Figure

3-19a the emitter is tied  NPN 1}
to ground, and for active 3
operation, the base volt-
age is at +0.7V above
ground and forward-

Collector

current, controlled

by base current,
flows across reverse-
biased collector-base
junction

Forward-biased
emitter-base
junction just
like diode
Collector current,

controlled by base
current, flows across
reverse-biased

Forward-biased
base-emitter junction
just like diode

collector-base

. S A e ot
biases the base-emitter c He_joncion_
junction. The collector & le=lg+lg VO
: I Transist -
voltage is at a positive Gurrent {hy=1e lo = frels
Gain T Normal _lc
voltage above ground ' sympol  OF  fee= 7
(+5V) so the collector- a. NPN operation b. PNP operation

base junction is reverse
biased. When there is a
current into the base, I, across the forward-biased base-emitter junction, a higher collector current, I, flows
across the reverse-biased collector-base junction. There is a current gain through the transistor equal to the
collector current divided by the base current, I./I;. As shown in Figure 3-19, the current gain is hg;. Every-
thing is the same for the operation of the PNP transistor except the voltages are all negative with the emitter
tied to ground. The hy is the same

parameter as for the NPN. Vo
. . . Light

A phototransistor, a transistor designed ~ intensity lo

supplies

to be activated by light, has the same base y\\\ c ._I
basic operation as the NPN and PNP current
N
E

Figure 3-19: Bipolar transistor operation

Light Intensity

100%
80%
60%
40%
20%
10%

Resistive Load Line

lc—mA

transistor described except it has no
base connection. Its wide base junction
is left exposed to light. Phototransis-
tors are most sensitive to infrared light.
The symbols and voltages are shown in 5, Symbol and operation b. Characteristic curves
Figure 3-20a. Light rays that impact the
base-emitter junction effectively produce %
base current that activates the phototran-
sistor. Through transistor action a larger o C Y
collector current is produced. As shown
by the characteristic curves of Figure
3-20b, more light intensity produces
more collector current.

T T T T T T T T
L
= Vee — Volts

Relay
Contacts

Ragust

Relay Coil

A phototransistor can be coupled to the
base of a driver transistor, as shown in
Figure 3-20c, in order to make a linear

c. Linear or logical output d. Relay driver

Figure 3-20: Phototransistor light sensor
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driver or a logic-level driver. If a logic-level driver for ON-OFF applications is needed, Ry;,s and Ry, are
eliminated and the R ,,;ysr used to set the desired sensitivity. Ry, and Ry set the operating point for Q, to
obtain linear operation of the driver. Figure 3-20d shows a phototransistor sensing the presence of light to
make a logic-level driver for a relay. The presence of light closes the normally-open contact to the center
terminal to activate a connected circuit.

LED Light Source

Even though a light-emitting diode
(LED) is not a sensor, it is a very

important light source for light sen- Material AR Color
sors. An LED is a forward-biased Indium Phosphide 9850 Infrared
1 1 : Gallium Arsenide 8980 Infrared
se.mlconduCtor diode as shown in Gallium Arsenide Phosphide 6500 Orange
Figure 3-21a. LEDs are made from Gallium Phosphide 5650 Green
Gallium Nitride 4000 Purple

special semiconductor materials
other than silicon, but still have
the same type of junction char- a. Schematic b. Typical LEDs
acteristics. When a rated amount
of current is passed through the
forward-biased diode it emits light. The amount of current, I, through the diode can be adjusted by choosing
the value of R when a given voltage, V, is used. The forward-biased voltage across the diode is approxi-
mately 0.5V, positive (+) on the anode and minus (—) on the cathode.

Figure 3-21: LED light sources

Various LEDs, the materials used to make them, and
the color of their light output are shown in Figure

3-21b. The Wavoelength in this case is given g Pho;z;;;cna\slistor L—Infrare d Light —»

in Angstroms (A), where an Angstrom is 10-"° g :i: 1 )— 8960

meters. When LEDs are used for light sources for © g VisibleLight = !

phototransistors, the LED wavelength should be £ 0o 0y A X

matched to the phototransistor. For example, Figure & 77 %03 ¢ | o

3-22 shows the relative output from a phototransis- 0 4000, L A

tor using an LED as a source. An infrared LED with i | e | s | o a0 1oon 1100 :ﬁanometers

a wavelength of 898 nanometers (8980A) provides
almost three times as much output from the photo-
transistor as an LED with an orange light output of
650 nanometers (6500A).

Figure 3-22: LEDs as light sources for a
phototransistor sensor

Example 5. Wavelengths of LEDs
What is the wavelength in meters of the LEDs whose wavelength is given in Angstroms (A)?

Solution: (a millionth of a meter (micron) equals 10,000A)

A microns (divide by 10%) meters (divide by 109) nanometers(10~°)
9850 0.9850 0.9850 x 10 985
8980 0.8980 0.8980 x 10 898
6500 0.6500 0.6500 x 10 650
5650 0.5650 0.5650 x 10 565
4000 0.4000 0.4000 x 10 400
TEAM LRN
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Other Sensors

The expansion of the types of sensors into modern day applications is almost mind boggling. The advent of
micromachining using semiconductors and semiconductor fabrication techniques, and the ability to provide
a sensor and its associated circuitry to signal condition the signal all in one package has expanded the types
and variety of types of sensors. For example, in automotive and aircraft, there are sensors for mass air flow,
exhaust gas and its properties, engine knock, linear acceleration, just to name a few. In fact, in the modern
automobile there are over 100 sensors per car’. Such application explosions testify to the importance of the
sensor in electronic circuitry.

Summary

Sensors of all types have been described in this chapter. The devices that convert an analog physical quan-
tity into forms of energy that humans can understand and interpret. The sensors in this chapter had outputs
of electrical signals—voltage, current, resistance, capacitance. Because the output signals are going to be
used in other electronic circuitry to provide signals that can be converted to digital signals, changes must be
made to the sensor output signals to adapt them to further use. That is the subject of the next chapter—sig-
nal conditioning.

Chapter 3 Quiz
1. A sensor:
a. senses an output quantity and inputs an electrical signal.
b. senses an output electrical signal and inputs a physical quantity.
c. senses an input quantity and outputs an electrical signal.
d. senses an output physical quantity and outputs a physical quantity.
2. Magnetic fields:
a. are not important to the operation of sensors.
b. play an important part in the operation of many sensors.
c. are harmful to the operation of sensors.
d. are generated by all sensors.
3. A thermocouple:
a. senses temperature.
b. senses voltage.
c. senses current.
d. senses impedance.
4. Silicon P-N junctions:
a. use the reverse voltage variations to sense current.
b. use both forward junction current variations for sensing voltage.
c. don’t use the junction voltage variations to sense temperature.
d. use the forward voltage variations to sense temperature.
5. A thermistor:
a. 1is a sensor that varies temperature as voltage is applied.
b. is a sensor whose resistance varies with temperature.

2 Sensorsysteme fur das Auto, Klaus-Dieter Linsmeier, ©1999, verlage moderne industrie.
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10.

11.

12.

13.

c. isasensor that has a linear variation with temperature.

d. 1is a sensor that varies temperature as current is applied.

In a Hall-effect sensor:

a. avoltage is generated that is in the same direction as a current and a magnetic field.

b. avoltage is generated that has no relationship to the direction of an applied current or
magnetic field.

c. avoltage is generated perpendicular to the direction of a current and perpendicular to the direc-
tion of a magnetic field.

d. needs only a magnetic field for its operation.

Semiconductors are particularly useful for Hall-effect sensors because:

a. other circuits useful for processing the sensor signal can be built into the semiconductor.

b. they are isolated from the sensor.

c. they can be manufactured in one step.

d. there is no other way to make the sensor.

Hall-effect sensors can be used to sense:

a. linear position.

b. angular position.

c. current.

d. all of above.

A variable reluctance sensor:

has zero output when the magnetic field is not changing.

depends on time varying changes of a magnetic field.

has high output when the magnetic field is not changing.

doesn’t need a magnetic field.

a and b above.

c and d above.

A magnetoresistor sensor:

changes its resistance proportional to the magnetic field flux density to which it is exposed.

changes its voltage output as a result of a magnetic field.

changes its current output as a result of a magnetic field.

doesn’t require a magnetic field.

Mlcromachmed Sensors:

a. are processed with micro machines.

b. are machined using computer-controlled machines.

c. are processed using semiconductor manufacturing techniques.

d. don’t need accurate machining techniques.

Micromachined sensors:

measure pressure by applying a magnetic field.

measure pressure by changing resistance.

measure pressure by removing a magnetic field.

measure pressure by changing capacitance.

a and c above.

b and d above.

The photo diode:

a. is not sensitive to any light.

&

N

po o
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14.

15.

16.

17.

18.

19.

20.

b. is a light sensor whose output does not vary with light intensity.

c. is alight sensor with a variable current output.

d. 1isalight sensor with a variable voltage output.

The light spectrum:

a. is below 400 megahertz.

b. extends from infrared on the low end to ultraviolet on the high end.

c. isabove 1,000 million megahertz.

d. is variable, not constant.

Wavelength:

a. 1is the distance that an electromagnetic wave travels through space in one cycle of its frequency.
b. is not a distance but a speed.

c. isnota speed but a velocity.

d. is a measure of time.

A sensor that changes resistance when light is illuminates it is:

a. photo current sensor.

b. photo voltage sensor.

c. photo impedance sensor.

d. photo resistor sensor.

Solar cells:

a. are semiconductor PN junctions that are sensitive to light.
b. can be connected in parallel to increase current output.
c. can be connected in series to increase voltage output.

d. aabove.

e. all of above.

A phototransistor, a light sensitive transistor:

a. has normal base, collector, emitter connections.

b. has the base and collector connected together.

c. has no base connection.

d. has the base and emitter connected together.
Phototransistors:

a. are most sensitive to infrared light.

b. are most sensitive to ultraviolet light.

c. are most sensitive to 100 MHz light.

d. are most sensitive to 10 MHz light.

LEDs (light emitting diodes) when used as light sources:

a. may be used as random light sources for phototransistors.
b. should be matched to their phototransistor sensor.

c. are not important to phototransistor sensor applications.
d. are not reliable light sources.

q0c
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Introduction — — — —
© © T
Signal conditioning, as the s I~ N I I IS Q i
. . . 1 !
name implies, means modify- E EI‘: ||3 : | ! E ? D N
. X . N A U . D s
ing the signal, changing its Nesl| S || G T || b | ot Digital o Digital v _f o L1 G T |5 [wouT
s c . . N | Processing, 1Processing, N I U
characteristics, adjusting it to | A O Ccl . ' ' vl © A O °
Y N N ' LN
the needs of the application. G LA . 3 - 4 I E
. . R
This may mean an increase g 2‘; s
or decrease in the magnitude — — — —
of the voltage signal, or an a. Sensor to digital b. Digital to transducer

increase (or decrease) in the
magnitude of the current
signal, or a change in the ability of the signal to provide power. As shown in Figure 4-1, the signal condi-
tioning function fits in two places in the chain from analog input to analog output. First, it is in the chain
from sensor to the analog-to-digital conversion, second, it is in the chain from the digital-to-analog conver-
sion to transducer. One of the most important electronic circuits to satisfy the signal conditioning function
is the amplifier.

Figure 4-1: Signal conditioning function

Amplification
. . . P-CHANNEL N-CHANNEL
An electronic circuit ilo e
called an amplifier is OFF OFF
DEPLETION
used when a voltage oo e
or current signal needs ~ BIASTUANS OF . .
. . s D
to be increased in + o — - — £
. . - wl
amplitude. An amplifier 3 %are " A B £ CoNTROLS
. L D - DRAIN 3
can be a single circuit ~|a +|a z ACURVED | “~
. . . ON ON < - | i
with a single active — & HOnLNEAR AT ZQ’ES It?)
. . w
device (transistor), or MODE — GATE BIAS e gm
. . TURNS ON >
it can be a combina- S 5 S 5 8
tion of circuits with + — - " GATE-SOURCE VOLTAGE (+ OR —)
many active devices. a. Schematic symbols of MOSFETs b. Characteristic curve of field-effect
Recall that in Chapter transistor
3, Figure 3-19a, the . . . .
. . Figure 4-2: MOS (metal-oxide semiconductor) field-effect transistor
bipolar NPN transistor

; : Courtesy of Master Publishing, Inc.
operation was dis- urtesy of ublishing,

cussed, and in Figure 3-19b, the operation of a bipolar PNP transistor was discussed. There are also various
types of field-effect transistors as shown in Figure 4-2a. These are called MOSFETSs (metal-oxide semi-
conductor field-effect transistors). There are N-channel and P-channel devices that operate in the depletion
mode or the enhancement mode. The characteristic curve of a field-effect transistor (FET) is shown in
Figure 4-2b. A voltage from gate to source controls current from source to drain. Recall that for the bipolar
transistors of Figure 3-19, a current into the base-emitter junction controls the collector-to-emitter current,
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while for field-effect transistors, a voltage from gate to source controls the current from drain to source.
To understand the operation of an amplifier and how it might be used, an amplifier will be designed, and
its characteristics examined, using a single NPN bipolar transistor in a common-emitter circuit. Common-
emitter means the input signal is applied between base and emitter, and the output signal is taken between
collector and emitter. The emitter is a common point between the two.

Bipolar NPN Amplifier

The design begins by choos-
ing a device and looking at
its characteristics shown in
Figure 4-3a. The amplifier is
going to be a “small-signal”

NPN Common-Emitter
Characteristic Curves

© © Load Line

e C>—

10 v N & =01mA
A~ \/ 1,=0.08mA
o] N/  ,=006mA

Input signal varies base
current from no-signal of 0.06
mA to maximum of 0.08mA
and minimum of 0.04mA

Collector Current—I in mA
©
]

linear amplifier. “Small- al A I,=0.04 mA oo BmA_ oo
signal” means that the 2] L . Lp=002mA 8mA -~ 0.06mA
operating point will be set so —paspd Qbegting Pomt ® ~.

that amplified output signals 2 46 8 1 14 16 18 20 h ?mA

will be exactly the same Collector-to-Emitter Voltage-V. in Volts amA ime e

as the input, with minimal 2. Characteristic curves sgilggtf?(r)ﬁ]u;roe_r;ti |
distortion, but increased in of 6 mA to maximum

of 8 mA and minimum

amplitude. “Small-signal” of 4 mA

means that the input signal
amplitude only deviates the
signal a small portion away
from the steady-state oper-
ating point. As a result the

amplification properties do

not lose their linear qualities.
The operating point—the no- Figure 4-3: Point “A” is steady-state operating point set by bias
Courtesy of Master Publishing, Inc.

b. Output signal

c. Measuring circuit

signal steady-state operating
point around which the small-signal ac signals vary—is chosen by some simple guidelines'.

1. The operating point should be within the linear portion of the characteristic curves.

2. Vg should be approximately 0.5V .

3. Emitter-to-ground voltage should be 10% to 15% of V.

4. Base-to-ground voltage will be approximately 0.7V greater than the emitter-to-ground voltage.

The amplifier is going to be used in automotive applications so the supply voltage, V., will be equal to
+12V. The operating point is going to be set at point A, the biased operating point shown on the characteris-
tic curves of Figure 4-3a. When there is no signal, point A says that the collector current will be 6 mA and
the V. (voltage from collector to emitter) will be 6V.

Characteristic Curves

Look at the characteristic curves of Figure 4-3a. What do they mean? They were taken using the measuring
circuit of Figure 4-3c. In this circuit, the base current, I, can be set to different values. The voltage V; can
be varied, and the collector current, I, can be measured. I is set to 0.02 mA (20 microamperes) and V is

U Basic Communications Electronics, J.W. Hudson, G. Luecke, ©1999, Master Publishing, Inc., Lincolnwood, IL.
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varied from O to 20V. The heavy-line characteristic curve marked I; = 0.02 mA is traced as I is measured
during the variation of V. As I is increased in 0.02mA steps and V is varied, the other characteristic
curves will be plotted.

The transistor will operate across these characteristic curves as driven by a signal that varies its base current
and as regulated by the value of V. At the operating point chosen (A), I = 6 mA and I; = 0.06 mA, thus,
as shown in Figure 4-3b, the steady-state common-emitter current gain (hg;) equals 100 at this point. Small
I; changes produce I changes that are 100 times greater. The current gain, hg, is called a large-signal or
DC current gain. There is an AC current gain, hg,, that is used for small-signal AC circuit analysis. It may
vary from the hy; value because the variation of I is in very small increments.

Biasing

The operating point A is set at its operating characteristics by biasing

the circuit. There are a number of biasing circuits: fixed-current I bias,
voltage-divider bias, collector-feedback bias. This design will use voltage-
divider bias. The circuit looks like the one in Figure 4-4. The resistor Ry
is placed in the circuit to provide negative feedback. This feedback and its
effect on circuit performance will be discussed when op amps and oscil-
lators are discussed. For now, the presence of Ry in the circuit gives the
circuit more stability against changes in temperature or parameter values.

The Actual Design Figure 4-4: NPN common-
Here are the design parameters that have been set: emitter small signal amplifier
Vee =12V
[c=6mA

hg; = The NPN transistor chosen has a specified minimum of 50; its actual hFE is 100.
Ve = 0.7V for a silicon transistor
V= 1.0V (about 10% of VCC)
Ve =6V

1. The first step is to solve for R; :

Since V=6V,
Vee IR = Vg
12- (6 mA xXR;) =6V

therefore,
12-6=6mA xR,

and R, =6V/6 mA =6V/6x 1073
R, =1x10°=1000Q =1k Q

2. The next step is to solve for Ry:

Since in any transistor with reasonable gain, I is a small fraction of I, and since I = I + I, the approxi-
mation that I, is equal to I is reasonably accurate.

Therefore,
Ve =Rgle
Therefore,
Rg = Vy/le
or Ry =1V/6 mA = 1V/6 x 107 = 0.166 x 10°= 166 Q
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Resistors are manufactured in standard values of 150 € or 180 €. For this design R; = 150 €, and the
actual V; = 0.9V thatis: (6 x 107 x 0.15 x 10" =0.9V).

3. The next step is to solve for Ry:

One of the rules for voltage-divider bias is that the current, I,, through the divider should be at least 10
times the maximum base current. The maximum base current, I, is:

Igmax = Io/Mpginy = 6 MA/50 = 0.12 mA
Thus, I, = 1.2 mA and the value or R, can be calculated since:
Vi =V + V=07V + 0.9V = 1.6V
and
R, =Vy,/I, = 1.6V/1.2mA = 1.33 x 10° = 1330 Q
A standard value is 1300 €, so R, = 1.3 kQ
4. The next step is to solve for R;:
R, in the voltage divider bias circuit will have the following current:
L[ =L+I;,=12mA+0.12 mA = 1.32 mA
Since Vg, = 1.6V, the voltage across R, is:
V@ =12V =V, =12-1.6 =104V
Therefore,
R, =V /I, =10.4V/1.32 mA = 7.88 x 10°= 7880 Q
8,200 Q is a standard value, so R, = 8.2 kQ

The designed amplifier circuit using a 2N2222A transistor is shown in Figure 4-5. Its operating points are
on the “load line” shown in Figure 4-3a.

Bmax

5. The next step is to calculate the voltage gain.
The voltage gain? of a the common-emitter amplifier circuit shown in Figure 4-5 is:
Ay = (R, x 1;)/0.026
where: R; = total load resistance (R, in parallel with any load across R,)
Iz = DC emitter current in mA.
I; = Ic (approximately)
Substituting in the equation:
Ay=(1x10°%x6x107%)/2.6 x 102 = (6 x 10%)/2.6 =2.3 x 10> = 230
The voltage gain in dB is:
DB = 20log,,Ay = 20log,,230 = 20 x 2.76 =47.2 dB
The voltage gain is 230 or 47.2 dB.

2 TIbid.
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Amplifier Frequency Response

Not only must an amplifier amplify the voltage or current changes
of an input signal, but it must be able to accurately reproduce
these signals as the signal frequency changes. The capability of an
amplifier to handle the signal over different frequencies is called
its frequency response. An example of the frequency response of

a common-emitter amplifier similar to the one in Figure 4-5 is
shown in Figure 4-6. It is a graph of an amplifier’s gain, A,, plotted
against frequency with the input signal amplitude held constant

as the signal frequency is varied. With the input signal amplitude
constant, the output signal should remain constant if the gain, A,,
remains constant. The gain does remain constant in the midband as

Vec=+12V

o

Figure 4-5: 2N2222A common-emitter

small-signal amplifier

shown in Figure 4-6. However, for frequencies greater than fj;, the so called high-frequency corner frequen-
cy, the gain reduces as the signal frequency increases. This is due to circuit and device capacitance that is in
parallel with R, . A, is reduced by 3 dB from its mid-band value at frequency f};. The 3 dB point is also the
frequency at which A, has reduced to 0.707 of its midband value. For the amplifier in Figure 4-6, f is

about 5 to 7 MHz.

Gain A, extends  ssis

When the amplifier is a DC ampli-

T T T
| <«—— mid-band

[
—

fier, the midband value of A, will

to zero for
de amplifier\{ :
A

extend down to zero frequencys;
however, if the amplifier only ampli-

Mid-band gain, A,
A
|
- - —\«\ - -] 0.707 A,
// Fall off of gain

fies AC signals, A, will reduce as the

due to parallel
capacitance across

R, to ground

capacitor Cy,

fy, f, is the frequency where A, is fl

: : of gain
signal frequency is lowered bel.ow e e :
f;, the low-frequency corner. Like coupling . / |
|

I
I
[
I
I
1
f”: f.— The low-frequency

-3 dB (or 0.707) of its midband

dB
1Hz 10Hz 100Hz 1.0kHz 10kHz 100kHz 1.0MHz 10MHz 100MHz

corner frequency where

. . . .. Frequenc th inis 3dB | th
value. This reduction in gain is due auency Afagt"::;d'_sban g oan
to the coupling capacitors and ca- Ay, =2010g; Vo

o Vin fy— The high-frequency

pacitors across the emitter resistors
used in AC amplifiers. For Figure
4-6, f, is about 30 to 40 Hz.

frequency response

Example 1. Corner Frequencies

Figure 4-6: Common-emitter amplifier

corner frequency where
the gain is 3 dB less than
A, at mid-band.

Show that the —3 dB point on a frequency response curve with a mid-band gain of 40 dB is the same

point where the gain is 0.707 of the mid-band gain.
Solution:
Since the mid-band gain in dB is A, = 20log10 V,/Vy, then
40 = 20log,,Vo/Vin
2 =log,Vo/Viy
10 = Vo/Viy
100 = V,/Vy, the mid-band gain equals 100
If the —3 dB point is 0.707A, then the point is at A, = 70.7

Therefore, A, = 20log,,70.7
A, = 20 % 1.85
A, = 37dB
37 dB is —3 dB down from the mid-band gain of 40 dB.
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For amplifier applications, it is very important to know the frequency range of the input signals that are to
be handled and to examine the mid-band frequency range from f; to f;; so that the proper amplifier can be
used for an application.

Coupling

DC Coupling

When one circuit, such as the one in Figure 4-5, does not provide enough gain, circuits can be cascaded—
coupled together—to provide more gain. The means of coupling are shown in Figure 4-7. Figure 4-7a
shows a DC amplifier using two amplifier stages. The overall gain is equal to the first stage gain times the
second stage gain. That is one advantage of expressing the amplifier gain in dB. The dB values of gain of
each stage can be added to get the total gain in dB. The effect on frequency response is also shown. With
DC coupling the amplifier has constant gain down to zero frequency. Special care must be taken in the
design because the DC voltages couple from stage to stage so the proper operating voltages on the base,
collector and emitter must be incorporated in the design.

AC Coupling

Figure 4-7b is AC coupling. A capacitor, C. is used to couple the signal from the first stage to the second
stage. There also is a capacitor, Cg, that is used to bypass the emitter resistor of second stage. The coupling

capacitor prevents the DC . 2V

voltages of stage 1 to couple
through to stage 2, as they “ A'
do in the DC case of Figure

4-7a. AC coupling allows
the use of identical stages,

makes the design easier, and £ :

even provides higher AC § T

gain because the effect of Stage #1]  Stage #2 freq—» Stage #1 Slage #2 fregq—
the negative feedback of Ry a.DC coupling b. AC coupling with C

is eliminated at frequencies
above f;. Below f;, using Ry
and C. coupling causes a
reduction in gain.

Figure 4-7c¢ shows how

inductance can be used to £
reduce the high-frequency S

<
response because of the frea—>

Stage #1] " Stage #2 Stage #1 " Stage #2 treq.—p

d. Transformer coupling

increase in inductive reac- o
c. AC coupling with L jor

tance, and yet still maintain '
response at the low end down (also DC coupling) 2
to zero frequency. Figure
4-7d shows transformer cou-
pling. Transformer coupling

Light-
Emitting
Diodes

Light-wave
Coupling

provides DC isolation, but ‘V

needs the AC time varying 3 \

signal for its operation. The Figure 4-7: Types of coupling | <

frequency response is like a between amplifier stages Stage #1 L Stage #2 freg—>

capacitor-coupled amplifier. Courtesy of Master Publishing, Inc. e. Optical coupling
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Coupling Using Light

Figure 4-7e shows coupling using light. There is complete isolation between stage 1 and stage 2 using light
coupling. The case shown uses a transistor to modulate the current through the LED, whose light emission
is detected by a photo transistor. The light media can very easily be a fiber-optic cable.

When choosing an amplifier for an application, examine the transistor characteristic curves, know the type
frequency response required and whether operation is required down to zero frequency, and determine if
more than small-signal operation is needed.

Example 2. Cascaded Gain
Show than an amplifier with three stages each with a gain of 20dB per stage has an overall gain of 1000.
Solution:
A gain of 20 dB is

20 dB = 20log,,Ay

1 =log,Ay

Ay =10
Three stages have overall gain of 10 x 10 x 10 = 1000. It is interesting to note that the dB addition of
20 + 20 + 20 = 60 dB for the overall gain. Therefore,

60 = 20log, Ay

3 =log Ay

10° = A,

1000 = Ay

Small-Signal vs. Large Signal

Return to Figure 4-3a, the common-emitter characteristic curves for the NPN transistor. The straight line plot-
ted on the characteristic curves is a “load line” for the 1 k€2 load resistor used in the design of the amplifier
stage of Figure 4-5. It represents the variation in collector voltage that occurs when collector current changes
due to variations in base current. The operating point A is on the load line. If base current increases, the volt-
age drop across the 1 kQ load resistor increases and the collector voltage is decreased. If the collector voltage
is reduced to zero, the transistor would be shorted, and the operating point would be at point C. If the collector
current is zero, the transistor is cutoff, and the operating point is at B. The operating point A is the no-signal
steady-state operating point. When an input signal is applied that varies the base current a small-signal incre-
ment of 0.010 mA each side of the operating point A, the changes in the collector current will be 100 times
(minimum of 50) greater or 1 mA. The collector voltage will swing 1V each side of the operating point A.

As shown in Figure 4-3a, an input signal is applied that varies I from 0.04 mA to 0.08 mA. The collector
current varies from 4 mA to 8 mA as a result, and

the collector voltage varies from 4V to 8V. There is

a much larger output voltage swing, but the signal is ~ Smal-Signal /\/\\/\\/ Linear operation
still linear and not distorted. As the operation of the
amplifier changes to a “large-signal” mode and more | 5rge-signal ARy /\ [\ Linear operation
input base current change is supplied, the operating U \/

point on the load line runs into the nonlinear portion : -

of the characteristic curves, point D, and distortion of A AN ﬂ ﬂ .

the output waveform occurs. The distortion is shown  -arge-Signal VAVAY U U Distorted output

in Figure 4-8. It is very important to the application,
if linear operation is what is required, that the input

signal does not drive the output of the amplifier into Figure 4-8: Linear small-signal and large-signal, and
the distortion region. large-signal distorted operation
TEAM LRN
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The signal range from small-signal until distortion at the output occurs is called the dynamic range of the
amplifier. Unless the circuit is designed to operate outside the linear region, make certain amplifiers have
enough dynamic range for the application.

Classes of Amplifiers

Figure 4-9 is the same sort of plot of characteristic
curves as Figure 4-3a, but it defines the classes

of amplifier circuits that can be designed. The
operating points on the load line and the operating
waveforms are shown. The small-signal amplifier
of Figure 4-5 at point A is called a Class A ampli-
fier because the operation is totally linear—exact

reproduction of the input at the output. < B\v”"/_" [> A

A Class B amplifier operates at point B on the load Ve ~Colector-to-Emitter Valtage —V

line. It is linear when it operates, but it operates Figure 4-9: Bias points of various classes of

only for 180° of the input cycle. This is a very im- transistorized amplifiers Courtesy of Master Publishing, Inc.
portant class for power amplifiers—amplifiers that

must supply large amounts of current and have, at the same time, significant voltage swings.

Inputs ’gl';ggfg Outputs

BIASED
LOAD LINE. OPERATING
POINT

~ Collector Current —~ mA

A Class AB amplifier, as shown in Figure 4-9, has an operating point on the load line that is between Class
A and Class B. It is used to eliminate crossover distortion in linear power amplifiers and in tuned amplifiers
for communications circuits.

A Class C amplifier operates on the load line at a point where the transistor is cutoff and must be driven
into conduction by the input signal. As shown in Figure 4-9, collector current flows for only a small portion
of an input cycle. Class C amplifiers are used extensively in resonant tuned circuit amplifiers to provide
outputs over a narrow band of frequencies, usually radio frequencies and above.

Field-Effect Transistor Amplifiers

Amplifiers are also designed using field-effect transistors. The symbols for MOS transistors were shown

in Figure 4-2. There are also JFETs (junction field-effect transistors) that are made from semiconductor
junctions rather than a layer of metal over oxide over silicon. They come in P-channel or N-channel devices
operating in the depletion or enhancement mode. Depletion mode transistors have current from drain to
source without any gate-to-source voltage; while enhancement mode transistors do not have any drain-to-
source current unless a gate-to-source voltage is applied. Depletion mode JFETS are the most common type
used for individual transistor amplifier stages. Most MOS transistors are enhancement mode devices.

JFET Characteristic Curves

Figure 4-10 shows characteristic curves of a depletion mode N-channel. The changes in drain-to-source
current, I, are plotted against drain-to-source voltage, Vg, as the gate-to-source voltage, Vg, is varied.
The curves are developed the same way as the bipolar transistor curves of Figure 4-3; however, note that for
these curves, that a change in voltage from gate to source causes the change in current from drain to source.

To design an amplifier, a load line is plotted on these characteristic curves just as for the bipolar transistor.
Before the amplifier is designed several important points are noted. There is a gate-to-source voltage that
is called the “pinch-off” voltage. It is the gate-to-source voltage that starts conduction of drain-to-source
current for enhancement mode transistors, and it is the gate-to-source voltage that causes zero drain-to-
source current in depletion mode devices. Anytime the drain-to-source voltage is above the gate-to-source

voltage by the pinch-off voltage, the transistor is operating in the pinch-off mode. The pinch-off mode
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a. Characteristic curves

Figure 4-10: An NPN JFET transistor (depleting mode)

means the channel within the field-
effect transistor is pinched off and the
drain-to-source current, I 5, remains
essentially constant for further large
variations of drain-to-source voltage,
Vs For depletion mode JFETSs, when
Vs equals zero, the device will be
operating at point X, and the drain
current will be I,¢s. The pinch-off volt-
age and I are important parameters
specified by FET manufacturers.

A N-Channel JFET Amplifier
Design
The JFET amplifier design is again for

a. Choosing R, at
the operating point

VDD

9

> RD

2 R,

[

<

f R2

-V
b. Fixed bias

c. Self bias

+Vppo

Io

{

Vos §h

N

b. Schematic symbols

-1.75V 7.5 3.75mA
-1.25V 5.5 5.5mA
A osv 20  1.75mA

gm= % 3500pmhos

c. Gain & gm

d. Fixed and
self bias

Figure 4-11: An NPN JFET amplifier design

an automotive small-signal amplifier. The device is an N-channel transistor operating in the depletion mode
and the supply voltage is +12V. The design begins by plotting a load line on the characteristic curves of
Figure 4-10. The point A is chosen as the operating point because it is in a nice linear region. At point A,

Ip =4.6 mA, Vgg=-1.5V and V,3 = 6.5V. The load line follows the equation:

Ip = Vpp/Rp — (1/Rp) X Vipe
derived from V3 = Vi, — [;Rp as follows

IpRp = Vpp — Vg

Iy = Vpp/Rp = Vipg/Rp = Vpp/Rpy = (1/Rp) X Vg
Substituting in the values for I, and V¢, Ry = 1,196 ohms.
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The slope of the load line is 1/R},, and the circuit corresponds to Figure 4-11a. Ry, is chosen as 1.2 k€ and
the load line plotted through point A. Easy end points for the load line are determined when I, = 0 then
Vs = Vpp or +12V, and when Vg = 0, I = V,,/R, or 10 mA.

Biasing the Circuit

Figure 4-11 shows various ways of biasing the JFET at operating point A. A combination of fixed and
self-bias shown in Figure 4-11d is chosen for the design. The self-bias requires that the value of Rg be
calculated. It should be noted that with self-bias, the V4 will be reduced by the amount of the voltage de-
veloped across Rg. Looking at the characteristic curves of Figure 4-10, I, will not vary significantly if V4 is
reduced by several volts. The voltage across R is chosen to be +2V. With I, = 4.6 mA, the value of Rg can
be calculated as:

Ry =2V/4.6 mA = 0.435 x 10° =435 Q
A standard value of 430 Q will be used.

Because the Vg voltage must be —1.5V and the source is at the voltage across R, which is +2V, the gate
voltage must be +0.5V. This voltage is provided by the resistor divider of R, and R,. The input impedance
of the JFET is very high so it will not load the resistor divider; therefore, the values of R, and R, can be
quite high to reduce the power dissipation. The voltage across R, = +0.5V and can be calculated as:

0.5V =R,/(R, + Ry)) x Vo, = R/(R, + R,) x 12V
12R, = 0.5R, + 0.5R,

11.5R, = 0.5R,
Transposing,
R, =11.5R,/0.5
R, =23R,

The value of R, is 23 times the value of R,. R, is chosen as a standard value of 47 kQ, and as a result, R,
equals 1.1 MQ. The completed design is shown in Figure 4-12. As noted in Figure 4-10c, for a 0.5V change in
Vs, there is a 2.0V change in Vg and a 1.75 mA change in I, current. The amplifier has a voltage gain of 4.

Example 3. Calculating Ratio of R2 : R1
In Figure 4-11b, if Vpp = +10V and -V = —-10V, what ratio of R, : R, should be used to obtain a V5 =—1.5V?
Solution:
Since Vpp, = +10V and -V =-10V and Vg = —1.5V, then the voltage across R, is:
8.5=R,/(R, +R,) x 20V
8.5R, + 8.5R,=20R,
8.5R, =11.5R,
R,/R, =8.5/11.5 =0.74

+12V
Gm—Transconductance —

There is a parameter, gm, for field-effect transistors called transconduc- 1AMQ 3R, o312k

tance. It is defined as the change in drain-to-source current in amperes
per volt of change in the gate-to-source voltage. It is a change in current,
Al over a change in voltage, AV; or the inverse of resistance. Thus, trans-
conductance has the units of mhos, rather than ohms. For the amplifier of
Figure 4-12, as shown in Figure 4-10c, there is a 1.75 mA change in drain
current for a 0.5V change in gate-to-source voltage. This is a 3.5 mA per Figure 4-12: Completed NPN

volt change or 3500 micromhos for gm. JFET small-signal amplifier
TEAM LRN
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The voltage gain of an amplifier can be expressed as:
Ay =-gmR_

Accordingly, the gain of the amplifier of Figure 4-12 is:
Ay, =3500x10°x 1.2 x 10°=4200 x 10°=4.2

This matches the value computed from Figure 4-10. Examining the equation A, = —gmR, one can see that
the gain can be increased by increasing R, . To do this one would need to increase V. Of course, if gm is
higher the gain is higher. Thus, devices are judged for amplifiers by their gm. Figure 4-2b shows an easy
way to evaluate gm, it is the slope of a line tangent to I ;5 vs Vg curve.

An NPN MOSFET Amplifier

The same characteristic curves shown in Figure 4-10 apply to an enhancement mode N-channel MOSFET
with a couple of exceptions. The gate-to-source voltages are positive and equal to and greater than the thresh-
old voltage, V,. V, is required to start the channel current from drain to source in the enchancement mode.
The characteristic curve that plots on the V4 axis has Vg =V, and any additional curves have Vo=V, + V.
The characteristic curves represent the full V4 voltage, but only the V value above V, is contributing to
enhancing the channel current.

The characteristic curves for the N-channel MOSFET are shown in Figure 4-13. The transistor will be used in
the enhancement mode to design a small-signal amplifier similar to the JFET amplifier. Again, the amplifier
will be used in an automotive application so the power supply voltage is +12V. The operating point is set as
point A, again in the linear region. At point A, Vs = 8V, I,s =3.3 mA, Vgg =6V and V, = 2V. The dotted para-
bolic curve is the locus of points where Vg =V, the component of V4 above V.. The points on the V4 curves
where the V4 curve intersects are the points where the channel goes into pinch off. Operation to the right of
the dotted-line curve is in pinch off; operation to the left is in the triode region. Small-signal linear amplifiers
must operate in the pinch-off region. The load line is plotted for R, = 1.2 k€ just like the JFET design.

‘ ‘ Vos = Vas = Vi
. Vps=Vi+V -V,
<— Triode 4/ V.=V

2 region / el
T || [ /]pTSlape =gn
E 16 \‘-'L\‘\%\e h LT Pinch off
% i (o} VAR reglglon‘ Vs§: +8 Ves=V,+6
O Vs = Vas

12 - . -
g o - 7 ; /sz‘ Vgs=V,+5
g " 1 <1/ T, \oad line ¥ Ves =V, +4
(%] NS
PN ) @ (VRN 4 Vee=V,+3
z \1{/’\ - as = Vit
g — = - 2 Ves=Viv2
124 = =
o T =

2 4 6 8 10 12 14 16 18 20 22 24
| ‘\ Vee =V, = 2V
— <V, Vs Drain-to-Source Voltage (V)

a. Characteristic curve

Point A V,=2V R =12K Point B V,=2V R.=2K
Vas los Vos Vas los Vos
V,+5V=7V 55mA 55V 3mA V,+4=6V  35mA  17.0V 4.5 mA
gm =0 gm ="
V,+4V=6V  3.3mA 8.0V 2v V,+5=7V 5.5 mA 13V 2v
V,+3V=5V  25mA 9.0V =1500 V,+6=8V 8 mA 8V = 2250
A =2v 3mA 3.5V umhos A =2V  45mA 95V umhos
b. Gain and gm
Figure 4-13: An N-channel enhancement-mode MOSFET
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Fixed and Self-Bias

The MOSFET N-channel can be biased, as shown in Figure 4-14a, just like the JFET. The V¢ voltage is
somewhat larger because the steady-state Vg can be much smaller due to the fact that all V44 voltages are
positive. In Figure 4-14a, R, = 1.2 kQ and I, = 3.3 mA; therefore, since I = I,,

Ry=0.5V/33 mA =0.152 x 10°= 152 Q
A standard value is 150 Q so Ry = 150 Q.
To have Vg4 = 6V, the gate must be at +6.5V since the source is at +0.5V; therefore,

R,/(R, +R,)) x 12V = 6.5V
6.5R, = (12 -6.5)/6.5 xR,
R, = 0.846 R,

R, is chosen as a standard value of 470 kQ, which results in a standard value of 390 k€ for R,. The
designed stage is shown in Figure 4-14a.

Drain-to-Gate Bias

Another biasing arrangement that also provides negative feedback is shown in Figure 4-14b. In this arrange-
ment, since gate current is zero, Vg = Vs, and a small increase in drain current causes a small reduction

in V5. The small reduction in V4 is fed back to cause a small reduction in V5, which compensates for the
original increase in drain current. Now, since

Vps =Vgs =V,
It follows that adding a V, voltage to Vg,
Vbs =Vgs = Vi+V, = Vg

As a result, a new parabolic locus of points is drawn on the characteristic curves that represents Vg = Vg,
as shown in Figure 4-13a. In other words, the curve is displaced to the right by the value of V,=2V. Be-
cause of this, the operating point shifts to point C on the load line, and I;,3 = 4.33 mA and Vg3 = Vg = 6.8V.

Gainand g,

Figure 4-13b provides some large-signal voltage gain and gm values for the circuit of Figure 4-14a. The volt-
age gain is 1.75V per V and gm is 1500 micromhos. Calculating the gain by using —gmR,, the voltage gain is

Ay=-1500x 10°x 1.2x 10°=-1.8

The minus sign, of course, meaning a change in phase of the signal. It was pointed out for the amplifier
of Figure 4-12 that using a larger load
resistor would increase the stage volt-

age gain. A new load line using a 2 kQ
resistor is drawn on the characteristic

curves of Figure 4-13. The operating

point is now point B and A, = 4.25V

per V, gm = 2250 micromhos and Input
—gmR; =2250 x 10°x 2 x 10, = 4.25.

The concern with this design is the

increased power supply voltage to +24V

and increased power dissipation when

the operating point is point B where a. Self and fixed bias b. Drain-to-gate bias

Ips = 5.5 mA and Vg = +13V. Figure 4-14: N-channel MOSFET small-signal amplifiers
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Operational Amplifiers

Integrated circuit manufacturers have provided an excellent product—the operational amplifier (op amp)—
to designers of electronic circuits for signal conditioning sensor signals. Many types and varieties are
available for a wide spectrum of applications. System designers that need amplification in their design need
not design an individual amplifier circuit but can use an op amp instead.

The term “op amp” refers to a direct-coupled amplifier that was used initially in analog computers to
perform mathematical computations, while solving real-time control system problems. Op amps are DC
amplifiers that have high gain, high input impedance, low output impedance, and wide bandwidth. Another
significant advantage is that the amplifier’s characteristics can be varied using external components.

Figure 4-15 describes a
general-purpose op amp.

The amplifier has two

inputs and one output. h-
The amplifier output is Vo
normally a linear output = l
voltage, V,, that is pro-
portional to the difference
of the voltage between
the two inputs. Thus, it is
classified as a differential Figure 4-15: General-purpose operational amplifier

amplifier. The two inputs

are identified with a minus and a plus sign. The input with the minus sign is called the inverting input; the
input with the plus sign is the noninverting input. If the noninverting input is more positive than the invert-
ing input, the output voltage, V,,, is positive with respect to ground. Conversely, if the inverting input is
more positive than the noninverting input, V, will be negative with respect to ground. When both inputs are
referenced to ground, and the inverting input is more positive, V, swings negative; when the non-inverting
input is more positive, V, swings positive.

inverting input

l4, > = Input currents

Vp = Differential input voltage

Zn = Input impedance

Vo = Input offset voltage

Ayp = Open-loop differential voltage gain
Zo = Output impedance

Vo = Output voltage

noninverting input

Characteristics

Return to Figure 4-15. The output, V,, can be represented by a generator, E, = Ay, X V), fed to the out-

put through the output impedance, Z,. E, is the input differential signal, V,, amplified by the open-loop
differential gain, Ayp. Z;y is the input impedance, and Vq is the input offset voltage that causes the output
voltage to be displaced from zero volts when there is no differential input signal. Ay, is usually a very large
number (>20,000) in most modern day op amps; therefore, even a very small input signal drives the output
into saturation. This is a distorted output as shown previously in Figure 4-8. As a result, normal operation is
with feedback from output to input to set the gain of the op amp at a particular value.

Setting Gain

Ideal Characteristics

Look at Figure 4-16. A Z = Infinity

resistor, Ry, is connected Lol Ayp = Infinity Inverting Input @
from the output back to the *° A Zo=Zero Vo Ry
inverting input to control v, Vio = Zero Ve TR

(Vo =0when Vy=0)

the gain of the Op amp -° Bandwidth = Infinity

with negative feedback.

Figure 4-16: Op amp with negative feedback and signal to inverting input
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If the output goes positive, as it would for an input signal on A going negative, a portion of the positive
output signal is fed back to the input to cancel part of the input signal. In Figure 4-16, the ideal op amp
characteristics are listed. One of these is Z,y = infinity. As a result, I, = 0; therefore, from Figure 4-16,
L+L=0
Since
I, = (Viy— Vp)/R, and since V, = 0 because I = 0, then
I, =V /R,
and I; = Vo/R; because V, = 0, then
Vi/R; + Vo/R;=0
Vo/R; ==V /R,
and Vo/Vin =-R{/R,
or Ay =-R/R,
The gain of the inverting operational amplifier with feedback, Ay, is determined by the ratio R/R,, both
external components to the amplifier itself.
In Figure 4-17, V yis applied to the noninverting input; therefore,
Vi =Vin—V,, but because V, = 0 since Iy, =0,

Vi =Vin
Therefore,

I, =V/R,
Since,

IL+1L=0, =1
Now,

Vo = Vg + Ve = Vi + IR,
Now, with substitution for Vg, and I,
Vo=V + LR,
Therefore, since I, = Vi /R,

Vo=Vin+ (Vi/R) X R
Vo=V (I +R/R))

Or Vo/Viy=1+R/R,
And thus, Ay;=1+R/R,

The feedback gain, A, for an op amp with the signal on the noninverting input is one plus the feedback
gain of an op amp with the signal on the inverting input. The output is out of phase for the inverting input
and in phase for the noninverting input.

In summary,
For inverting input: Ay =-R/R,
For noninverting input: Ay, =1+ R/R,

Even though the manufactured op amps are not ideal, the parameters are such that making the ideal ampli-
fier assumptions cause very small errors (<0.5%). The above equations, when used for amplifier designs,
will provide circuit performance that is well within the accuracy of other components used.
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Example 4. Calculating Op Amp Gain
Calculate the op amp gain indicated using the values of R; and R, as shown.

Solution:
Rf R1 Inverting Noninverting
1 MQ 10 kQ 1 x 1010 x 10°*= 100 101
870 kQ 56 kQ 870 x 10%/56 x 10°=15.5 16.5
330 kQ 4.7 kQ 330 x 10%/4.7 x 10° =70.2 71.2
100 kQ 3.3kQ 100 x 10%/3.3 x 10° = 30.3 31.3
Op-Amp Power Supplies —
Notice that in Figure 4-16 and Figure V\in
4-17 there are no power supply con- I | o
nections. They were omitted for clarity. T = V‘g/:/ I;\* -®
Most op amps operate from plus and = Vo —o Vy DA =R
minus power supplies, but many manu- " + Vo
facturers now have units that operate Vin ~ _i_
from a single supply. Units that oper- s
ate from dual power supplies, use plus -
and minus voltages of equal value. The Figure 4-17: Op amp with negative feedback

. and signal to noninverting input
manufacturers recommend operating g g Inp

voltages, but most operate over a range of supply voltages. Parameters are tested for guaranteed values shown
on data sheets at a particular power supply voltage.

Op-Amp Offset Correction

Many op amps in the past provided external package pins to N, Offset Null
aid in adjusting the amplifier output voltage for any offset and Compensation [ — Compensation
voltage that might cause the output voltage to be other than Iy - 1 + Ve
zero when the input voltage is zero. The package pins are 2 >_|_ !

. . . . .. Non-Iyy In [ + ] Output
shown in Figure 4-18. Pin #1 and pin #5 are used to inject a 3 6
current into the input stage and adjust V,, to zero when V = Vee [ ] No Offset Null
is zero. A high-value variable resistance is placed across the
pins and the variable contact is fed by a current source. The Figure 4-18: Op amp with offset adjustment
resistance is adjusted until the output voltage is zero. and frequency compensation

iy wveow|  Frequency Response
e % ?L: ist:Z Figure 4-19 shows the typical frequency response of a general-
1o ’:DIFFERENTI a_|o  Purpose op amp like the 741. The maximum open—lf)op ga?n of
AM\P/CL>”L=T|%(\:CE\TE|ON 200,000 is from DC to about 20 Hz and then the gain declines on
108 \ (left scale) 45°  a straight line until the gain equals 1. For this case, R; is infin-
4 ity so the feedback loop is open. When feedback is added, the
102 . .
40} ‘A{: AR | N gain is reduced and the gain vs. frequency curve fits under the
1o (right scale) N 135" open-loop gain response curve. For example, if feedback is added
?' e e 180° SO the amplifier has a gain of 40—shown by the dotted line in
110 100 1K 10K 100K 1M 1OM  Fjoyre 4-]9—then the frequency response is flat out to 100 kHz
f- FREQUENCY - H, before it starts to roll off. If the gain is reduced to 4, the frequency

Figure 4-19: Frequency response of response stays flat until 1 MHz before it starts to roll off.
general purpose OP amp

Ayp DIFFERENTIAL
VOLTAGE AMPLIFICATION
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The phase shift of the output signal is also shown in Figure 4-19. If the amplifier gain were greater than 1
at any frequency and the phase shift were greater than 180°, the amplifier circuit would oscillate at that fre-
quency. One of the parameters where commercial op amps definitely deviate from the ideal specifications is
in the bandwidth. Available op amps are definitely limited to a finite bandwidth.

Frequency Compensation

Frequency compensation is the act of adding external components to stabilize the op amp and keep it from
oscillating. Some op amps provide pin connections to which external capacitance can be connected to
stabilize the op amp. This feature is shown for the package of Figure 4-18. Capacitance is added across the
pins marked “compensation.” When the application demands more and more frequency response and higher
frequency operation, more attention must be paid to circuit layout and lead lengths to keep the op amp from
oscillating. For this reason, op amps with external connection pins for compensation may be a necessity.

Conditioning the Output of a Pressure Sensor

It is necessary to amplify the output signal from a pressure sensor in order to have a voltage great enough to
input it to an analog-to-digital converter. In Chapter 3, the construction of a pressure sensor was shown in
Figure 3-12. Such a sensor is connected to an op amp in Figure 4-20 that is acting as a difference amplifier.
It is amplifying the difference voltage V, — V, identified as V,y in Figure 4-20. There are specific require-
ments for the op amp to be a difference amplifier. The ratio R,/R, must be equal to the ratio Ri/R,. Ri/R,
determines the differential gain. With R;/R, equal to 20 for the circuit, R;/R, must be 20. R, is 2 k€Q; there-
fore, R, is 40 kQ. The reason that R, is 2 kQ is to have the input impedance to the sensing circuit, which

is R, + R,, as high as possible to keep from loading the pressure gauge bridge and causing inaccuracies. R,
tends to be small to allow the gain to be high, but this keeps the input impedance low, which would load the
circuit. There is a compromise here.

The signal from the sensor is normally in millivolts (mV), and the input to the analog-to-digital converter
needs to be 1V or more. If the input voltage is 2 mV and the difference amplifier has a gain of 20, the output
voltage will be V=20 x 2 x 107 = 40 mV. More amplification is needed. Another op amp with the signal fed
to the noninverting input is added with a gain of 41. Its output voltage will be Vo =41 x 40 x 107 = 1.64V.
Op amps are manufactured with dual circuits in a package; therefore, only one IC is used. The power supply
voltages (plus and minus) are
chosen for the convenience
of the application. There are
many op amps that operate

For Differential Amplifier:

Yo _ By, - vy = AV

Vi Ry
from 3—4 volts to 20 volts. R R
R _Rs
Common-Mode Ri R
Ri = Ry + Ry

Rejection

One problem with instru-
mentation amplifier circuits
such as Figure 4-20 is that
the signal output from the
sensor is very small, but

the noise voltage picked up
on the leads connecting the
sensor to the amplifier may
be 100 to 1000 times greater.

Figure 4-20: Amplifying a pressure-sensor output
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An op amp with a high common-mode rejection must be chosen for such applications. Common-mode
rejection means that any signal appearing on both inputs at the same time will not appear at the output.
Only the differential signals will be amplified. Common-mode rejection ratio is:

CMRR = Ayp/Acy

where Ay, is the differential gain and A, the common-mode gain. In decibels,
CMRR; = 20log,,Ayn/Acy

Example 5. Common-Mode Rejection
If an op amp has an Ay, = 100 dB and a CMRR = 80 dB, what is the common-mode gain?

Solution:

CMRR; = 20log,,Ayp/Acy
80 = 20log,,Ayp/Acy
4 = loglO0Ayp/Acy
10 = Ayp/Acu
Aoy = Ay/10*

A More Sophisticated Pressure Sensor Amplifier

Burr-Brown, manufacturers
of op amps, in one of their
application notes?, present
a much more sophisticated
pressure sensor circuit. It is
shown in Figure 4-21. It is
presented here to demon-
strate several other uses of
op amps that are very impor-
tant to signal conditioning
circuitry, and, in addition,
the circuit is designed using
only one power supply. The
circuit uses four op amps,
two in each package. In the
circuit, A, and A, constitute
a two-op-amp instrumenta-
tion amplifier whose output
voltage is:

Vour = VIN(2(1 + R/RT)) + Vour

therefore,

O V+ (4.5V to 36V)

AVDdB

100
5
10°
Ao

10%/10* =

20log,,Vo/Vin
20log,,Vo/Vin
log,,Vo/Vix
Vo/Vin=Avp

10

()

) 1.REF200

* 100uA

0.5V

R,

= :0PA1013

Bridge !
Sensor(

4kQ

,0PA1013

4kQ

R,

10kQ 1%

L!?REFZ

il
I

F(7

LoPAt013 10K 1%

v
10kQ 1%

41\&
vouT

'20PA1013

Figure 4-21: A more sophisticated pressure-sensor amplifier

Vour: 18 the offset voltage at the output when V = 0, or when there is zero pressure on the sensor. For the
circuit shown, because the design required an output from the instrumentation amplifier when the input

voltage was zero, Vo, was set at +0.5V.

3 Burr-Brown, AB-033A Application Note, © 1991, Burr-Brown Corporation.
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Voltage Follower

The +0.5V is set using what is called a voltage follower. The op amp A, is a non-inverting amplifier with

R; =0 and R, equal to infinity; therefore,
Ayp=1+Ry/R, =1
Vo=Vn

It is a unity gain amplifier, and its
configuration is as shown in Figure
4-22. Tts output voltage equals

its input voltage, thus, the name
voltage follower. It has a very high
input impedance and a low output
impedance so it isolates output
from input. It has +0.5V applied to
its noninverting input so it pro-
duces +0.5V at its output.

and

The A, op amp is a similar stage

its gain, Ay is:

Ry
I— it U |
| ! With
Ry ! ' R =0
-\‘v"\/- ---= ! o R‘ = 0o
; ! : R
o
\Y v V$ Vo=V
+ i :
ey = i ¥

Figure 4-22: Unity gain amplifier or voltage follower

but has a finite gain set by R;= 5.8 kQ and R, = 1 k€, so that its gain is:

Ayp=1+58=638

It also has +0.5V on its noninverting input, so that it produces an output voltage of 6.8 x 0.5 = 3.4V. This
output voltage is used as a reference voltage for the bridge sensor and will remain very stable. Op amps

make excellent voltage followers and pro

duce outputs that are isolated from the inputs because of the high

input impedance and low output impedance. They do not have to be unity gain amplifiers.

The component called REF200 in the circuit is one half of a dual constant-current source. It supplies a
constant current of 100 pA. A constant-current source can be a high resistance connected to a power supply;
however, REF200 is made up of active devices that produces a very accurate, stable source of 100 pA. The

100 pA through a precision 5 kQ resistor

produces a very accurate +0.5V required for the circuit.

The gain of the A; and A, op amps, as stated previously, is two times the gain of a noninverting amplifier;

therefore, with Ry = 85 Q and R = 10 kQ
Avp=2 (1 +10x 10%/85 = 2(1
Current Mirror

One other circuit that is useful for signal
be made using MOS or bipolar
transistors, and there are more
elaborate circuits than those shown
in Figure 4-23. In each of these
circuits, the output current is equal
to a constant factor times the input
current. When transistors are made
in integrated circuit form and used
for current mirrors, they are next
to each other, and, therefore, have
identical characteristics.

Q

+118) =238

conditioning is a current mirror shown in Figure 4-23. It can

e

(W/L),
(WD),

lo= |1 lo=l4

W = Channel width
L = Channel length

|"’+

..Hm_o

G
v

a. MOS circuit b. Bipolar circuit

Figure 4-23: Current mirrors
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As a result, the current mirrors produce very accurate outputs vs. inputs. They are used to supply accurate
currents in themselves or to establish accurate voltage references by developing a voltage across precision
resistors. The output current for the MOS transistors turns out to be the input current times the ratio of the
channel width, W, to the channel length, L, of the MOS transistors used in the design.

Example 6. W/L Ratio of Current Mirrors
In Figure 4-23a, if 1, = 50 pA and (W/L), = 4 and (W/L), = 2, what is the value of I, for the current mirror?
Solution:

I, =1, (W/L),/(W/L), where W is channel width and L channel length
Io =50 pA x 4/2 =100 uA for the MOS transistors used in the design.

Applications of Op Amps
Thermocouple Amplifiers

Figure 4-24a shows an amplifier for use with a thermocouple. The thermocouple is connected to the non-
inverting input. A 1 MQ variable resistor is used for R; so that the gain and sensitivity can be adjusted to the
requirements of the application. Short lead lengths and bypass capacitors on the power supply leads may be
required at the highest gain settings.

Solar Cell or Photodiode

Amplifier

Figure 4-24b is an amplifier

for use with a photodiode or |~ 1k L
a solar cell. Again the gain is

adjustable to fit the applica- +

tion. Short lead lengths and
component placement are

important in both of these
applications to make sure the a. Thermocouple b. Solar cell or photodiode

o &

Thermocouple

circuit does not oscillate.

+Veo * Adjust for gain and

Thermistor Ampliﬁer Thermistor sensitivity desired.

*
Figure 4-24c is an ampli- Nt/\«
fier to use with a thermistor
temperature sensor. Beside Adiustfor 2k S<——AAA
a gain adjustment, there is output at 1kQ
a level adjustment to set 2oe
the output at a particular 10kQ
temperature. 25°C might be = =
the temperature for many
applications. °

+
>
I
I
3

\"/
o & l

-Vee
Oscillators c. Thermistor amplifier

Recall that with an op amp,
as shown in Figure 4-25b,

when a signal, v,, is applied to the noninverting input that the output, v,, is in phase with the input signal. If
now the output is fed back to the noninverting input through a feedback circuit, as shown by the dotted box,
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the output signal reinforces the input and the
circuit is turned into an oscillator. An oscil-

lator is a circuit that outputs a continuous 8 Yo
signal, usually at a constant frequency, with é /]
v, = 0. In other words, the oscillator puts out : < S~ 7

. . . . . v | B Frequency L o | U
a continuous signal without having an input. "~ 7 Selective Network |~ ks :

. - r1 o0 M1 e e e === - (<} >

In Figure 4-25, B is the gain of the feedback =
network shown in dotted lines. It either a. Schematic b. Signal waveforms

increases or decreases vy, as it feeds back the

signal from output to input; therefore, Figure 4-25: An oscillator

vi=Bvo

Since v; = 0, v; when amplified by A, produces v, and

Vo =ABvo

or, cancelling out v,

AB=1
The oscillator will maintain an output signal without an input signal when the loop gain is equal to or
greater than 1 and will oscillate at a frequency where the phase from input back to input is 360°.

It so happens, when many amplifiers are built, not enough precaution is taken with component layout so
that part of the output signal is fed back to the input. The circuit oscillates at a sine-wave frequency where
the loop gain is greater than 1 and the phase shift through the feedback loop is 180° or greater. This assumes
that the phase shift through the amplifier stage is 180°. There are many types of oscillators that output
waveforms other than sine-waves—square-wave, triangular waves, pulses of constant width, or pulses that
vary in width, but the principle is the same—the phase shift from input to output to input is 360°, and the
gain is greater than 1 through the feedback loop.

Power Amplifiers

Class A Amplifiers

The small-signal amplifiers that have been discussed are Class A amplifiers—there is current in the transis-
tors, as discussed in Figure 4-9, for 360° of the signal cycle. When Class A amplifiers are used for power
amplifiers, where high current and high voltage swings are required at the same time, there is a large
amount of power dissipated in the amplifier stage itself rather than being delivered to the load. The ef-
ficiency of power transfer to the load is low. The maximum efficiency is 25%, but in practical applications
it usually is only 10% to 20%. As a result, Class AB, Class B and Class C amplifiers are used for power
amplifiers. Because current in Class C amplifiers flows only for a small portion of an input signal cycle,
current pulses are applied to a tuned circuit load resonant at a particular frequency, or over a narrow band of
frequencies. Thus, Class C amplifiers are used for frequency-selective power amplifiers, and most applica-
tions of power amplifier circuits in this book will use Class AB or Class B amplifiers.

Class B

Figure 4-26a is the circuit for a simple complementary bipolar transistor power amplifier. Q, is a NPN
power transistor whose collector is connected to +V . Q, is a PNP power transistor whose collector is con-
nected to —V .. The bases of the two transistors are connected together to V,, the input voltage. When

V, =0, both transistors are off and there is no current through R, , the load, so V, = 0. As V, increases posi-
tively, when Vg, is exceeded, Q, conducts and becomes an emitter-follower with a voltage gain of 1.
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—_ . \!
Vo =V, = Vg results “a“s\zt\% "
. \$
as shown in the so
transfer characteristics v
[¢] +

of Figure 4-26b. As

VBeq,
V, returns to zero and
increases negatively, o—¢ -V, Tl W, S
. V. 11 Veeq,
when Vi, is exceed- i _ '
j)_ Transistor

ed, Q, conducts and 1 saturation ' !
. . = \ v,
it becomes an emit- i

1
ter-follower. V, = —(V, . L

a. Schematic b. Transfer characteristics and waveforms

— Vgeg) as shown in
the transfer character- Figure 4-26: Simple complementary bipolar transistor Class B power amplifier
istics of Figure 4-26b.

Q, is cutoff while Q, conducts; Q, is cutoff while Q, conducts. There is no voltage gain but significant
current gain to provide the power amplification. Each transistor is biased Class B with conduction only over
180° of the input signal cycle. Note, however, as shown in Figure 4-26b, that there is quite a bit of distor-
tion, called crossover distortion, especially when the signal amplitude is small.

Figure 4-27 shows a Class B complementary transistor power amplifier that has the crossover distortion
eliminated. It is eliminated because the transistors are operating in Class AB where each has a small quies-
cent current through it. I, is the current through Q, and I, is the current through Q, when V, = 0. A biasing
resistor, R,, supplies a bias current to the diodes D, and D, to provide a two-diode constant voltage between
the bases of Q, and Q,. Q, and Q, are matched to have the same Vg;. As a result, [, = L.

When the diode voltage drop is matched to the Vi of Q, and Q,, point A in the circuit of Figure 4-27a will
be at Vi, point B will be at 2V, and point C will be at the same voltage as point A, V.. Figure 4-27b
shows the transfer characteristics. When V, = 0, V, = V.. The transfer characteristics are displaced by Vi
and there is no crossover distortion.

The circuit operates as follows: V; increases positively to cause point B to increase to 2V + V, and for V,,
to increase by V.. Since the base of Q, is at V; and its emitter is at Vo = Vg + V,, Q, does not change in emit-
ter-base voltage so I, remains constant, but the current from Q, flows through R; to produce V, across R, as
long as the input voltage is positive. When V, increases negatively it causes Q, to conduct I, through R; . At
the same time, point B is pulled
to 2V — V, and since the out-
putis at Vg — V,, the Vg of Q,
remains constant and I, remains
constant. The output follows V,
due to L,.

+Vee

The output voltage cannot go b
any higher than about

+Vc — 2V for the positive
swing, or =V + 2V for the
negative swing otherwise the
transistors will go into satura-
tion and the output signal will ~Vee

be distorted. Thus, the maxi- a. Schematic b. Transfer characteristics
mum load current, I;, drawn by

R

Figure 4-27: Class AB power amplifier
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either transistor will be (V. — 2V)/R,, and it determines the power output of the amplifier. I; divided by hg
determines the maximum base current that will need to be supplied to the bases when the respective transistor
is driving the output. I, of Figure 4-27a must always be larger than the maximum base current required to
drive the load in order to have a proper design; therefore, using the maximum base current, R can be deter-
mined. Where the efficiency of the Class A amplifier is 10%—-20%, Class B amplifiers can have efficiencies as
high as 78.5%. Usually they average about 60%.

Class B Audio Power Amplifier

A very successful Class B power

amplifier used for signals with fre-

quencies in the audio range is shown in

Figure 4-28. Q, and Q, are biased just T
into conduction with a constant current

supplied by R, from +V .. This design / -+
condition eliminates crossover distor- BQ'T Vi .
tion. The circuit operates as follows: V, L

is applied to the primary of the input
transformer, T,. It has a center-tapped
secondary each side of which feeds a
base of Q, or Q,. The positive-going
alternation of the input signal produces
a positive-going signal on the base of Q,. The resulting base current produces amplified collector current
from Q, in the upper half of the primary of the output transformer, T,. A positive-going output signal ap-
pears across the load resistor, R, , connected across the secondary of the output transformer.

Figure 4-28: Class B transformer coupled audio power amplifier

The negative-going alternation of V,, through the secondary connection of T, produces a positive-going
signal on the base of Q,. Amplified Q, collector current is produced in the lower half of the primary of T,. A
negative-going output signal appears across R;. Q, conducts the power transferring collector current on the
positive alternation of V,, and Q, conducts similar power transferring collector current on the negative alter-
nation of V,. Through transformer action, a positive-going signal appears across R, when Q, conducts, and
a negative-going signal when Q, conducts. Both transistors operate in Class B because they only conduct
for 180° of the input signal. This power amplifier does not amplify DC. It must have time-varying signals
because of the transformer action.

Q, and Q, should be matched transistors so that there is the same quiescent current, I, through each transistor,

and so that they have the same hy. I, should be less than 1mA, but with I, = 1 mA, and a minimum hg; = 40,
Igias = 2Io/hee =2 mA/40 = 0.5 x 107 = 50 pA

With I, R, can be calculated for a given V.. The collector-to-emitter breakdown voltage must be greater

than 2V, and the turns ratio, N¢/Np, must be chosen to match the impedance of the load, R, , to the output

load required on the transistors, Q, and Q,, at the power level desired.

Special Signals

Square Waves from Sine Waves

There are three other special signal-conditioning circuits that are important. The first is a circuit that produces
pulses from a time-varying input signal. As shown in Figure 4-29a, an easy way of producing square waves
from sine waves is to use diodes, either standard diodes or zener diodes. The amplitude of the square waves is
determined by the diode drop. The higher the amplitude of the input signal the squarer the output waveform.
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The use of a comparator is shown in Figure 4-29b. A comparator is essentially an op amp without any feed-
back. Since op amps have very high open-loop gain, any small signal at either input will drive the output
into saturation. A positive signal drives the output to +V . — Vg, and a negative signal drives the output to
—Vee + Vi If a reference voltage, Vy is placed on one input, the switching point will move to V. Control
of the pulse width can be provided by the variation of V. The repetition of the square waves will be at the
frequency of the input.

+Vee = Vaur
Vp=+4V R AN Ve
‘: “” i } L 407V Va=o
Aﬂvﬁ Vi Vv, ":‘=FL, 0.7V
v
1. Diodes ; ; ; ' Comparator Vo + Vau
Ve=+10V i/{ __+V02:Vsa.
+Vg
-V, =
Ve « i
i o AN—-fFY% - 71— -
2. Zener Diodes
Voo + Veu
a. Diode limiters b. Comparator
Figure 4-29: Square waves from sine waves
Trigger Pulses from Square Waves
In many applications there Differentiating Circuit D

is a real need to provide o—
accurate trigger pulses at v c v v v, i
particular times. One of ' ° _?_ 0
the simplest circuits for > 11= 1 1 RCTimeConstant = = =
. .. = = = short with respect
producing sharp timing ot

pulses is the differentiat-
ing circuit formed with
a capacitor and resistor as shown in Figure 4-30. A pulse with a fast rising leading edge passes through C
and appears across R as a sharp rising pulse. The time constant of RC is short compared to the pulse width
t. C rapidly charges and V, goes to zero while the maximum amplitude of the input pulse continues. When
the V; pulse returns to zero, the capacitor again transmits the fast falling trailing edge of the pulse across R,
producing a negative sharp falling pulse. Out of the rectangular pulse of V; both a positive and a negative
timing pulse is obtained. Figure 4-30 shows how the positive pulse is recovered. If the diode, D, is reversed,
the negative pulse is recovered.

Figure 4-30: Producing timing pulses from square pulses

In the circuit of Figure 4-31, the R and C are reversed. Now the circuit is called an integrating circuit. When
V, is a series of pulses, an integrating circuit can produce a DC voltage from the pulses. The resistor now

is in series with the input signal and the capacitor across it. The RC time constant in this case is very large
compared to t. As the fast rising leading edge of the V, pulse is applied, since the RC time constant is large,
C changes slowly and doesn’t reach full charge until the trailing edge of the input pulse. When the trailing

edge of the pulse appears, C tries to discharge, but because of the large RC, C discharges very little.
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The charge and discharge repeats itself and
a waveform with a ripple appears as V.
The V, pulses have been converted to a DC
output voltage.

Op amps can be connected as integrators
and differentiators but are much more
complicated than the simple RC circuits.
They are used in very sophisticated circuits
when needed.

RC Time Constants

I

Integrating Circuit
R

v, . v, RC time constant

IR

tot

Figure 4-31: Integrating pulses into DC signals

long with respect

The concept of a time constant used in the differentiating and integrating circuits is shown in Figure 4-32.
When a time varying voltage, in this case a pulse with a sharp rising leading and trailing edge, is applied to
a capacitor through a resistor, the charge on the capacitor can only change as rapidly as the current through
will allow. For example, for the integration schematic, the voltage across the capacitor cannot change as fast
as the input voltage pulse. It is restricted because the resistor limits the current. The charge on the capaci-
tor builds up at a predictable rate as shown by the curve A in Figure 4-32b. Curve A is the voltage, V,
across the capacitor plotted against T. T is called the time constant and is equal to the ohms resistance in

the circuit times the farads of capacitance in the circuit. As shown by curve A, after one time constant, the
voltage across the capacitor has obtained a value 63.2% of its final value. It takes at least five times the time

constant for the capacitor to be
charged to full value. The value
of voltage on the capacitor in a
given time can be estimated by
knowing the relationship of the

time constant to the pulse width o——
t. For integration, T should be at

least five times t. For differentia- It
tion, where the capacitor must
charge rapidly with respect to t,
T should be only one-fifth t, or
even smaller.

On the trailing edge of the pulse !

—
PU

applied to the integration circuit, IN
the capacitor is trying to dis-

charge. Its voltage can change J_l_ -
It

only as rapidly as the time
constant will allow. Its discharge
is described by curve B in Figure
4-32b. In one time constant, the
voltage has reduced to 36.8% of
its value when the trailing edge
of the input pulse changed. It
takes at least five time constants
for the capacitor to completely
discharge. Applying the curve A

Differentiation — Fast Charging of C

Integration — Slow Charging of C

1.0
0.9
0.8
07 ™~ Charging V VS RC
0.6 63.2%
© 054
> 04+ 36.8%
’ e Discharging V VS RC
@ 0.3
/ 0.2
- Curve i
| \V 0.1
N T T T T T T T
0o 5 1 15 2 25 3 4
T- Time (IN TIME CONSTANTS)
a. Schematics b. Curves

The time constant for the capacitor circuit is:

where: 1t = RC time constant in seconds
R = Resistance in ohms
C = Capacitance in farads

Figure 4-32: RC time constants
Courtesy of Master Publishing, Inc.
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to the voltage across the capacitor when the time constant is such that the capacitor charges rapidly, the
differentiator circuit of Figure 4-30 results. Here the time constant should be such that the capacitor fully
charges in one-fifth of the pulse width. Thus, 5t should be equal to one-fifth the pulse width to allow the
capacitor to charge fully.

By applying curve A and B to a variety of circuits, it is possible to visualize many different signal shapes de-
pendent upon the relationship of the time constant to the time of pulses or time varying signal edges applied.

Example 7. RC Time Constant

a. Using Figure 4-30, for differentiation, 5t must be no greater than one-fifth the pulse width t so that C
charges rapidly. If t = 10 pS, what is the value of R if C = 0.001 uF? Remember T = RC.

b. Using Figure 4-31, for integration, it should take at least 5t to charge the capacitor in the pulse width t.
C charges very slowly. Using the same values of t, and C, what is the value of R? Remember T = RC.

Solutions:
a. 5t = t/5 b. S5t=t
25t =t 5RC = 10x 10°
25RC =t R = 10 x 10%/5C
R = t/25C R =10x10°%5%x1x 10
R = 10x 1025 x 1 x 107 R =2x10°
R = 04 x 10°=400 Q R = 2,000 Q
Frequency Selection

There is signal conditioning that really doesn’t amplify or change the waveform of the AC signal, but
rather it is a frequency selection process. Many analog signals contain a composite of signals with differ-
ent frequencies. In fact as discussed in Basic Communications Electronics,* signals of different frequencies
are mixed together to form a resultant signal that is the sum of the two frequencies or the difference of the
two frequencies. Each of these signals can be processed separately to communicate the information in the
original signals. As a result, there is a need to select out the desired signal by its frequency from companion
signals of different frequencies. Frequency selection signal conditioning is required for this.

Band-Pass Filters

Look at Figure 4-33a. It is the familiar frequency response curve that was discussed for amplifiers. The
mid-band gain of the curve is A, and that gain is maintained out to a frequency of f;, the high-frequency
cutoff point, and down to a frequency of f, the low-frequency cutoff point. At f}; and f; the gain is reduced
to 0.707A. Since at the cutoff points the gain is down —3 dB from the mid-band gain, they are called the
“minus 3 dB” points.

A signal with a frequency much higher than f;, as the curve shows, will be attenuated, that is, it will have
a much lower amplitude; the higher the frequency the larger the attenuation. Similarly, signal frequencies
below f; will be attenuated in amplitude; the lower the frequency the larger the attenuation. Frequencies
from f; to f; will have constant gain and not be attenuated. A circuit that has such a frequency response
curve can be considered a band-pass filter. It passes signals with frequencies in the band from f, to f,; and
attenuates the others.

It can be considered as a circuit that selects signals with frequencies within the band and rejects signals
with frequencies outside the band.

4 Basic Communications Electronics, J.W. Hudson, G. Luecke, ©1999, Master Publishing, Inc., Lincolnwood, IL.
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Low-Pass Filter

Look at Figure 4-33b. Here

the frequency response curve
extends down to zero fre-
quency—DC. The frequency
response of a DC amplifier was
shown previously. Its frequency
response curve looks just like
this. As the signal frequency is
increased from zero, a fre-
quency f., the cutoff frequency,
is reached where the signal
begins to be attenuated; further
increases in signal frequency in-
creases the attenuation. Circuits
that have such a signal frequen-
cy response are called low-pass
filters. Signal with frequencies
below f.. pass without attenua-
tion; signals with frequencies
above f. are attenuated.

High-Pass Filter
Circuits with a frequency

Signal Amplitude

8 10}

2

3 Fo707A
IS L

< C

T 0.05|

2 r

»n L

A= = = = =

0 1K

L

10K 100K 1M

fy

10M

Frequency - Hz

a. Band-pass filter

10 l
- 0.707 A —3dB
C | T
005 | A
: |
C |
- I
0 10 100 0K

3
Frequency — Hz

b. Low-pass filter

8 10k l
2 r -3dB
=1 - 0707 A
£ -
< r S
© -
_5’0.05 - \ A
(7] - |

I~ I

C 1

1K 10K 100K 1M 10M

c

Frequency — Hz

c. High-pass filter

Figure 4-33: Filters are used for frequency selection

response as shown in Figure 4-33c are called high-pass filters. Signals with frequencies below f., the cutoff
frequency, are “not passed” (attenuated), while signals with frequencies above f. are “passed” without

attenuation.

The filters of Figure 4-33a,b,c
can have amplification built in
or they may be circuits built
with passive components that
have no amplification. When
they are used in combination
with other signal conditioning
circuits, they can select signal
frequencies that cover a band of
frequencies above f; and below
fy, or they can pass only signal
frequencies below a frequency
fc, or they can pass only signal
frequencies above a frequency
fc. The rate at which the circuits
attenuate is determined by the
design of the filter.

RELATIVE AMPLITUDE

a. Parallel circuit

-~ Q2~Med Q (30}

Q- High Q (80)

PZO% ~10% f +10% -20%
FREQUENCY

AL C Rs B

b. Series circuit

d. Q of resonant circuits

Figure 4-34: Tuned-circuit filters
Courtesy of Master Publishing, Inc.
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Tuned-Circuit Filters

A special kind of band-pass filter used extensively in communications circuits is called a tuned-circuit filter.
It is used to select out a narrow band of signal frequencies. The tuned-circuit filter is formed by a combina-
tion of an inductance, L, a capacitance, C, and a resistance, R. It is designed at a particular frequency, f,,
called the resonant frequency. The resonant frequency is special because at f, the inductive reactance

(X, =2mrfL) is equal to the capacitive reactance (X = 1/2nfC). When these reactances are equal, as shown
in Figure 4-34, the resonant frequency is given by:

f = l/ 2V LC where L is in henries and C is in farads
The band pass characteristics are shown in Figure 4-34d.

Bandwidth and Q

The frequency response of the band-pass filter is plotted in Figure 4-34d similar to the frequency response
of Figure 4-33, except the frequency separation between f; and f; is very small, within a 20% variation on
each side of f,. The 0.707 attenuation points for f; and f}; are shown. The frequency band between f; and
fy, is called the bandwidth, BW. Bandwidth is defined as the half-power bandwidth—the frequency band
between the —3 dB attenuation points on the response curve.

A means of describing the narrowness of the band-pass filter response is to use a quality factor called Q. Q
= {,/BW and is shown in Figure 4-34d. Note that in the equation, if the bandwidth is very narrow around
the resonant frequency f,, Q will be large. The wider the bandwidth, the smaller Q will be. Figure 4-34d
shows how the response curve varies as Q varies. If the Q of the band-pass filter is known, and f, is known
then the bandwidth can be calculated using BW = £/Q.

Either Parallel or Series Resonant Circuits

A resonant circuit can be either a parallel resonant circuit or a series resonant circuit. Both are shown in
Figure 4-34. Figure 4-34a is the parallel circuit; Figure 4-34b is the series circuit. The equation for f, is the
same but calculating BW is different. Here are the equations for Q:

Series Circuit Parallel Circuit

Q=X /Ryor Q =X/Rg Q=Ry/X, or Q =Ry/X.
R and R, are as shown in Figures 4-34a,b respectively. If the circuit values for L, C, and R are known, fr,
Q, and BW can be calculated. Or if the bandwidth that is desired is known around a frequency f,, then Q,
and the VLC can be calculated. Then L or C can be can be calculated after either one is chosen. Following
L and C, R; and/or Rg can be calculated.
Typical Application of Filters

The typical application of filters is shown in Figure 4-35. A broad bandwidth signal is amplified to in-
crease its amplitude. Then a selection of particular signal frequencies is accomplished by passing the signal
through a frequency selection filter. Some circuits will require a low-pass filter, others a band-pass filter,
others a high-pass filter, and yet others a tuned-circuit filter.

Signal at specific
Broadband frequency or signals over a
Signal Amplifier Filter o  band of frequencies
= v,
I 1
Figure 4-35: Use of filters
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Figure 4-36 is a tuned-circuit
band-pass filter amplifier.

It uses an N-channel deple-
tion mode JFET as the active
device. The tuned circuit in the
drain results in the amplifica-
tion of only a narrow band of
frequencies. The f, and Q of
the circuit can be adjusted to a
wide range of frequencies and
bandwidth limited, of course,
by the frequency response of
the JFET itself. The circuit is a
combination of a tuned circuit
to get the band pass desired
and an amplifier to increase the
amplitude of the signal.

+12V

L1 G1 R3
1.6uH - 10k
N-CHANNEL JFET H 158pF

(Depletion Mode)

G/FD
oFF s mpf102
49 MS

1

L 0.1pF

T

0.01v 20Q

|I|—-o<—°< —

T—AAA

a. Symbol b. Schematic

Figure 4-36: RF-tuned amplifier
Courtesy of Master Publishing, Inc.

Example 8. Bandwidth and Q
If the tuned circuit of Figure 4-36 has X, = 100 Q, R, = 10,000 Q and f, = 10 MHz, what is the Q of

the circuit and the bandwidth?

Solution:

Q =Ry/X, = 10000/100 = 100

BW =1£/Q =10 x 10%1 x 10> = 100 kHz

The resonant frequency of the circuit is 10 MHz. At resonance the load is R3 = 10 k€ in parallel with QX .
The Q of the circuit is 100, the bandwidth is 100 kHz and the voltage gain is 30 dB.

Summary

Signals from sensors need signal conditioning. The prime signal conditioning is amplification. In this chap-
ter, individual bipolar and MOS transistor amplifiers have been explained, followed by op amps and power
amplifiers. Several special signal-conditioning circuits conclude the chapter. In the next chapter, analog-to-
digital and digital-to-analog converters will be discussed.

Chapter 4 Quiz

1. Signal conditioning:

a. leaves the signal unchanged.

b. means to modify the signal to adjust it to the application.
c. does not include amplification.

d. doesn’t occur in the A-to-D or D-to-A chain of functions.

2. Amplification:

a, b, c above.
none of above.
a only above.

mo a0 o

is a signal conditioning function.
is performed by bipolar transistor circuits.
is performed by field-effect transistor circuits.
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10.

The amplifier circuit of Figure 4-4:

has no linear operating range.

has a linear operating range of I; from 0.02 mA to 0.1 mA.

has a linear operating range of V. from 2 to 10 volts.

b and c above.

none of the above.

In a common-emitter bipolar transistor amplifier:

a. the base-emitter junction is forward biased and the collector-base junction is forward biased.
b. the base-emitter junction is reverse-biased and the collector-base junction is forward-biased.
c. the base-emitter junction is reverse-biased and the collector-base junction is reverse-biased.
d. the base-emitter junction is forward-biased and the collector-base junction is reverse-biased.
In a common-emitter bipolar transistor amplifier:

a. the forward-biased base-to-emitter voltage is approximately 0.7V.

b. the forward-biased base-to-emitter voltage is greater than 10V.

c. the reverse-biased collector-to-base junction is approximately 0.7 V.

d. the collector is tied to ground.

Common ways of biasing a bipolar transistor amplifier circuit are:

fixed-current I bias.

voltage-divider bias.

collector-feedback bias.

a, b, c above.

none of the above.

. bonly above.

The voltage gain, A, of a common-emitter bipolar transistor amplifier is, where R, = total load
resistance and I is DC emitter current in mA, and I is DC collector current in mA:

¢ e e oD

0@ @ &S

a. R xI.

b. Ry xIzxI..

c. RI; divided by 0.026.
d. Vp+ Ve

The voltage gain, Ay, expressed in dB is:

a. Ay, =20dB xA,.

b. A, =20log,,A,.

c. Ay =20logl.

d. Ay =10logA,.

The capability of an amplifier to handle signals over a frequency range is:
a. called its frequency response.

b. called its amplitude or gain.

c. called its single-frequency gain.

d. called its linearity.

Cascaded amplifiers:

are amplifiers coupled together to increase the overall gain.
can use different means of coupling between stages.

the dB gain can be added to arrive at overall gain.

b only above.

a, b, c above.

none of above.

mo a0 o
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11.

12.

13.

14.

15.

16.

17.

18.

19.

With AC coupling between stages of a cascaded amplifier:

a. the frequency response does not go down to zero frequency.

b. the frequency response goes down to zero frequency.

c. the capacitance coupling doubles the high-frequency response.

d. the inductance coupling limits the low-frequency response.

The dynamic range of an amplifier is:

a. the signal range that is twice where distortion begins.

b. the signal range that extends beyond distortion.

c. the signal range from small-signal to where distortion begins.

d. the signal range that is 10 dB below the distortion point.

A class B amplifier:

a. operates only for 30° of the input signal cycle.

b. operates only for 180° of the input signal cycle.

c. operates only for 10° of the input signal cycle.

d. operates for 360° of the input signal cycle.

For field-effect transistor amplifiers:

a. achange in voltage from gate to source causes a change in voltage from source to source.
b. achange in current from gate to source causes a change in voltage from drain to source.
c. achange in voltage from gate to source causes a change in current from drain to source.
d. achange in current from gate to source causes a change in current from drain to source.
Transconductance for FETS is defined as:

a. achange in a current as a result of a change in a voltage.

b. achange in a voltage as a result of a change in a current.

c. achange in a voltage as a result of a change in a voltage.

d. none of the above.

Field-effect transistors operate:

in the enhancement mode and depletion mode at the same time.

in the enhancement mode.

in the depletion mode.

b and c above.

a only above.

. none of above.

Ideal operational amplifiers are amplifiers with:

a. zero Zy, infinite gain, zero Z,, infinite bandwidth and zero offset.

b. infinite Zy, infinite gain, zero Z, infinite bandwidth and zero offset.
c. infinite Z, zero gain, zero Z, infinite bandwidth and zero offset.

d. infinite Z, infinite gain, infinite Z,, zero bandwidth, and zero offset.
The frequency response of a general-purpose op amp:

a. increases as the overall gain is reduced to one.

b. stays the same if overall gain is reduced.

c. reduces as the overall gain reduces.

d. none of the above.

When R; =0 and R, = infinity, an op amp becomes:

a. an amplifier with gain equal to infinity.

b. an amplifier whose output voltage equals its input voltage.

c. aunity-gain amplifier.

o a0 o
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d. aonly above.
e. band c above.
f.  none of above.
20. An oscillator maintains an output signal without an external input signal:
a. when its internal gain is at least 1 and the phase of the output feedback to its input equals 360°.
b. when its internal gain is 0 and the phase of the output feedback to its input equals 360°.
c. when its internal gain is at least 1 and the phase of the output feedback to its input equals 180°.
d. when its internal gain is at least 1 and the phase of the output feedback to its input equals 90°.
21. A Class B complementary bipolar transistor amplifier:
a. has no crossover distortion.
b. has crossover distortion.
c. cannot have a circuit that eliminates crossover distortion.
d. none of the above.
22. Diodes are very important:
in forming special signal shapes or timing signals.
in circuits conducting current in both directions.
because they have the same characteristics in the forward and reverse direction.
c only above.
. none of the above.
23. RC time constants are:
a. combinations of inductance and capacitance in circuits.
b. very important in integrating and differentiating circuits.
c. combinations of inductance and resistance in circuits.
d. not used extensively in electronic circuits.
24. A band-pass filter has:
a. alow-frequency and high-frequency cutoff point.
b. only a low-frequency cutoff point.
c. only a high-frequency cutoff point.
d. frequency response down to zero frequency.
25. The Q of a band-pass filter is:
equal to X, /Rg or X/Rq for a series resonant circuit.
equal to R,/X; or R /X, for a parallel resonant circuit.
equal to f./BW.
all of the above.
none of the above.
c only above.

oo o

me a0 o
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Analog-to-Digital and

Digital-to-Analog Conversions

Introduction
. . ONE HUNDRED TWENTY EIGHTS (27)
As this chapter begins to develop SIXTYFOURS (25) &
an understanding of converting an THIRTYTWOS ‘:f’ Binary digit weighted digit position
. . .. SIXTEENS (27) value increases by 2 times over digit
input analog signal to digital codes EIGHTS (23) value to the right.
. .« . FOURS (2
or converting digital codes to analog uost o 21,
N , R . IGNIFICANT
signals, let’s look again at the binary &7 l“ONES @
' ' \ / LEAST SIGNIFICANT BIT
numbering system as illustrated 101100 1 1< ananyNumsen-sviarrs
in Figure 5-1a. This same illustra- '\ Binary digit (called a bit} in each position
. . . . {(1X128)+(0%64)+(1X32)+(1 X 16)+ can only have one of two (binary) values —
tion was shown in Figure 1-5. It is (0X8)+(0x4)+(1X2)+(1x1) = alorat.
repeated here to emphasize again 128 Binary digitis multiplied by digit value at
.. .. . . + 060 each digit position and added to the sum
the digit position weighted value in + a2 to produce total value.
. . +
a binary numbering system. Recall ]
that the binary number is made up T ‘2’
. . N . ¥ :
of Qpary digits gblts) in each digit s a. Binary numbering
position of the binary number. Each
bit can only have two values, 0 or 1. Digit Position Binar Decimal
) g y
Digit Position Value 2! Number Equivalent

Each digit position has a weighted

1 2= 1  x 1 1

value that is the binary digit value 2 2= 2 x 1 2
. . 3 2= 4  x 0 0

of lor0 mult'lp'hed b'y' the welghtefd' 1 % 8 x 0 0
value of the digit position. If the bit is 5 2¢= 16 x 1 16
a 1 the digit position has the weighted 3 ;j 2i . 8 33
position value; if the bit is a 0, the 8 27=128 x 1 128

weighted position value is 0. The total
value of the binary number is the sum
of all the weighted position values. Figure 5-1: Binary number and equivalent decimal

As shown in Figure 5-1a, the binary digit weighted digit position value increases by 2 times over the digit
value to the right. This is very important to the design of digital-to-analog converters (DACs) and analog-
to-digital converters (ADCs).

b. Equivalent decimal

For example, the most significant bit (MSB) of the 8-bit binary number shown in Figure 5-1a has a weight-
ed digit position value of 128. This is one-half the total value of 256 of the 8-bit binary number. Note also
that the weighted digit position value for the next digit to the right (the 7" bit) is 64, or one-half the MSB
value. This reduction by one-half in weighted digit position value as the bit position is moved to the right
continues down to the least significant bit (LSB). The design of DACs and ADCs is based on testing the
value of the input quantity to see if it is greater than the MSB value; if it is, is it greater than the MSB value
plus the weighted digit position value of the next bit to the right? If it is, is it greater than a total of the
previous bit values plus the weighted digit position value of the next bit to the right? The process continues
until the input is less than the sum of the weighted values. Then the last digit weighted position value is not

added but made equal to zero and a weighted position value of a next bit to the right is added and the total
TEAM LRN
66



Analog-to-Digital and Digital-to-Analog Conversions

tested again. This process continues until the value is determined or the LSB’s value is included which indi-
cates that the evaluation is complete. In other words, as the input value is tested, the digit values are added
or they are set at zero as the digit positions from MSB to LSB are evaluated, and when the LSB is reached
it is the end of the evaluation.

Decimal Equivalent of a Binary Number

It is important to the A-to-D and D-to-A process to know the decimal equivalent of a binary number. Figure

5-1b summarizes the evaluation process. It shows how the binary digit weighted position value is multiplied

by the bit value at each bit position and the total of all bit values summed to arrive at the decimal value.
Example 1. Converting a Decimal Number to Binary

Convert the number 4311 to a binary number.

Solution: Binary Number: 1000011010111
4311/2 = 2155 with a remainder of 1 Check:
2155/2 = 1077 with a remainder of 1 1x 4096 = 4096
1077/2 = 538 with a remainder of 1 0x2048 = 0
538/2 = 269 with a remainder of 0 0x1024 = 0
269/2 = 134 with a remainder of 1 0x 512 = 0
134/2 = 67 with a remainder of 0 0x 256 = 0
67/2 = 33 with a remainder of 1 1x 128 = 128
33/2 = 16 with a remainder of 1 I1x 64 = 64
16/2 = 8 with a remainder of 0 0x 32 = 0
8/2 = 4 with a remainder of 0 1x 16 = 16
472 = 2 with a remainder of 0 0 x 8§ = 0
22 = 1 with a remainder of 0 1 x 4 = 4
n = 0 with a remainder of 1 1 x = 2
1x 1 =_1
4311
Digital Codes of ADC

The discussion of ADCs and DAC:s starts by examining the codes generated by an ADC as a result of an
analog input signal. Figure 5-2b shows the digital codes generated by a 4-bit analog-to-digital converter
which has 16 codes of four bits each that are generated as an analog signal increases from 0 to 15/16 of
full scale. As the signal increases 1/16 of full scale, the code changes by a digital bit. As the analog signal,
shown in Figure 5-2a, varies in amplitude with time, the digital code generated by the ADC changes to
represent the amplitude of the analog signal at the time the signal was sampled. This is demonstrated by
superimposing the analog signal of Figure 5-2a, onto the ADC transfer curve shown in Figure 5-2b. The
points of sampling are shown and numbered from 1 through 16, and correspond to the sampling points
versus time shown in Figure 5-2a.

The digital codes generated at each sampling point in Figure 5-2b are listed in Figure 5-2c. The digital code
generated at a particular sample is the code nearest the amplitude just exceeded by the signal but not large
enough to generate the next code step. These codes from the sampling points appear in sequence at the out-
put of the ADC to describe the analog signal. Depending on the ADC, the digital codes may be presented a
bit at a time in series, or all bits together in parallel at specific times determined by a timing network.
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Timing Network

Figure 5-3: Computing network manipulates digital data
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As shown in Figure 5-3, 16 S‘S;?nn;"a é?di
the digital data from the 12 PN
ADC, represented in codes, 13 / \'\\,\ / ; %88
is manipulated by comput- g 7 7/ 3 / 3 1010
ing networks to alter, modify 2 10 /./ \'\ : ne
and redefine the data, but it § 2 | 6 1100
emerges from the computlng % ; y \ ] ; Hég
networks again as a series of s \ [ 9 1010
digital codes, again timed by 4 / 1? (1)?88
the timing network. The codes : \ / 12 0000
are presented to the DAC to be 1 \ ]2 ?8]8
converted back to an analog 01 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 15 1110
signal. The circuit discussion Sampling Times c. String of
begins with a DAC. f=inms codes from
A Resistor Network a. Analog signal versus time ADC
DAC 76
Recall that in a digital code, the 15/16 '_I
MSB’s weighted binary digit position 78 /5N e
value is equal to one-half the value 13/16 " / 63\ ,_,'_, //
of the full code value, and that the % 3/4 / 8\ ,_, / )
next least significant bit is one-half 2 1116 / N / foeping
the MSB’s digit position value. This 5 o8 VE . — [
principle is used to design the DAC % e / ,_|\ /
shown in Figure 5-4. It is called a g " 7/ — \w /
R/2R ladder DAC. The circuit, shown & "7/, — \ /
in Figure 5-4a, is a resistor network g 3/ — \ /
with a particular combination of £ oo — I
resistor values. From a reference i — \ /
voltage of Vygr to ground, there are ane — \ s
resistors with 2R values for each bit 18 — \
separated by resistors with R values, e \12/
and terminated in a resistor to ground ° TEEEEEEEEEEEEEETSS
with a 2R value. The circuit is for $ 888555 inutgmgfal Ceodef R
a 4-bit DAC. A switch at the end of
each bit resistor of 2R value either b. AC signal superimposed on ADC steps

Figure 5-2: Converting AC signals to digital codes—A-to-D conversion

Series of Digital Codes
gt —| woo |Tol Comdns |t o oo



Analog-to-Digital and Digital-to-Analog Conversions

connects to ground or to the input CURRENT DIVIDES EQUALLY AT EACH BRANCH

A

of an operational amplifier used as a 5001 ioke 0ka 106 s125pA
. . . . — o AAA ° AAA. ® AAA, ® >
summing amplifier. If each bit in the Iy plAis R hdd
. Vore = +5Y 250 pA 125 1A 625 1A
code to be converted is a 0, then each Ree =¥ 2s0uA | 125 18] w2sul|  a12su |

2R resistor is connected to ground and

. . . 2R €20 kQ 2R <20kQ 2R S20kQ 2R € 20kQ 2R € 20kQ
there is zero current into the summing

lif StepV = 0625V b3 o Ipz o lor o Ino o = SUMMING
amplher. e 1y by ™ > ~ > CURRENT
. . - W
The Equivalent Resistance of the T 1P o/
Network I . 1 : _/OV
. . = i ifier: ov Vi
Looking at the right end of the network C::hisﬂm;:g ampiter SUMMING
. . AMPLIFIER
at the LSB leg, the equivalent resis- = P (Igg + Ipa + for + Io) = AMPLIFER =
tance of the 2R resistors in parallel Minus sign means Vour is 180° out of phase.
is R. This equivalent resistance R in a. 4-bit circuit
series with the R between the second 0l
LSB leg equals 2R. This 2R parallels S S ¥ 3| 01 D200 Voo
the 2R of the second LSB leg to make ! opofofo] o
an equivalent resistance of R. This . : 0fo 1o 1250
. . <'I_) T o a 1 t 1.875
process continues so that the equivalent a ! o1 ooy as0
) 9 i 0 1 0 1 3125
resistance of the network between Vg < 0625V Step v o 1oy sme
d dis R ¥ P § Tl1ololo| soe
and ground is R. i . : ‘ y
e IR HHHHE
The Digit-Position Currents P i S el S
. ; 1l1jol1] sazs
When all bits are zero, all bit resistors L prprpef em
are connected to ground; with STRNREERRNER
R = 10 kQ and Vg = 5V, the current 88ZETE
into the network is 500 pA. The current ut
into the MSB leg is 250 pA and the b. Vour vs. digital input (4-bit conversion)

current into the remaining network is
250 pA. At the next lower significant
bit, the 250 pA divides into

125 pA down the next lower significant bit leg and 125 pA to the remaining network. The 125 pA divides
into 62.5 pA down the second LSB leg and 62.5 pA to the remaining network. The 62.5 pA divides to
31.25 pA down the LSB leg and 31.25 pA to the remaining network. Therefore, each current in the bit legs
is one half of the current in the bit position to the left, just like the digit position values in a binary number.
Thus, the summing of the currents in the digit position legs results in the value of the binary number.

Figure 5-4: 4-bit R/2R ladder DAC

The Summing Amplifier

Refer again to Figure 5-4a, when the code bit is equal to 1, the bit leg current is connected to a summing
amplifier. For the summing amplifier:

Vour = —IiRp

Where I is the current into the inverting input of the operational amplifier, and R is the feedback resistor
from output to input. The minus sign means the output is 180° out of phase from the input.
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Since,
=1y + 1 + I + 1
then
Vour = —(Ips + Ipy + Ip; + Ing) R
When the code is 0101, then
Vour = —(Ipz + Ino) Re
If I, = 125 pa and I,, = 31.25 pa, then, with Ry = 20 kQ
Vour = -20(156.25) x 1073
=-3.125V
Here are two more examples:
A. the code 0001 results in:
Vour = —(Ing) Rp=—(31.25 pa) x 20 kQ
=-625x 107
=-0.625V
B. thecode 1111 results in:
Vour =—(Ips + Ipy + Iy + Ing) R
=—(250 pa + 125 pa + 62.5 pa +31.25 pa) 20 kQ
=-9375 x 107
=-9.375V

The codes and the output voltage at each step are shown in Figure 5-4b.

No Change in Current for Bits of 1 or 0

The current in the digit position legs remains the same whether the bitis a 1 or a 0. Even when the cur-
rent leg is connected to the summing amplifier inverting input, because of the high input impedance of the
summing amplifier, there is no current from the inverting input to the noninverting input. As a result, The
inverting input is at the same potential as the noninverting input, which is ground. There is no change in the
currents because in both cases, whether a 1 or a 0, the terminating point is at ground.

Example 2. Output Voltage of R/2R Ladder DAC
The output voltage from a R/2R ladder DAC for n bits can be expressed as:

Vour = —(decimal equivalent of binary number) Vg

211
What is the output voltage of a 4-bit R/2R DAC with an input code of 1010 and a reference voltage of
10 volts?
Solution:
The decimal equivalent of 1010 is 8 + 2 = 10 and 2* = 16, therefore,
Vour =—(10)10/16 = 6.25V

Check your answer with code and voltage given in Figure 5-4b.
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A S"mple ReSiStor'String Viaer Decoder Decoder Decoder
1111 - oo
DAC 1110 R 77*40/ | o o4
One of the simplest DACs, from 101 1 T
. . p . . ’ . 1100 R 77740/ 40/
a circuit standpoint, is the resis- 1011 2 ol |
tor-string DAC. 2n — 1 resistors of 1010 = T oo
. 1001 —t | o o
equal value are interconnected from 1000 1R L. ol . —
a reference voltage, VREF,' to groqnd. 811 2) 2 LVer ij j; — 13 Vrer
The outputs from the resistor string o101 1B - ]
are fed to a decoder. The decoder 0100 2 el | oo
closes the appropriate switch 0011 = - o
dictated by the input digital code 0010 T o
y p g N 0001 R el 40/3
A resistor-string for a 4-bit DAC is 0000 {2 S -~
shown in Figure 5-5a and given in - [TT1 TT1 [TT]
more detail in Figure 5-6a. a. ResistorString b, 0 1 1 1 c.0011 d. 1101

The first position of the string is for
zero volts. The next position has a
voltage

Figure 5-5: Decoder for resistor string

V = (R/15R) X Vygr
or
V =Vie/15
or for any string, since it is the number 1 position
V,=1%x V2" -1
where n = bits in digital code.
The next position, position 2, has a voltage
V, = (2R/15R) X Vg
or
V, =2V /15
or for position 2 for any string
V,=2 X Vgge/2" - 1.
The position one removed from Vg, has a voltage
Vi, =14 X Vigee/2" - 1.
The Decoder

Figure 5-5b,c and d shows the details of the decoder as different input codes are received to identify the
analog voltage and produce an analog voltage equivalent.

Figure 5-5b is for an input code of 0111; Figure 5-6¢ is for a code of 0011, and Figure 5-6d is for a code of 1101.

Accuracy and Increments

The number of increments or steps in a digital code with n bits is shown in Figure 5-6b. If n = 4, there are
16 increments; if n = 10, there are 1024 increments. The n corresponds to the resolution for the ADC and

DAC systems. If a system needs to have an accuracy of 0.5%, the measurement must be made to 1 part in
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200; therefore, an 8-bit system which has 256 increments must be used. A
10-bit system must be used for an accuracy of 0.1% (1 part in 1000). With
a full-scale range (FSR) set at a particular voltage, then the voltage value
of each increment is FSR/2". The voltage increment for an FSR = 10V is
10/1024 or about 10 millivolts (9.77 to be exact).

General System Increments

Here are the increments for a general system. The first increment above zero
in the resistor string is equal to:

Vied/ (2" - 1)
which is equal to FSR/2"; therefore,
Vie/ (2" — 1) = FSR/2"
or Vier = (2°=1)/2" x FSR
The increment is then,
(2" -1)/2" xFSR
2" —1

For the eighth code (the 7™ increment) of a 4-bit resistor string, the voltage is:

Incremental Voltage = =FSR/2"

7" Incremental voltage = 7 x FSR/16

A Simple Current-Steering DAC

A DAC similar to the resistor-string DAC can be designed by decoding a
binary code and switching binary-weighted currents into a current summing
amplifier. Its design is based on the same principles used for the R/2R ladder
DAC of Figure 5-4. Figure 5-7 shows a very simplified version of such a
DAC. A binary input code is decoded and the appropriate binary-weighted
constant current is routed to a current summing amplifier to produce a propor-
tional output voltage. If it is a 10-bit DAC, the MSB constant-current source
is 512 times the LSB constant-current source. Summing the constant currents
from the bit positions that have a value of 1 produces the proportional analog
output voltage.

Veer

1111

2"-1
1110
1101
1100
1011
1010
1001
VHEF
1000 o
0111 Veer
2n—1
0110 Veee
21
0101 Veer
201
0100 Veer
201
0011 Veer
2n—1

0010

0001

0000

a. 4-bit resistor-string DAC

n = 4 6 8 10 12

INCR 16 64 256 1024 4096

b. Increments in N-bit code

Figure 5-6: Resistor-string DAC

| 10 bits |
LSB
MSB 512pA 256pA 128pA 64pA IpA
10101010Dd,Ntk10/
10-bit > > ecoding Networ /
Input T ? ? ? —————— _T—_l_
Code / R
______ F
/4
s . Vour
umming
= Amplifier _?_
Figure 5-7: Simple switched constant-current 10-bit DAC
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An excellent application in integrated circuits is to produce the binary-weighted currents using current
mirrors of the type shown in Figure 4-23. The currents produced are precise and uniform because of the
side-by-side processing on the IC chip and wafer or slice.

Example 3. Summing Constant-Current DAC Output

Using the constant-current DAC circuit of Figure 5-7 and a 10-bit code, what is the final summed cur-
rent for the binary input of 0110011101 when the LSB current is 20 pA?

Solution:
MSB LSB
0 1 1 0 0 1 1 1 0 1

5120 2560 320 160 80 20 = 8,260 uA = 8.26 mA

Analog-to-Digital Converters (ADC)

The input portion of Figure 5-3 is an
ADC, an analog-to-digital converter.

S V,, o———>]
One of the earliest ADCs was the \/<
. . . : V. A1 whenV, >V,
counting ADC shown in Figure 5-8. c COMPARATOR °

Input Voltage

It is made up of a binary counter that A0 when V, <V,
counts pulses from a central clock. The DA

counters binary output is fed to two ;‘égi”fr%‘;:"ﬁgaéoﬂ fr:‘;g:tr .
units—a DAC and a latch. Each unit latch to latch in data and
has the number of input or output bit transfer input to output
lines to cover the number of bits re- —3

quired from the ADC. Notice the DAC Clock i C%Im?:g(g LATCH =8 CD)'UGT'I,TJLT
in the loop. This is the reason that the —
discussion of the DAC came first. The TRese‘ Latch triggering
binary code input to the DAC produces resets counter

an analog voltage that feeds one input Figure 5-8: An 8-bit counting ADC

of a comparator. The analog input volt-

age to be converted to a digital output is the other comparator input. When the input from the DAC is lower
than the analog input, the comparator will be a high voltage (a digital 1); when the input from the DAC

is equal to or greater than the analog input, the comparator output is a low voltage (a digital 0). When the
comparator output changes from a high voltage to a low voltage, it triggers the latch to latch in the binary
values from the bit lines of the counter. Thus, the output of the latch is the binary code matching the value
of the input analog voltage.

The A to D process works like this. The counter is reset to a count of zero. The DAC output is zero as a re-
sult. If the analog input voltage, V,,, is some positive value, the comparator output will be a 1. As the clock
increments the counter, the output of the DAC will increase in steps, each a small positive voltage. If the
DAC output is a lower positive voltage than V,,, the counter continues to count and increases the DAC out-
put voltage until it is greater than V,,. This triggers the comparator, its output goes to O to latch in the binary
code at the output to the ADC and reset the counter. Resetting the counter to zero causes the comparator
output to go to a 1 and the ADC is ready for another conversion. One of the disadvantages of the counting
ADC is the time for conversion. The conversion time can be as great as 2" — 1 clock cycles, where n is the

number of bits of the binary output of the ADC.
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Example 4. Maximum Conversion Time for Counting ADC

What is the maximum conversion time for an 8-bit, 12-bit and 16-bit counting ADC when the clock
frequency is 1 MHz?

Solution:
The maximum conversion time is 2n — 1 clock cycles; therefore, since the period of a 1 MHz clock
is 1 uS,

N 2n—1 Max. Conversion time

8 255 255 uS = 0.255 milliseconds

12 4095 4095 uS = 4.095 milliseconds

16 32767 32767 uS =32.767 milliseconds

Successive Approximation Register (SAR) ADC

An improvement in conversion time results when using a Successive Approximation Register (SAR) ADC.
As shown in Figure 5-9, the counter of Figure 5-8 is replaced with logic, register and latch circuits to make
up the SAR, one of the most popular ADCs. The SAR can have conversion times from 100 uS to 1 uS and
up to 16 bits in resolution. Semiconductor technologies of bipolar, CMOS and combinations of both have
been used to design the SAR. The SAR seems to be the design of choice for the conversion time required
because the desired performance can be obtained at a reasonable cost. In addition, system throughput
(speed) can be traded for accuracy—increasing speed decreases accuracy.

The SAR gets its name from successively comparing the input analog voltage to the output of a DAC that
has a binary-weighted code at its input. The conversion process begins by setting the MSB of the input to
the DAC from the SAR to a 1. All the other bits are set to 0. This produces an analog voltage at the DAC
output equal to one-half the full-scale range of the DAC. At the comparator, as with the counting ADC, the
DAC output is compared to the input analog voltage. If the input voltage is greater than the DAC voltage,

A1 whenV, >V, Vi,

Input Voltage FS
v, A0 when V, <V, ~ [ H - R

COMPARATOR
Ve

Comparator
output going
from1 -0
DAC tells logic

to reset SAR
bit to 0 and
set next bit 111 0 1 0 1 0
to 1. T T T T T T T T

DAC Output

—o Digital Code Input
—o DIGITAL

Successive L
—o | —T outpur b. SAR process

Approximation
Register

ITOAHA>»r

Control
Logic

Clock ——»

a. Block diagram

Figure 5-9: Successive approximation ADC
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the comparator output is a 1 and the SAR MSB is left at a 1, and the next most significant bit input to the
DAC is set to a 1. With the MSB and next significant bit set to a 1, the output from the DAC will now be
one-half plus another one-quarter to equal three-quarters of the full-scale range of the DAC. The sequence
is shown in Figure 5-9b.

The sequence continues to set the next most significant bit to a 1 (all other bits are zero) as long as the
comparator output is a 1. Each time a binary-weighted voltage is added by the DAC to its output—one
eighth, one sixteenth, one thirty-secondth, and so on—the comparator output will be a 1 as long as the
input voltage is greater than the output of the DAC. When setting the next significant bit to a 1 causes the
input voltage to be less than the DAC output, the comparator output goes to 0. This results in setting the
last significant bit back to a 0 from a 1, reducing the DAC output below the input voltage. But at the same
time the next most significant bit is set to a 1 and the DAC output increased again; however, this time only
say one thirty-secondth of an increment of voltage is added instead of the one-sixteenth that was added at
the bit before. This is shown in Figure 5-9b. The successive approximation continues until all bits are tested
and the closest approximation is obtained. The result is that the SAR output bit either is settoa 1 ora 0
depending on the result of the comparison of the output of the DAC and the input voltage. The final digital
code for Figure 5-9bis 11101010.

The time to convert the input analog voltage to a digital output is n clock cycles, much less than the count-
ing ADC. Figure 5-9b shows that after n clock cycles all the bits have been tested and set and the SAR
output will be the digital output code. The output can be taken in parallel or shifted out as each comparison
is made. This is an additional advantage of the SAR ADC.

Example 5. Maximum Conversion Time for SAR DAC
Repeat the calculation of the maximum conversion time of an 8-bit, 12-bit and 16-bit SAR ADC. The
clock frequency is 1 MHz whose period is 1 pS.
Solution:
n Max. Conversion Time (n clock cycles)
8 8 uS
12 12 uS
16 16 uS

Capacitor Charge-Redistribution ADC

A block diagram of a hybrid resistor-tree, capacitor charge- v,
redistribution ADC is shown in Figure 5-10. It consists of ‘ I
a resistor-tree conversion circuit that handles M bits of the M ff'ts .

. . . K bits of C Charge
ADC output and a charge-redistribution capacitor bank R |——| Redistribution
conversion circuit that handles K bits of the ADC output. String T_
The control logic, under synchronization by the clock, pro- Fval -
vides the switching logic for setting the bits in the SAR, the rr
switch settings for the resistor tree and the switch settings | Switch
for the capacitor bank. After comparison of a bit by the SAR C&’g{g' e ook
comparator, similar to the process previously described for TIT=1 ll
the SAR ADC, the bit evaluation by the comparator is fed to ADC Output
the SAR to set the bit for the ADC output. The hybrid DAC (M+K) Bits
is a compromise between using an all capacitor charge-
redistribution circuit and an all resistor-tree circuit. The Figure 5-10: Hybrid R-tree capacitor charge-
capacitor-charge redistribution has slow conversion times; redistribution ADC

<— Start

TEAM LRN
75



Chapter Five

the resistor-tree circuit has faster conversion times but uses large IC real estate, especially as the bits in the
ADC output increase. In integrated circuits, resistors use more area than capacitors.

The ADC Operation

In the hybrid ADC, the input analog voltage is captured as an amount of charge on a bank of capacitors. The
capacitors are binary-weighted and handle a certain number of bits (equal to K) of the digital code to be con-
verted. The remaining bits (equal to M) are converted through a resistor tree conversion. The charge on the
capacitors, which remains constant during the conversion, plays an important part, not only in the K bit con-
versions, but also in the conversion of the M bits using the resistor tree. For example, in Figure 5-11, M =5
and K = 3 so that five bits are converted using the resistor tree and three bits are converted using the binary-
weighted capacitors. The M bits are the five most significant and the K bits are the three least significant.

V% 4{

Viee . Additional s
S Switches bits * Node X ~
V., + AV

S e e
- 12 ci 4C
—

) [©

o
[}
3 ]—"/"_' Swnches ? }\? /Q /{‘ .
= ! \ |
| o—1—9 | ‘ LY V%
[} 4 T
S R
_§ | \—o/o—a )
g | s Capacitor charge —
& T redistribution bank - K bits

oM |
resistors ¥ o—

of equal
value

Figure 5-11: Details of resistor tree and capacitor bank (data acquisition period)

Converting the M Bits

The conversion process starts with the data acquisition period shown in Figure 5-11. Switch S, is connected
to the input analog voltage, V,,, switch S, is connected to V,,/2 and S, is connected to V. The binary-
weighted capacitor bank charges to V,,/2 — V,, because the lower end of the capacitors are connected to
Node Z. The total capacitance in the bank is 2XC. The offset capacitor Cg, equal to C/2, is charged to
Vpo/2 = Vi, Both inputs to the comparator are connected to Vp,,/2 at this time, thus, no comparison.

At the completion of the data acquisition period S, opens, S, switches from V,, and is connected to the V,
line of the resistor tree, as shown in Figure 5-12, and S, is connected to ground. The voltage at Node X is
the important voltage in all of the conversions for it feeds the minus input to the comparator. The plus input
of the comparator is connected to V/2. If the value of Node X is less than V,/2, the comparator output
will be a 1; if it is greater than V,/2, the output will be a 0.

With S, connected to the resistor tree, the control logic sets the MSB of the output digital code to a 1 and se-
lects the tap from the resistor tree that represents one-half of full-scale range for V,, just as in the SAR ADC.
As a result, the voltage at Node X is evaluated against V,p/2. If the voltage of Node X is less than V,,/2, the
MSB of the output digital code from the SAR is set to 1. If the voltage at Node X is greater than V,,/2 the

output bit of the SAR is set to 0. This completes the evaluation of the MSB; it is either setto a 1 or a 0.
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The control logic Vas I S —ilgs.
Capacitor 2 X o T
steps to evaluate - . L

o= X
the next significant N } J\__‘>_ Bit
bit. It sets the next g _ 4 e | o (,;bjﬁ, ?i | / Evaluation
significant bittoa , _Ve AVz onels S, z Vea

1. This along with $% o Vo O/L Node X

the MSB value of
a 1 or O will cause
the SAR to select Figure 5-12: Evaluating R-tree bits

the corresponding

value of V,, from the resistor tree to feed the Node Z line connected to the capacitor bank. The new voltage
value on the Z line causes the constant charges on the capacitor bank to redistribute and change the voltage
at Node X. The new Node X voltage is compared to Vp,,/2, and the bit evaluation is completed by setting
the second most significant bit to a 1 or 0 depending on the result of the comparison. The bit evaluation
process continues until all M bits are evaluated. This results in a set SAR code output for the M bits. At
the end of the M bit evaluations, the voltage of Node X will be representative of the value of the five most
significant bits in the SAR output digital code.

Converting the K Bits Vo Node X

The Node X voltage value is I 2 / c

maintained as the evaluation Capacitorbank o ( HEZ )

now changes t.o the capaci- :ﬁ::séﬁr“;riis"zgige A ,\;i et ol CEEEE X 1

tor bank circuit to evaluate been evaluated } ! i l |

the K bits, the last three 1269C 4 |2C 1 COMPARE
significant bits of the digital L :1;7 Tec_ Tec_| Bit
output code. The K bit % \ % . Evaluation
evaluation is accomplished Vot AV Y § 0 I ’ Voo

by switching the ends of the iZ }7 2

capacitors in the respective Vin s, A

bit position, one bit position

at a time, to the Y line. The

Y line connects to a resistor- Figure 5-13: Evaluating capacitor bits
tree connection that is one

significant bit higher in voltage (V,, + Av) than the Z line voltage.

The most significant bit of the three K least significant bits is evaluated first as shown in Figure 5-13. The
end of its capacitor, in this case of value C, is connected to the Y line. The charge on the capacitors redis-
tributes and changes the voltage at Node X. If Node X is greater than V,;,/2, the bit is set to a 1 and the end
of the capacitor is left connected to the Y line; if it is less than V;,/2, the bit is set to a 0 and the end of the
capacitor is switched back to the Z line. With the bit set to a 1, the voltage on capacitor C is added to the
resistor tree value to set the Node X voltage value.

The control logic switches the end of the next binary-weighted capacitance of the next least significant bit
by changing its S, switch and connecting it to the Y line. The charge redistributes with the new capacitor,
now with a value of 2C, and the voltage at Node X changes correspondingly. The Node X voltage is com-
pared to V,,/2 and the bit evaluated as above and the output set to a 1 or a 0. As before, if the bit is set to a
0, the end of the capacitor is returned to the Z line with switch S,. The process continues until all K bits are
evaluated and the final SAR digital code is sent out from the SAR.
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Highest Speed Conversions

The highest speed conversions are made with flash Analog Input Voltage

ADC:s. The high speed is made possible by the use of Vin o——
simultaneous comparisons of the analog input volt-

age to references generated from a resistor string. A Vrer

block diagram of a flash ADC is shown in Figure 5-14.
For an n-bit flash converter, there are 2" — 1 reference
voltages and 2" — 1 comparators required. Thus, for

an 8-bit flash converter, 255 comparators are required,
and for a 10-bit flash converter, 1023 comparators are R -
required. A high price is paid for the speed advan-

tage—high power, large silicon area for the ICs, and R
high cost contribute to the price that must be paid.

The conversion process is rather simple. The refer-
ence voltages are connected to the minus input of each -
comparator and are separated in value by one LSB.

The analog input voltage is connected to the plus input

of each comparator. A simultaneous comparison is

made at each comparator. If the input analog voltage
on the plus input is less than the reference voltage on
the minus input, the output of the comparator is a 0. R
The comparator output will be a 1 if the input analog —
voltage is greater than the reference voltage. Each

sy)
DECODER
LATCH

comparator output is presented to the decoder at the R 4
same time and the decoder’s output is stored as an 1 2! Comparators /

n-bit wide code in a latch. All the inputs of the input - Clock
analog voltage that are greater than their respective

resistor-string reference voltages will have compara- Figure 5-14: Flash converter

tor outputs of a 1; all the inputs that are less than their

respective resistor-string reference voltage will have comparator outputs that are 0. The resultant digital
code into the decoder results in the equivalent binary output code, for a given n-bit code, that represents the
value of the input analog voltage.

Sample and Hold and Filters
Sample and Hold

There are two other functions that are associated with A to D con-
versions. One is sample and hold; the other is filtering. Sample and s, [

hold, as shown in Figure 5-15, is just what it says. The input analog ~ Input / I
. . . . . . Analog e—t 1 t
signal is sampled by switch S, closing momentarily and charging Signal

ADC

| |
C,. C, then holds the value of the input voltage until the ADC can | L |
process the data. It probably is obvious that a capacitor that leaks | |
its charge between samples would contribute errors to the sampling fTTTTTo ‘I‘ -
process. Likewise, switches that have variable contact resistance
vary the times to charge the capacitors and contribute errors. Thus, Figure 5-15: A simple sample
high quality capacitors and fast switches are key to sample and hold and hold circuit
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circuits. At one time, sample and hold circuits were available independently; however, most sample and
hold circuits are incorporated right in the ADC. In fact, in the hybrid resistor-tree capacitor charge-distribu-
tion ADC there is no need for a sample and hold. It is built in as part of the circuit design, saving cost on
providing such a circuit.

Filtering

Filtering, as shown in Fig- Initial Output Filter Output

ure 5-16a, is used to limit

the bandwidth of signals.

As such, it can smooth out \ DAC
the input signal, eliminate Theq.  fo

noise spikes, limit the high

frequency response, select

particular signal frequen- ~ a. Bandwidth limiting b. Filtering DAC output

—> Filter

Rel. Amp

Ampl. ‘
Ampl.*

Lttt tts t tg Lttt tts t tg
time — time —

cies, and the like. Figure
5-16b shows their specific
use in DAC systems. The DAC output can be a step-like signal. Filtering is used to smooth out the step
nature of the signal and output a smooth analog signal. Most filters are tailored to the particular application.
They are selected to control a specific need of the system; therefore, general filters are usually not the solu-
tion. The filters must be chosen specifically for the application. The example for the DAC system in Figure
5-16b requires that the filter be chosen for the specific system. The output signal that emerges must be a
smooth continuous signal with time rather than a jagged jerky out. The result is that the input signal shown
in Figure 5-2 is reproduced very accurately after the ADC conversion and the DAC conversion.

Figure 5-16. Filtering

Summary

In this chapter, DACs and ADCs have been discussed showing techniques used for each and circuits that
implement the functions. In the next chapter, digital processors will be discussed. They receive the digital
signals from the ADCs, modify and manipulate the digital signals, and then deliver the digital signals to the
DACs.
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Chapter 5 Quiz
1. In a binary number:
a. the digit position value increases by 1 times over the digit value to the right.
b. the digit position value increases by 2 times over the digit value to the right.
c. the digit position value increases by 4 times over the digit value to the right.
d. the digit position value increases by 8 times over the digit value to the right.
2. A decimal equivalent of a binary number:
a. is the addition of all the bit position values for all the bits equal to 1.
b. is the multiplication of all the bit position values for all the bits equal to 1.
c. is the subtraction of all the bit position values for all the bits equal to 1.
d. is the division by 2 of the bit position value of the LSB.
3. The principle used to design a resistor-string DAC is:
a. the MSB is one-eighth the full value and the next bit position is one half of the MSB value.
b. the MSB is one-fourth the full value and the next bit position is one half of the MSB value.
c. the MSB is one-third the full value and the next bit position is one half of the MSB value.
d. the MSB is one-half the full value and the next bit position is one half of the MSB value.
4. The equivalent resistance between Vg and ground of the R/2R ladder DAC is:

a. 4R.
b. 2R.
c. R.

d. R2

5. The digit position current in the R/2R ladder DAC is:
a. one half the current in the bit position to the left.
b. one eighth the current in the bit position to the left.
c. one fourth the current in the bit position to the left.
d. equal to the current in the bit position to the left.
6. The voltage increment from a 10-bit resistor-string DAC with 10V applied is:
a. about 10 volts.
b. about one volt.
c. about 10 millivolts.
d. about 100 millivolts.
7. A simple current-steering DAC:
a. combines both voltage and current to produce the analog output.
b. adds binary-weighted voltages to produce the analog output.
c. produces the analog voltage by sensing a resistor string.
d. adds binary-weighted constant currents to produce the analog output.
8. The counting ADC:
contains a DAC whose input is the output of a counter.
contains a comparator to compare the analog input to the output of a DAC.
latches the counter output code when the comparator inputs are equal.
all of the above.
a and b only above.
9. The SAR gets its name from a process that:
a. successively compares the input analog voltage to the output of a DAC that has a binary-
weighted input code.

e R
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10.

11.

12.

13.

14.

15.

b. sums a series of binary-weighted currents.

c. sums current from a ladder resistor network.

d. sums voltages from a resistor string.

The maximum conversion time for a SAR DAC is:

a. 4nclock cycles.

b. nclock cycles.

c. 8nclock cycles.

d. n/2 clock cycles.

In the hybrid resistor-tree capacitor charge-redistribution ADC:

a. (M -K) bits are converted using an R tree and (M + K) bits using a C network.
b. K bits are converted using an R tree and M bits using a C network.

c. M bits are converted using an R tree and K bits using a C network.

d. (M + K) bits are converted using an R tree and (M — K) using a C network.
In the hybrid resistor-tree capacitor charge-distribution ADC:

a. the K bits are evaluated first and then the M bits.

b. the M bits are evaluated first and then the K bits.

c. the K and M bits are evaluated at the same time.

d. only the K bits are evaluated.

In Flash ADCs:

a. the high speed is made possible by simultaneous comparisons.

b. there are as many comparators as there are bits.

c. there are as many reference voltages as there are bits.

d. the basic string for comparisons is a capacitor charge-redistribution network.
A sample-and-hold circuit:

a. has a momentary switch that connects the input voltage to a capacitor long enough for the
capacitor to charge.

has a resistor in series with a capacitor in series with a switch.

has a capacitor that is charged to hold the value of the input voltage.

a only above.

a and c above.

. none of the above.

Filtering is important to DAC operation:

a. because it adds noise to the output signal.

b. because it returns the DAC output to a smooth continuous signal.

c. because it selects one frequency to pass on from the output.

d. because it acts as a very high-frequency high-pass filter.

o a0 o

.q.g[ 49.17[ se.gl 4q.Z[ ‘o.[[ aq.OI 4.8.6 ‘p.g ‘p.L ‘0.9 4.8.9 ‘0.17 4p.€ ‘B.Z sq.[ :S.IQMSUV
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Introduction

Previous chapters have sensed the analog signal, conditioned the signal and converted it from analog to
digital. In this chapter, the processing of the digital signal to modify, calculate, manipulate, change the form
of the signal or to route the signal to particular channels is discussed. All or any of these processing opera-
tions may be needed to accomplish a task predetermined by the application that is being fulfilled. The total
system is designed to perform a task, and the digital processor is a very important part of the system.

Digital Processor or Digital Computer

As the name implies, the digital proces-

sor inputs, stores, performs operations CPU
and outputs digital signals. Perform- Central
. . . . . Processing
ing llog1.c or arithmetic compu.tatlons, [> INPUTS ::>_ ~ Unit :> OUTPUTS ::>
modifying the format of the signal, Clock |
storing data temporarily or more per- ﬁ AN AN Timing and
. . . mi n
manently, decoding signals for display — cm& Signals
and outputting signals are some of the
operations dictated by the instructions Addresosncc’des Instruction and Data Codes
in the application program. Address Bus 4 onDataBus
r 1
Figure 6-1 shows the basic structure Programs AV A\V4 | SP;’S";’;; !
of a digital processor, more gener- i“:rz;rsg, - MEMORY L]
ally called a digital computer. The as well as data
main brain of the structure is the CPU for the programs
(central processing unit) where the op- Figure 6-1: A digital processor

erations that are performed are decided

upon and controlled. The digital signals

in the form of binary codes that tell the digital processor which operation to perform are called instructions.
Each digital processor is manufactured to respond to a particular set of instructions. Each instruction in the
set will cause the digital processor to do a unique operation. For example, an instruction might cause the
digital processor to input a digital signal from a particular input. Or an instruction might tell the processor
to take the input signal and store it temporarily, or to store it in memory more permanently. Another in-
struction might take a digital signal that has been operated on by the processor and output it to a particular
output. Or an instruction might tell the processor to do a logical operation (for example, AND two binary
numbers together), or to do an arithmetic operation like ADD two binary numbers, or maybe subtract them.
The instructions, presented in sequence to the processor, are called a program.

Digital Computer Program

The arrangement of the instructions, one after another, for the digital processor to perform set operations in
a particular sequence to accomplish a task is called a program. The set of instructions in a program is stored
in memory to be recalled each time that the desired task is required. If a different task is required, then a
different program is needed.
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As shown in Figure 6-1. The instructions of a program are stored in memory at specific addresses, usu-

ally in sequence, and are moved from memory to the CPU over the data bus. It is just like a home with a
particular address. The post office uses the address to deliver the mail. In like fashion, the instructions in
memory are at unique addresses. When a particular task is needed, the address of the first instruction in the
program is sent by the CPU to memory over the address bus. The address locates the instruction in memory,
the CPU instructs the memory to read the instruction and it is sent over the data bus to the CPU. The CPU
decodes the instruction and performs the directed operation. Each subsequent instruction in the program is
addressed, recovered from memory, sent to the CPU and executed.

Address and Instruction/Data Bus

Addresses, over the address bus, are not only used to locate instructions in memory but are used to identify
particular inputs or particular outputs. By addressing a particular input, the CPU has selected that input to
supply input data; or addressing a particular output, the CPU will send data to that output to be transmit-
ted to the next function. And there is another use of addresses. When an instruction calls for an arithmetic
operation, (or other operations that require unique information), such as, ADD A and B, the data A and the
data B must be supplied to the CPU before the operations can be performed. Data A and B and other data
used for the program being executed are stored in another portion of memory, separate from the program.
Data A and Data B are addressed over the address bus just like instructions and recovered and sent to the
CPU. The instructions and the data are transmitted from memory to the CPU over the data bus; thus, this
bus is usually called the instruction/data bus.

Timing and Control

All the CPU operations, all address, instruction, and data transfers, as shown in Figure 6-1, occur in a timed
sequence determined by the timing and control signals derived from the CPU’s clock. The clock is a circuit
that outputs a series of repetitive pulses occurring at a set frequency or set frequencies. The clock pulses
have fast rise and fall times so that circuits can be triggered on either edge to accurately time the operation
of the circuits. The rise time is called the leading edge and the fall time the trailing edge of the pulses.

Clock signals must be very accurate. As a result, they are generated by phase-locked loops (PLLs), or for
the greatest accuracy, by quartz crystal oscillators. Quartz crystals, of a particular cut and size, when excited
with electricity, will oscillate at a very precise frequency. The clock signals precisely control the transfers,
manipulations, and storage of information throughout the CPU and the accompanying total system.

Power Systems

Each digital processor has a complete unique power system. Sophisticated systems are required for the
distribution of the supply voltages and the required currents, regulated to keep the variation of voltages to
within tight limits, as the circuits switch rapidly from one state to another. Extensive use of bypass capaci-
tors at critical junctions help to maintain voltages within limits as significant values of current are switched
along the supply lines.

As the density of integrated circuits has increased, there is more need for heat sinks and cooling air distribu-
tion as the watts/in? dissipation increases. IC technology has led the way as circuit density increased within
an IC to change the circuit type from bipolar to MOS (metal-oxide-semiconductor) to CMOS (complemen-
tary MOS) so that the power dissipation per circuit function has been reduced. As density further increased,
the supply voltages for circuit operation have been reduced from 5V to 3V, and now 1.8V to again reduce
the power dissipation per function. The tight regulation specifications still remain even with the reduction in
the voltage values.
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The CPU—
Program Counter

Figure 6-2 is a dia-
gram of a generalized

Instruction/Data Bus

Address Bus

) Instruction/Data :
: Instruction 4 Instruction/Data Data-Address

central processing Register Adress Register || L 00 Rogcier
unit (CPU). The main ‘ ——— U
components are the ALU

Instruction Logic Arithmetic
program counter, the Decoder | Circuits Circuits
instruction register, <-| r N TOmY
the instruction decod- /0 . A .

Input/Output _ALU Switching Registers
er, the data address Circuits Circuits L | Read-only

. [ NG B Ml 1 M ROM
register, the arith- nput : Inpgt_Ad_c:ress || emory ( )
. . . ircuits f
metic and logic unit ---- = Memory (RAND.
- - |- ~. -, 1

ALU), the timin Output ALU
(ALU), ming Sod o | nagees 1| L s [——
and control circuits, | Register |
and the permanent
and temporary stor- r— EJ - == Timing and Control Circuits
age. As discussed 1 Clock

previously, a digital

code, called an
instruction, orga-
nized in sequence
into a program, is
sent to the CPU to
instruct it to execute a particular operation. The instruction came from a memory address contained in an
instruction address register called the program counter. The program is stored in memory one address after
another in sequence so the program counter holding the address can be incremented by one to step through
the program instructions one step after the other. Thus, the name for the address register is the program
counter. Each instruction address from the program counter addresses the next step in the program as the
task proceeds.

; '
{} s ] ] o

Figure 6-2: A generalized CPU

Example 1. Program Counter

Using 4-bit addresses, show in a simple example how the program counter is incremented to sequence
through a program to add 16 to 8.

Solution:

Program Counter (increment by 1)

Address

Memory

0001 [——— 0001 MOV 16 to Register A Instructions
PP . in memory
L _091_0_ i » 0010 [ MOV 8 to Register B sarie
I Q@11 L-c=o=c== > 0011 Add Register A to Register B mst‘ructl(_)n
- — register in
| 0100 +-——-—-—-—-—— > 0100 | Place sum in Register A CPU in sequence
_____ El

Instruction Address
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CPU—Instruction Register and Instruction Decoder

As the digital code representing the CPU instruction is retrieved from its memory location it is stored in a
temporary storage register called the instruction register. Here it is recognized and decoded by the instruc-
tion decoder and directed to the appropriate circuits to execute the operation dictated by the instruction.

CPU—The Data Address Register

If the instruction requires that additional data be fetched from memory, then the next instructions will direct
the CPU to place the address for the data in the data address register, send the address to memory to retrieve
the data and store it in a temporary storage location in the CPU, either a register, or a RAM location. Through
a multiplexing switch, the instruction and data address are sent to memory over the same bus, the data bus.

CPU—The Arithmetic Logic Unit (ALU)

The ALU provides the logical, computational, and decision-making capabilities of the CPU. Basic arithme-
tic operations, such as, addition, subtraction, multiplication, and division; basic logical decisions, as well
as, greater than, less than, equal to, positive or negative are all performed by the ALU.

Registers for temporary storage of data brought from inputs or from memory are available in the ALU. The
information in these registers is used by the CPU for completing the operation directed by the instruction
addressed by the program counter. When the operation is completed the information is erased or replaced
with new information to be used for executing the next instruction.

CPU—Internal Memory

There are internal memories contained within the CPU. They may be additional registers, read-only mem-
ory (ROM) or random-access memory (RAM). They store particular sets of instructions called subroutines,
temporary data, and data routing information. The RAM is of the type that needs to be refreshed periodical-
ly. Some CPUs do not have any ROM or RAM, but usually have the additional registers. For these CPUs,
the ROM or RAM is in the external memory shown in Figure 6-1.

Timing and Control

Each of the operations of the CPU is timed and controlled by circuits that operate at specific times. Many
operations occur at the same time; others are sequenced so they operate after data is entered, or transmitted,
or before another operation. The timing and control signals, generated from the master clock signals, not
only time the CPU, but also are distributed throughout to time and control the complete system.

CPU—Input and Output (1/O)

Not all CPUs have the input and output selection circuits in the CPU; for some, these circuits are external as
shown in Figure 6-1. Figure 6-2 shows the I/O contained in the CPU. The input address registers determine
the particular input that will receive data, and the output address registers determine the particular output
used to couple out data to external destinations. If the CPU needs data, the CPU sends the address of the
input to receive the data to the input address register and inputs the data from that input. The CPU inputs
the data at a select time so that it is synchronized to the operation that is being executed. Likewise, after

the CPU has executed an operation, the resultant data needs to be outputted to complete the task. The CPU
sends the address of the output that is to couple out the resultant data to the output address register, and,
synchronized by the clock, outputs the data.
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Example 2. 1/0 Selection

Show with a simple example, using a 4-bit code, how a particular input is selected by the CPU.

Solution:
- Address
_»| INPUTO 0000
Load Input 4 bits Di-
Address Register T T i El _»| INPUTH1 0001
with address of INPUT ADDRESS Lolcl
input desired. REGISTER o "™ INPUT2 0010
Address from register ‘ D \
is sent to decoder ‘ E INPUT 3 0011 INPUT
that selects the proper input. rls y
L | \« 1
0011 = I
\ 1
INPUT 15 1111

What is a Microprocessor?

When all the circuitry for the functions shown in Figure 6-2 for a CPU are contained in an IC, the IC is
known as a microprocessor. Attach to it the I/O functions, memory, and power supply, and one has a digital
processor shown in Figure 6-1, or more commonly, a digital computer.

What is a Microcomputer?

When all the circuitry for a digital computer is contained on one integrated circuit, the unit is called a
microcomputer. Even though there are self-contained memory and I/O circuits contained in a microcom-
puter, external circuits of the same type may be added, especially memory. As a result, there are many
variations between microprocessors and microcomputers. Memory, I/O, signal conditioning, timing and
control many times are added to adapt the particular IC to an application, or to a market requirement.

A particular type of microcomputer, now called a microcontroller unit (MCU), has been adapted to

the industrial control market. A microcontroller unit from the MSP430 family manufactured by Texas
Instuments will be used in Chapter 7 to explain assembly-language programming and in Chapter 10 to
demonstrate the application of MCUs by providing the reader an opportunity for a hands-on project that
can be built from contained instructions.

System Clarifications

System Buses

In Figure 6-1 and Figure 6-2 there are wide signal paths connecting the functional units in the diagrams.
Each of these contains multiple wires connecting between units. Each is called a “bus” because it represents
more than one wire making the interconnections between units. For example, if the memory in Figure 6-1
has 65,536 different memory storage locations, then a binary address of 16 bits must be used to address
each location. The address bus, as a result, is really 16 wires bundled together, each wire carrying a binary
signal of 1 or 0 to make up the 16-bit word for the address.

The expansion of memory locations as bits are added to the address is shown in Figure 6-3. If the address is
expanded to 24 bits, 16,777,216 memory locations can be addressed; if the address is expanded to 32 bits,

4,294,967,296 locations can be addressed. If each memory location has an 8-bit piece of binary information
(called a byte), then 24 bits will locate 16 million bytes of information; more precisely, 16,777,216 bytes of
memory, but shortened by industry use to a 16-Megabyte memory (16 MB). In like fashion, a 32-bit address

will locate 4.2 billion bytes or is a 4.2-Gigabyte memory (4.2 GB).
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Memory and data bus- Address Address Address Address
es are the buses that Bits Locations Bits Locations Bits Locations Bits Locations
. 1 2 9 512 17 131,072 25 33, 554, 432
must be the widest 2 4 10 1024 18 262,144 26 67, 108, 864
(to be able to handle 3 8 11 2048 19 524,288 27 134,217,728
4 16 12 4096 20 1,048,576 28 268, 435, 456
the largest number of 5 32 13 8192 21 2,097,152 29 536, 870, 912
bits at a time) in order 6 64 14 16,384 22 4,194,304 30 1,073,741,824
7 128 15 32,768 23 8,388,608 31 2,147,483, 684
to carry the memory 8 256 16 65,536 24 16,777,216 32 4,294, 967, 296

addresses and the
instructions required Figure 6-3: Memory locations vs. address bits

by the system. Control

buses and timing signal lines may have only a single line, but in most cases have multiple lines, but their
buses hardly need to be as wide as the address and data buses.

Digital Information Nomenclature and Transfer

Binary strings of bits are identified in a number of ways. Long strings of bits are called words. Modern
day digital computers use 16-, 32-, and 64-bit words. In Figure 6-4a a 16-bit word is shown. In any binary
representations, the most significant bit (MSB) is on the left of the string, and the least significant bit (LSB)
is on the right.

A group of 8 bits, as shown in Figure 6-4a, is called a “byte,” and is a very common grouping used to
identify memory capacity. A 1 MB (1 megabyte) memory has a storage capacity of one million locations
with a byte (8 bits) at each location. Even though a memory may be organized differently, say two million
locations with 4 bits per location, the capacity is still referred to as 1 MB. Years ago this 4-bit group was
used extensively and called a “nibble.”

A byte, or a number of bytes, is a common way of identifying other binary signals. A control signal may
contain a certain number of bytes. A code may be made up of words that are each a byte, or a code may
contain any number of bits. This will be further clarified in the section on Digital Signal Representations.

MSB LSB

|||||||||||||||||16-bitword

| Byte 1 (I Byte 2 |

LI T T TPPTEL LTI T ] mwosittyes

|<=Nibble #1-| [<+-Nibble #2--| |<Nibble #3-»| |<Nibble #4-»|

I N O O w2,

a. Words, bytes, nibbles

MSB LSB

HEEEEEEEEEEEEEEN
IR IR B AR SR AR AR R AR AR R AR B

b. Parallel transfer
MSB LSB MSB LSB
x—=[1]1]ofof[t[1]o]1]o]1]o]1]o[1]o]1]wv[o]ofofofo]o]ofofofofo]1]1]ofo]1]
X — Right Shift Information Flow — After 11 logical shifts to right

—---- Left Shift Information Flow — Y
c. Serial transfer

Figure 6-4: Digital information nomenclature and transfer
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Data Transfers

Within a digital computer, digital processor, digital system, or digital circuit, the binary bits that carry

the information must be transferred from place to place to allow the system or circuit to perform its task.
Figures 6-4b and ¢ show the method of transfer. Figure 6-4b is a parallel transfer and Figure 6-4c is a serial
transfer. This discussion centers on the signals within a digital processor, or within a self-contained digital
system. Further discussion of the transfer of data between digital systems is contained in Chapter §.

In Figure 6-4b, all the bits of binary information are transferred at the same time. If it is a 16-bit word as
shown, all 16 bits are sent from one location to the other at the same time, in parallel. The highest speed
digital processors use the parallel transfer so no time is lost in processing the binary information to act on it.

The serial transfer, shown in Figure 6-4c, takes longer in time to process the information. As shown, each
bit of information is shifted in sequence to identify all the bits in the 16-bit word. Using the 16-bit word as
an example, 16 clock-shifting pulses are required to identify all 16 bits. The shifting of the bits can either be
in a right or left direction, as shown, and there are a number of different types of shifts—a logical, circulate,
or arithmetic.

Logical Shifts

A right 11-step shift is shown in Figure 6-4c. As the bits are shifted right toward the LSB position, a detec-
tion circuit receives the LSB output and identifies the bit value as 1 or 0. The bits arrive serially, one bit
after another, until all 16 bits of the word are identified. In a logical shift, bits of 0 values are inserted at the
MSB position as the shifting occurs. For a left shift, the identifying circuit is at the MSB position rather
than the LSB position, and the bits are inserted at the LSB position.

Arithmetic Shifts

Many times the instruction to the processor may only be for one shift because shifting a binary word to the
right divides the binary value by 2. Likewise, shifting a binary word one bit position to the left, multiplies
the binary value by 2. These types of shifts are particularly significant in arithmetic operations.

Example 3. Arithmetic Shift Left for Multiplication
Show an example, using an 8-bit word, to demonstrate how shifting a binary number one bit position to
the left multiplies the binary value in the number by 2.
Solution:
Bit Positon Value 128 64 32 16 8 4 2 1

Original No. Value 0 0 0 16 0 4 0 1 = 21
Original No. [oJoJoJ1 o[ 1]o] 1]

New Value 32 0 8 0 2 0 = 42
Original number | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |<—Insert0
shifted left

one bit

In a right circulate shift, the bit value in the LSB position is circulated back and inserted at the MSB posi-
tion. After 16 clock shifts, the bits of the 16-bit word are shifted out and identified, and, after the shifting
is complete, the same data is in the 16-bit word as before the shifting process began. Such shifts are very
useful in arithmetic and logical shifts without destroying the original data present before the shifts.

Binary information can identify both positive and negative numbers. To do this, the MSB of the binary word

is reserved to be a sign bit. If the bit is a 0, the binary number is positive; if the bit is a 1, the binary number
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is negative. During an arithmetic shift, the sign bit in the MSB position is maintained. Thus, when a shift
occurs, the value in the MSB position is reinserted into the MSB position, so that it remains the same and
the arithmetic value of the binary number is not lost. Examples for a 4-bit code are shown in Figure 6-5.

Binary Signals Decimal Numbers Characters Commands
MSB LSB or or
ro o0 0 O 0 0 0 @ \ P p Power OFF
When 0 0 0 1 1 +1 1 A a Q q STOP
MSB =0 0o 0 1 0 2 +2 2 B b R r GO
represents 4 0 0 1 1 3 +3 3 C c S s AON
8 positive 01 0 O 4 +4 4 D d T t A OFF
numbers o 1 0 1 5 +5 5 E e U u B ON
o1 1 0 6 +6 6 F f v v B OFF
Lo 1 1 1 7 +7 7 G g W w RIGHT
(1 0 0 O 8 0 8 H h X X LEFT
When 1 0 0 1 9 -1 9 | i Y y FORWARD
MSB = 1 101 0 10 -2 J j 4 z BACK
represents 1.0 1 1 11 -3 ; K k [ { IDLE
8 negative 110 0 12 -4 < L | \ | SPEED 1
numbers 11 0 1 13 -5 E M m ] } SPEED 2
111 0 14 -6 > N n A ~ BRAKE
L1 1 1 1 15 -7 ? (@] o - DEL POWER ON
Column 1 2 3 4 5 6 7 8
ASCII bits 4321 5,6,7 110 001 011 101 111

Figure 6-5: Digital signals can represent numbers, letters,
special characters, commands, and so forth.

Example 4. Arithmetic Shift for Recirculation

Show an example, using an 8-bit word, of how a right recirculate shift of the same number as the bits
in the word reinserts the same word in a register after use of the word.

Solution:

Original

After 4 |

After 8 s

Parallel vs. Serial

Working Register

sLofof [ [ foofv

—Lofofofofofofo]o]

—

Recirculate
hifts to right

sl fofof fofo ] [r

L ool tofofo]o]

—

Recirculate
hifts to right

sLofof [ [ fofofr

Lol [ frfofo]x]

Recirculate

One can see the parallel transfer of information is fastest because it takes significant time to shift out the
bits for identification in a serial transfer. However, there is a significant tradeoff in hardware of increased
circuitry, increased interconnections, increased power dissipation, and so forth. Serial operation calls for
only one detection circuit at the LSB or MSB position to identify the bits. Parallel operation requires a
circuit for each bit so the bits can be identified all at the same time. This multiplication of circuits, intercon-
nections, more power occurs throughout the system.
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The trade off then is one between speed of operation versus amount of hardware. But IC processing, device
and circuit technology is having a tremendous impact on this tradeoff, as discussed in more detail in Chap-
ter 8. The advances by ICs in density per chip, faster operating speeds and lower power operation and new
circuit protocols are reducing the separation in this tradeoff and serial operation is gaining in use.

Digital Signal Representations

Figure 6-5 details that binary bits in digital information can commonly represent numbers, letters, charac-
ters and commands. A 4-bit binary code is shown that can represent 16 different entities. The 16 different
entities can be the numbers from 0 to 15 (1* column); or they can be eight positive numbers from +0 to +7,
and eight negative numbers from —0 to —7 (2™ column). As explained, the MSB of the code is used to tell
whether the number is positive or negative. Or the 16 different codes can be used to identify the numbers
from 0 to 9 and six special punctuation characters (3™ column). Or the 16 different codes could be used to
identify 16 different commands (8" column).

In order to identify more characters and symbols, more bits must be added to the code. As an example, The
American Standard Code for Information Interchange (ASCII), mentioned briefly in Chapter 1 and con-
tained in its complete form in Chapter 8, uses a 7-bit code. It identifies 52 upper and lower case alphabetic
characters, 10 numbers from 0 to 9, 34 special data transfer and Teletype commands, and 32 other special
characters for a total of 128.

Columns 4, 5, 6 and 7 of Figure 6-5 are the 52 upper and lower case alphabetic characters and other special
symbols that are identified in the ASCII code. Column 3, mentioned previously, is also used in the ASCII
code. To fill out the 7-bit code, column 3 has bits 5, 6 and 7 at 110, and columns 4, 5, 6, and 7 have them at
001, 011, 101, and 111, respectively. As the combination of the 5, 6, and 7 bits change, the identities of the
16 codes change to new characters, numbers or symbols.

Example 5. ASCII Code
Identify what the given 7-bit codes represent using Figure 6-5.

Solution:
Code Bt 7 6 5 4 3 2 1 Data Represented
1. o 11 0 1 0 1 5
2. 1 0 0 1 0 1 O J
&, i 1.0 0 1 1 1 g
4 o 1 1 1 1 1 1 ?

What has been demonstrated is that within different digital systems, the binary information can represent
many different things—numbers, characters, symbols, commands, instructions, and so on. System designers
will define how the codes are used in particular systems.

Clock, Timing and Control Signals

As stated previously, a computer program is a series of steps that a digital processor must execute in se-
quence in order to accomplish a task dictated by the program. These steps in sequence occur at particular
set times dictated by the timing and control signals. Within each step, instructions are dictating how elec-
tronic circuits are operating to perform the functions called for by the program. The instructions occur at
specific times and the circuit operation occurs at specific times controlled by the timing and control signals.
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Clock

The heart of the timing circuits is the clock. Its source is usually a crystal-controlled oscillator that gener-
ates signals at a very precise frequency. Its signal output is formed into rectangular pulses that have very
fast rising and falling edges. Typical pulses are shown in Figure 6-6a. The rising and falling edges of the
clock pulse provide precise times for controlling electronic circuit action. The clock may have just one
series of pulses like phase 1(®,, or it may have additional phases as shown in Figure 6-6a. The additional
phases provide additional timing signals for the control of circuits. As shown in Figure 6-6a, some of the
circuits controlled by the clock trigger on the rising edge of the clock pulse, while other circuits trigger on
the falling edge of the pulse. Such alternatives in the triggering of circuits provide a wide selection and flex-
ible means for timing the operation of electronic circuits.

Gated Latch

A specific example of
how electronic circuits
are timed is shown in Fig-
ure 6-6b. The electronic
circuit shown is called

a gated latch. It is used
for temporary storage of
digital data. The inputs
to the gated latch are the
binary signal D (either 1
or 0), and the clock. The
outputs are Q and Q',
which are complementary
to each other—if Q =1,
Q' =0 or vice versa. A
signal that appears on D
is only stored in the latch
and appears on Q after it
is “clocked in,” i.e., the
clock has appeared and
has timed in the D signal.
As shown in Figure 6-6b,
Q only changes after D
changes and a clock sig-
nal times the change into
the latch.

The latch receives its
name from the fact that
it is a temporary storage
electronic circuit that
latches on to data and
holds it. The gated latch
means that data is gated
in at a particular time.

rising

edge
9\> r r r Phase 1 (®,)
falling [ ] ]
¥ edge Phase 2 (®,)
Some circuits A — —
are triggered (timed) Phase 3 (®;)
on this edge °

Some circuits ]
are triggered (timed) —| —| —| Phase 4 (®,)
on this edge

a. Clock signals

< putinf on
nges ee
Clear 4 O | pog® o\J\\ag\;: c\oc}ﬁed
—»| D Q@ —° 4 | ooy the el
1 1 age of cloc!
Clock —|> D, "
Q o [ |
Before After Q !
clock clock 0 | |
Gated Latch n ~ Latch i
(clocked D Flip-Flop) Qy e
p[aelafala Clock 1 =
ofo1]o]1 O 2345678910
1]jof1]1]o0 t=0 time —»

Truth Table

b. Timing of signals at gated latch

A 1 on line for C=AB 1
Read Memory ——— A
A & 0 Read Memory Signal
Clock  ——— Output
B Control B 1
AND Gate Line 0 Clock
AlB|C
8 ? 8 C ! |'| Timed Control Signal
1 (1) ? 0 for Read Memory
Truth Table

12345678910
t=0 .
time —»

c. Timed control signal using AND gate

Figure 6-6: Clock signals for timing and control
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A truth table, shown in Figure 6-6b, identifies the output Q and Q’ values for each D input value. It identi-
fies the state of the signals before and after the clock.

AND Gate Control

Another example of signal timing is shown in Figure 6-6¢. Here a 2-input AND gate is used to time a
control signal. The control signal required tells a memory to read information from memory. The address

of the information has been received by the memory and decoded prior to the receipt of the control signal.
An AND gate is used to provide the memory read signal at a precise time. As the truth table shows, both
inputs to the AND gate must be a 1 for the output to be a 1. If both or one input is a 0, the output is a 0. By
placing the memory read signal on the A input to the AND gate, when it is a 1, the memory is to be read.
However, the control signal to actually tell the memory to read will not occur on the output of the AND gate
until the clock signal is a 1. As a result, the memory is read at a precise time determined by the clock. The
read signal on the input to the AND gate overlaps the clock signal in time, and can vary significantly in time
position in relationship to the clock and still be timed correctly. The AND gate output, the memory read
pulse in this case, turns out to be the same width as the clock pulse.

The fact that a clock may have different phases adds to the flexibility of the timing and control signals. For
example, the clock used in Figure 6-6b might use Phase 2, while the clock used in Figure 6-6¢ might be
Phase 4. This demonstrates the flexibility, mentioned previously, that a designer has to time the system circuits.

Interrupts

A signal that controls a digital processor at unexpected or random times is called an interrupt. It interrupts
the digital processor from what it is doing and directs it to do something different, as indicated by the inter-
rupt signal. A STOP signal terminates whatever the processor is doing. It usually occurs at random times
depending on the need to shut down the processor. Or maybe the processor is following a program and
input signals are required. When the inputs are available, the input circuits notify the digital processor that
the inputs are present. This initiates an interrupt to the processor, which halts what it is doing and inputs the
data. After the data is inputted, the processor continues from the place it was interrupted. The CPU keeps
track of where the processor is when the interrupt occurred.

Similar action occurs at the outputs. The processor is required by the program to output data to an external
unit. The processor addresses the I/O and selects an output. The output circuits send an interrupt to the CPU
to signify that the output is ready. The interrupted processor switches to a routine to output the data. When
the transfer to the output is complete, the processor returns to the program location directly after the loca-
tion at which it was interrupted.

The application of a digital processor may be dictated by its response to an interrupt. Some processors re-
spond very quickly to interrupts so that the overall performance to execute its program and complete a task
is not affected. While other processors may be slow to respond to interrupts, and, therefore, if an applica-
tion depends on many interrupts, the overall performance of the processor will be slowed a great deal. The
ultimate speed at which the processor can accomplish the task is severely limited. Some digital processors
only respond to an interrupt when they want to, not randomly or unexpectedly. Most modern digital proces-
sors respond quickly to interrupts that occur at random and unexpected times.

Status Bits

Digital processors operate using control signals derived from the condition of check bits called status bits.
Status bits are stored in a register. A register is a chain of latches strung together to temporarily store a set
number of bits; as an example, a 16-bit register stores 16 bits. Most registers store the number of bits in the
word being used throughout the digital system. The status register is somewhat different. It holds a variety
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of different bits where the state of each bit is somewhat independent of the other bits in the register. Many
of the bits are set independently and their value depends on the result of a particular processor operation.
For example, what was the sign of a number as a result of an arithmetic operation—positive or negative? A
status bit is set after the operation is executed to indicate the result. Was the result of an arithmetic opera-
tion greater or less than zero? A status bit is set to indicate the result. Was there a carry or a borrow when an
arithmetic operation was performed? Is the number too large for the digital system to handle? The setting of
status or condition bits after such operations, and the checking of the bits by the processor, contribute to the
control of the operation of the digital processor as it executes its program.

Example 6. Status Register

The N bit of a status register is set when the result of an arithmetic operation is negative. Show an
example of how this occurs.

Solution:
Working Register Status Register
Result of —FF——wWF-—F--7"7T-—"-T-—"7T—7 |« ------
anarithmetic|1|0|1|1|0|1|1|1| m
operaton —J/]/ —FF  —1F1 — — @ ~-----
The MSB being a 1 indicates
the value in register is negative. = And sets the N bit in status
Ifitis a 1, logic circuits testit - --~" registerto a 1
More About Software

Refer again to Figure 6-4 for a short review. The digital information flowing through a digital processor
flows as a given combination of bits—a 32-bit address code, a 16-bit instruction code, or an 8-bit character
code. Circuits that identify and decode the digital information must identify the value of each bit (either a 1
or a 0) and act as a result of the value to decode the information. As stated previously, the program that the
processor follows is a series of instructions in sequence. Each instruction has a given number of bits and

a unique code for a particular instruction. The instructions come from memory to the processor over the
data bus. Inside the processor the instructions are stored temporarily in the instruction register so that the
instruction decoder circuits can decode them. The decoder evaluates the bits and identifies the action the
processor must take to execute the instruction.

Humans write the computer programs. The instructions to the computer must be written in a language that
humans understand; yet the instructions that the computer follows must be in digital codes that the com-
puter understands. A conversion is required from the human language to the digital codes that the machine
(processor) understands. The digital code that the machine understands is called machine code. A computer
program written in machine code is called a machine-language program.

Machine-Language Programs

Humans can write programs in machine language. To do so, the programmer writes the program directly

in the digital codes that the machine understands. No conversion is necessary. The machine can decode

the instructions directly and execute them to accomplish the task required. However, the task is extremely
difficult, tedious and time consuming, and if errors are made, and they will be regularly, it becomes an even
more difficult and tedious task to find the errors and correct them.

Assembly-Language Programs

In order to make it easier to write the programs, the manufacturers of digital processors have designed
their processor to respond to instructions that are closer to human language. These instructions are

called assembly-language instructions. They are easier to understand than machine code but require the
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manufacturer to provide a program to convert the assembly-language instructions into machine code. Such
a program is called an assembler. A computer is much more accurate in doing the conversion, and by pro-
cessing an assembly language program for a particular processor using its assembler, all the instructions are
converted very accurately into machine code for that processor.

Mnemonics

The operation or action that the assembly-language instruction causes the processor to perform is identified
by an abbreviation called a mnemonic. The abbreviation used for the mnemonic gives a strong suggestion
to the programmer what the instruction does. Figure 6-7a shows an example of arithmetic instructions and
their directed actions, and gives the mnemonic that represents each of the instructions. The mnemonic is a
short two or three letter symbol that identifies to the programmer the processor action caused by the instruc-
tion. Figure 6-7b gives an idea of what other types of instructions may be available in digital processors.

Arithmetic Mnemonic Action
Add A or AD or ADD Addition of two binary codes
Subtract S or SU or SB Subtraction of two binary codes
Multiply MPY Multiply two binary codes
Divide DIV Divide two binary codes
Absolute Value ABS Take absolute value of a binary number
Negation NEG Change sign of a binary number
Shift ROL or ROR Shift left or shift right
Increment INC or INR Add 1 to binary code
Decrement DEC or DCR Subtract 1 from binary code

a. Example of mnemonics for arithmetic instructions

Logical Data Movement Branch Comparison
AND Move Unconditional Less than
OR Load Conditional Greater than
NOT Store Subroutine Equal

XOR

b. Examples of other processor instructions

Figure 6-7: Examples of digital processor instruction set

Operands

In an assembly-language instruction, the instruction itself describes the operation to be performed, but does
not say what is to be operated on; therefore, operands (what is to be operated on) must be added to the
instructions. For example, the instruction:

Mov A,B

The mnemonic MOV means that a move operation is to be performed and the operands are register A

and register B. The contents of register A are to be moved to register B. Suppose that register B is the program
counter; therefore, it contains the memory address of the next instruction of a program or subroutine. By load-
ing register A with the address of the first instruction of a program, moving the contents of register A to register
B a new program is started. Incrementing register B (subtracting one from its contents) with the instruction:

Inc B,

causes the processor to step to the next instruction. After the instruction is executed, the program loops back
to the Inc B instruction and the processor steps to the next instruction. The processor steps through address-

es of the instructions in sequence to execute the program.
TEAM LRN
94



Digital System Processing

Sophisticated Programming Languages

The writing of a computer program to perform a task consists of organizing the digital processor instruc-
tions into the correct sequence. It is a paper process that doesn’t require the building of any hardware, but
just understanding the processor’s instructions and using them to manipulate existing hardware to perform
the task required. Thus, programs are called software, and people that write programs are called software
engineers or just programmers. It is the objective of programmers to write their programs in a language

as close to human language as possible. They would also like to learn a particular programming language
and not be restricted to using it only for one processor. They would like to apply their knowledge of the
language to other processors solving other application problems. To satisfy this need, sophisticated pro-
gramming languages have been developed.

Sophisticated programming languages are a step up and beyond assembly-language programming. They
are, once learned, used for writing many different programs, using different processors. Such languages are
referred to as high-level languages because they are somewhat general purpose because they are used to
program different processors.

Whatever high-level language is used one thing is certain, the program must be converted to machine-lan-
guage code. In earlier times this was a two-step process. First a program called a compiler converted the
high-level language to assembly language. Then, an assembler was used to convert the program to machine
code. Today most compilers convert the high-level language directly to machine code. In addition, many
digital processors are members of a family of processors; the compiler for a particular processor usually
handles the whole family of processors.

Software Summary

Figure 6-8 provides a summary of programming. A digital processor can be programmed directly in
machine language, but it is very tedious and difficult to find errors. Or it can be programmed in assembly
language, put through a specially designed program (an assembler) that converts the program to machine
code. Or it can be programmed
using a Sophisticated high—level Directly in Assembly Language Sophisticated Lgnguage
Machine Language Programming Programming
general-purpose language. The
program must be put through a l l
specially designed program (a
compiler) that converts the high-
level language instructions into
machine code for the particular
processor used. Fortran was an
early high-level language. Today,
“C”, “C*", UNIX, JAVA are names
of sophisticated languages for
writing programs.

Machine Code Machine Code Machine Code

Figure 6-8: Programming computers

How Parts of a Processor Perform Their Functions

ALU—Arithmetic Logic Unit

The discussion now switches to how various parts of a processor perform their functions. The first of these
is the arithmetic logic unit (ALU). An arithmetic function performed by the ALU is addition, shown in
Figure 6-9. The central electronic circuit used for addition is an adder, shown in Figure 6-9a. The full-adder
has three inputs—the two binary numbers to be added and a carry input. Figure 6-9a shows not only the
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A B MSB LSB
Ci A,B, AsBs AB, A,B, A,B, A,B, A,B, A,B,
| i ¢ [® C ¢ C C ¢
carryin Doy LI T Tey ey Ty ey e
Full
Adder
C,~J
Gy s i el Bl Bl B
carryout
S, S, S, S, S, S, S, S,
INPUTS  |OUTPUTS
A|lB|C|Ss|c,
o|jlo|lo]o]|oO Cs Cs C, C,
[ 110 Carry 1 1 1 1+— 0
o|1]o|1]o
oj1j1]o0]1 A 0 1 1 1 0 1 1 1
1lo|lo|1]o0 10 10
1ol 1] o1 Carry
1 11 0] o1
LI L O O B B B 0 1 1 0 0 1 1 0
a. Full adder and truth s 1 1 10 1 1 1 10 1
table — -

b. 8-bit adder A and B

Figure 6-9: The addition function

full-adder block diagram, but also its truth table. A truth table, remember, catalogs the state of the outputs for
all the states of the inputs. If A or B or C;is a 1, the sum bit will be a 1. When A and C; or B and C; or A and B
are a 1, the sum bitis a 0 and C, will be a 1. When A and B and C; are all 1s, the sum bitisa 1 and C,is a 1.

Figure 6-9b shows an 8-bit adder and the addition of two 8-bit binary numbers A and B. Note how the C,
output of one stage of the adder becomes the C; input to the next stage to the left. The example shows how
the carry bit is generated and propagates to determine the sum bit at the next stage. The speed of operation
of the adder is determined by how long it takes the carries to propagate through the adder. Using the adder
multiple times, plus shifting, provides the multiplication function. Subtracting is performed by adding the
one’s (1’s) complement of one of the binary numbers instead of the number itself, and multiple subtrac-
tions, plus shifting, results in a division function.

ALU—Logic Functions

A A A
Figure 6-10 shows three logic BDC B:DC | >ec
AND OR NOT

functions that are normally avail-

. . b, b, by b, by b, b, by
able in an ALU. Using A and B A 0110 0110 0110 A 01110110
4-bit binary numbers as examples, B 1100 1100 B 00O0O0T1O0O0 1
the logic operations are performed c 0100 1110 1001 cC 01 111111
bit by bit giving the result C from a. AND, OR, NOT logic b. OR function to change
LSB to MSB. A 1 appears as bit value

the result for the AND function
only when AandBareal. A 1
appears as the result C when A or B or both are a 1 in the OR function. The complement of the input—a 1
if inputis a 0, or a 0 if input is a 1—will appear as the result C for the NOT function. The electronic circuit
that performs the NOT function is called an inverter.

Figure 6-10: Logic functions

An example of using the OR function to set particular bits in a binary number to a particular value is shown
in Figure 6-10b. In the 8-bit binary number for A, 01110110, bits b, and b; and b, are 0. The program
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requires that bits b, and b, be set to a 1. By performing an OR function between A and B, where B is the
binary number 00001001, the result C will have bits b, and b, set to a 1. The bits that were 1s in B will be
set to a 1 in the result C.

Memory and Input/Output

Figure 6-11a shows the Read/Write Input Data or Output Data
typical interface between a -—
. Memory Input/Output
microprocessor and memory.
This corresponds to what
. . Address Address
- Dat: Dat:
was .shc.>w.n in Figure 6-1, but ﬁ @ ata (selects 1/0) ﬁ @ ata
details it just for memory.
. M
The address bus carries Microprocessor emory Microprocessor /O Enable
Enable
the binary code put out by

the microprocessor for the
address of information in
memory. The memory size determines the number of bits in the code. The data bus will either have data
on it that is put there by the microprocessor to store in memory (write to memory), or it will have data or
instructions that come from the address location (reading from memory) to the microprocessor. Whether
the memory is being written to or read from is controlled by the read/write signal. In addition, whenever
memory is to be used, whether writing or reading, an enable signal is sent to memory to activate it. The
read/write and enable signals are timed control signals operating at precisely designed times.

Figure 6-11: Data to and from memory and input/output

Input/output or I/O circuits operate very similar to memory as shown in Figure 6-11b. The microprocessor
sends out an I/O address on the address bus to specify which I/O is to be used. At the same time, a control
signal tells the I/O that it wants to input data to the microprocessor over the data bus; or that it wants to out-
put data that the microprocessor is placing on the data bus. As with memory, timed control signal enables
the I/0 circuits. They are not active until the enable signal arrives.

Addressing Modes

Program instructions tell a digital processor what to do, where to find the information it is to use with the
instruction, and where to put the result after the instruction is executed. Addresses or addressing is needed
to direct the processor to the correct location. Addressing modes are the means by which the instruction
indicates the address. They are the designed ways that the instruction tells the processor how to locate the
information it needs to use with the instruction. There are several common addressing modes for digital
processors. Five different ones are shown in Figures 6-12, 13, 14, 15 and 16.

Immediate Addressing

Immediate addressing is diagrammed in Figure 6-12. The program counter contains a memory address that
points to the operation code (op code) of the instruction—the operation the instruction wants the proces-
sor to perform. Following immediately after the op code, in the next memory location, is the data on which
the instruction will operate. So if the instruction is addressed with immediate addressing, the code that
describes the operation to be performed is | Memory
in the memory location addressed by the Prog. Counter I (instruction)

I
I
contents of the program counter, and the OP Code |
I
I
I

The op code is contained in the
memory location pointed to by
the PC followed, in the next
memory location, by the data
that is to be used.

data is in the next memory location. There
is relatively little decoding. The instruction
knows immediately where the data (oper-

and) is located. Figure 6-12: Immediate addressing
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Register Addressing
Figure 6-13 diagrams register
addressing. Here the
data is not con-

tained in memory

locations but in
registers. The in-
struction contains
the op code and
specifies in which
register the source
data is located
and, if need be,
the register for the
destination data.

Register Indirect
Addressing

|
Prog. Counter |

| Memory |
Prog. Counter (instruction) Source
Memory Loc. |—|->| OP Code S, D |—|—>| Decode W—> Data (operand)
Destination
| | Reglster # Data (operand)

The source and destination data are contained in registers. The instruction
contains the op code and specifies a register as a data location. In the case
shown, data is contained in a register for both the source and destination.

Figure 6-13: Register addressing

Memory |
(instruction) |

Source

Figure 6-14 diagrams reg-

Memory Loc.

|—L>| OP Code S, D |—|—>| Decode

Register #

ister indirect addressing. In
register indirect addressing,
instead of specific registers
containing the data to be
operated on as in Figure
6-13, now the specific reg-
isters contain the memory
address of the data. Thus,
loading different memory lo-
cations in registers causes the
processor to operate on dif-
ferent data stored in memory.

Indexed Addressing

Figure 6-15 diagrams indexed
addressing. The next memory loca-
tion after the op code contains an
index. The address of the data to
be used is the sum of a value in a
register and the value of the index.
The instruction is used separately
for the source and for the destina-
tion. Indexed addressing is used
extensively for data that is grouped
together in memory. The program
can be modified quickly to select a
different set of data by changing the
index in the instruction.

(operand) Data

(operand) Data

Destination
Register #

|
|
|
|
T
T

Instead of the register containing the data as in register addressing, the register
contains the memory address of the data. Thus, by loading the register with
different memory locations, different data is operated on by the instruction.

Figure 6-14: Register indirect addressing

| Memory |
Prog. Counter | (instruction)

Memory Loc.

| OP Code |—'—| Decode |—| Register #
|

|
Index } 1)<
| |
|
(operand) Data S/D

For index addressing, the address of the data is the sum of a value contained in
a register and the value of the index. The selection of data addresses that appear
in groups can be modified quickly by changing the index.

Figure 6-15: Indexed addressing
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Example 7. Register Indirect Addressing
Show an example of register indirect addressing.

Solution:
REGISTER R1
Program Counter Address EEEEEE
00000001 — — - — — — — _
|0|0|0|0|0|0|1|0|/1>00000010__M2v_@_R1;@LFI_2_ REGISTER R2
00000011
00000100 [1]0]o[o[1]o]1]0]
00000101
00000110
00000111 ~
L u
10000001[0]1]1]1]o[1]1]
The contents of memory
& location 10000001 are moved
to memory location 10001010
10001000
10001001
L—10001010[o[1]1]1]o[1]1]1

The program counter points to the memory address where the instruction MOV @R1,@R2 is located.
R1 and R2 are register numbers and the @ sign indicates that the contents of the register is the address
in memory where the information on which the instruction is to operate is located. The instruction,
with MOV as the op code, says move the contents of the memory location whose address is the con-
tents of R1 (the source) to the memory location whose address is the contents of R2 (the destination).

Direct or Symbolic Addressing

Figure 6-16 diagrams direct or
symbolic addressing. In immediate |
. . Prog. Counter |
addressing of Figure 6-12, the mem-
. . Memory Loc. OP Code |
ory location following the op code |
contained the data to be operated I

I
on. In direct or symbolic addressing,

I

I

the next location in memory after :
the op code is an address in memory (operand) Data S/D -
that contains the data.

Instruction sets for different pro- As with immediate addressing, the instruction op code is contained in the
. memory location, but now the next word does not contain the data for the

cessors use specific symbols and instruction, but contains a memory address for the data.

notations for their instructions and

for their addressing modes. They Figure 6-16: Direct or symbolic addressing

usually are specific to the particu-
lar processor. In Chapter 7, there will be further discussion of the addressing modes used for the MSP430
family of microcontrollers.

Summary

This completes the discussion about the basic operation of a digital processor, some of its specific func-
tions, and how the processor is made to do what is instructed by a program to perform a desired task. In the
next chapter, the discussion centers on the details of programming the processor.

TEAM LRN
99



Chapter Six

Chapter 6 Quiz
1. A digital processor, more commonly called a digital computer, has a unit that is the brain of the
system called the:
a. [/O—input/output.
b. permanent memory.
c. temporary memory.
d. CPU (central processing unit).
2. Each digital processor is manufactured to respond to:
a. awide variety of different sets of instructions.
b. a particular set of instructions.
c. only one or two instructions.
d. only input/output instructions.
3. A digital processor responds to a program that is:
a. designed to randomly operate the processor in many different sequences.
b. always changes every time it runs the processor.
c. aset of operations in a particular sequence to accomplish a task.
d. not needed by the processor for most tasks.
4. The instruction/data bus is used:
to send addresses to locate instructions and data to be delivered to the CPU.
to identify inputs and outputs to receive or output data for the CPU.
to send timing information throughout the system.
a and b only above.
. conly above.
5. Clock signals in the digital processor:
precisely control the transfer, manipulation and storage of information throughout the processor.
must be very accurate in time.
are a series of repetitive pulses that have fast rise and fall times.
all of above.
a and c only above.
6. Power systems in digital processors:
a. must have very accurate voltage regulators and good power dissipation control.
b. require no precise voltage or current control.
c. require little concern for power dissipation.
d. operate with high voltage and high current.
7. The devices that have contributed most to low power dissipation in digital processors are:
a. power transistors.
b. Dbipolar logic transistors.
c. CMOS—complementary-metal-oxide-semiconductor—integrated circuits.
d. amix of bipolar and MOS devices.
8. The data bus carries to memory a digital code representing:
a. the instruction address and the data address.
b. only the instruction address.
c. only the data address.
d. none of the above.

o a0 o

oo o
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10.

11.

12.

13.

14.

15.

16.

17.

The arithmetic logic unit (ALU) in the CPU:

a. provides the I/O capabilities.

b. provides the clock capabilities.

c. provides the storage capabilities.

d. provides the logical, computational, and decision making capabilities.
Read-only memory (ROM), random-access memory (RAM) and registers are:
a. logical circuits contained in the CPU.

b. types of memory that are or maybe contained in a CPU.

c. data transmission circuits contained in a CPU.

d. T/O circuits contained in a CPU.

A microcontroller unit (MCU):

a. is an industrial control computer made up from individual ICs.

b. is the smallest possible microcomputer.

c. is a microcomputer IC that is adapted to the industrial control market.
d. is a computer made up of individual ICs, but designed for low-power use.
The MSB (most significant bit) of a word is:

a. is the second bit in the code representing the word.

b. is the left-most bit in the code representing the word.

c. is the right-most bit in the code representing the word.

d. is the middle bit in the code representing the word.

In a parallel data transfer:

a. all bits arrive at a point at the same time.

b. all bits do not arrive at a point at the same time.

c. all bits are delayed one bit at a time.

d. all bits arrive at a point one after another.

In a serial data transfer:

a. all bits arrive at a point at the same time.

b. all bits are collected, delayed, and then arrive at the same time.

c. all bits are delayed, then arrive at a point at the same time.

d. all bits arrive at a point one after another in sequence.

The ASCII code can identify:

a. numbers only.

b. letters only, not special characters.

c. numbers, letters, special characters, commands.

d. commands only.

Clock signals inside a digital processor:

a. may trigger electronic circuits only on the falling edge.

b. may trigger electronic circuits into action on either the rising or falling edge of the clock pulse.
c. may trigger electronic circuits only on the rising edge.

d. don’t trigger electronic circuits on the rising or falling edges.

An interrupt signal to a digital processor:

a. speeds up the operation of a digital processor.

b. controls a digital processor at unexpected or random times.

c. acts just like any other digital processor control signal.

d. none of the above.
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18. A mnemonic is a:

a.
b.
&

d.

short two or three letter symbol that represents a program instruction.
random set of letter symbols that varies continuously.

long set of letter symbols that is an instruction in itself.

symbol that has no relationship to assembly-language programming.

19. Programs written in high-level languages:

o a0 o

can be written for different processors using the same language.
must be converted to machine code to run the processor.

use a compiler to convert the high-level language to machine code.
all of above.

¢ only above.

20. Addressing modes for a digital processor:

a.

°op0

are always immediate addressing.

are the designed ways the instruction tells the processor what to do.

are the means by which the instruction indicates the action to be taken by the processor.
¢ only above.

b and c only above.

207
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Language Programming

Introduction

Many times the easiest way to understand how to do something is to work with examples. That is the sub-
ject of this chapter. By looking at small subprograms that have been written to accomplish specific tasks,
the reader will be introduced to assembly-language programming. The objective is to provide a base of
understanding of how an assembly-language program is formulated so that programs can be deciphered, at
least to obtain a “feel” for what the program is trying to accomplish. In no way will this chapter be a thor-
ough coverage of assembly language, its format, its detail, its uniqueness, but, hopefully, by taking small
segments of programs and discussing them, line by line, enough information will be transmitted to accom-
plish the basic understanding desired.

A Processor for the Examples

In order to be specific about the programs discussed and the tasks, a Texas Instruments MSP430 Fam-

ily microcontroller has been chosen to use for the programming examples because it is readily available,
well-supported with documentation and applications information, and has relatively inexpensive evaluation
tools. The family of microcontrollers is designed specifically for industrial control, instrumentation, and
measurement tasks with low-power, extended battery-life applications as prime design objectives. These
specifications are not necessarily important to its choice for this chapter. Rather, the easy-to-understand
architecture, instruction set, and family structure contributed significantly to the selection.

About the MSP430 Family

In Texas Instruments’ words, “The MSP430 devices constitute a family of ultra low-power, 16-bit RISC
microcontrollers with an advanced architecture and rich peripheral set. The architecture uses advanced timing
and design features, as well as a highly orthogonal structure to deliver a processor that is both powerful and
flexible.” The architecture is called “von Neumann” since all program, data memory and peripherals share a
common bus structure. RISC means reduced instruction set computer, and defines a specific design approach
for the microcontroller. There are only 27
core instructions, which, through the tech- I
nique of combining core instructions—called :
emulation—is expanded into a set of 51 :
instructions. The core instructions are built |
|
|
|
|
|

Oscillator ans’\:/ RAM Peripheral —{ Peripheral | Peripheral
System (Data) (/0 Port) [—| (110 Port) [ (1/0 Port)

Clock (Program)
PANE WA

into hardware, while the emulated instructions

are formed by the assembler (the program that
interprets the assembly-language mnemonics

and produces machine code). JTAG

JTAG/Debug

~\

MDB 8-Bif

R

ACLK - — — — -

|

Family Block Diagram A " e i i
A MSP430 Family system block diagram is I

shown in Figure 7-1. Note the 16-bit memory
address bus (MAB), the 16-bit memory data

o
=

Figure 7-1: MSP430 family block diagram
Courtesy of Texas Instruments Incorporated.
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bus (MDB), and the bus conversion for the I/O, USART and comparator. In Chapter 10, the MSP430F1232,
part of a family of MSP430F12XX devices, will be used in an application. How the MSP430F12XX de-
vices vary in the family is shown in Table 7-1.

MSP430F12XX Devices of the Family
Memory

430 Device Main Flash | RAM | I/0O(8) | BOR | WDT TA C USART ADC
F122 4kB 256B | 256B 3 X X X 1 slope
F123 8kB 256B | 256B 3 X X X 1 slope
F1222 4kB 256B | 256B 3 X X X 1 SAR 10
F1232 8kB 256B | 256B 3 X X X 1 SAR 10

Table 7-1: Devices of the MSP430F12XX family

The MSP430F12XX devices have program memory that is Flash memory. The devices are identified with
a F in the device number as shown in 7able 7-1. The Flash memory, which is made up of a large main
memory and a smaller information memory, provides in-system programmability that permits flexible code
changes, and, for remote systems that are battery operated, field upgrades. Flash memory is electronically
erasable programmable ROM (EEPROM), and is programmable and erased by applying a voltage. The
MSP430F12XX devices vary in program memory size from 4 kB to 8 kB, and all have the same size RAM.
They have three 8-bit I/Os, a watchdog timer (WDT), and 16-bit PWM timer (TA), a USART communica-
tion interface, and ADCs. Some have no comparators (C), some have brownout reset (BOR), and the ADC
varies from slope to SARs. They are packaged in 28-pin packages. The brownout reset is a function that
resets the microcontroller when the power supply voltage reaches a critical low value. When the power sup-
ply voltage is re-established, the microcontroller starts again from the RESET condition.

MSP430 Family Characteristics

The MSP430F1 XXX family, which extends through the F13x, F14x, F15x, and F16x devices, includes de-
vices with more USARTS and timers, hardware multipliers, 12-bit ADCs, an I*C communications bus, and
SVSs—supply voltage supervisors. These devices are in 64-pin packages.

Another family group, the MSP430F4XX devices, extends the family into 64-pin and 80-pin packages. The
devices have up to 60 kB of program memory and 2 kB of RAM, and most have 12-bit ADCs. All have
LCD drivers—from 96 to 160 segments.

A segment of the family is based on ROM programming, the MSP430C or P3XX devices. They have
similar LCD drivers to the F4XX devices, but do not have Flash memory. There are devices with 32 kB

of program memory and 1 kB of RAM, but the most exotic have 6-channel, 14-bit ADCs that are pack-
aged in 64-pin packages. Other devices are in 100-pin packages and have 32 kB of program memory, 1 kB
of RAM, an 8-bit interval timer, a 16-bit timer A, a USART, and a hardware multiply. Such a variety of
devices allow the designer of control systems a wide choice of design options.

The CPU

The CPU for the family is the same. As mentioned previously, it is a 16-bit RISC CPU. It consists of a
16-bit ALU, 16 registers and instruction control logic. The register arrangement is shown in Figure 7-2a.
Note the common memory address bus (MAB) and memory data bus (MDB). Four of the registers are
for special purposes: program counter, stack pointer, status register and constant generator. The rest are
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general-purpose registers. The MDB - Memory Data Bus  Memory Address Bus —MAB Aacess
constant generator supplies i 4 o Intermzpt Vctor Table WordiByte
instruction constants, and is not ‘-—’ E—» 3;:;::
used for storage. The sixteen —> E- Flash/ROM Word/Byte
fully-addressable, single-cycle > —) :
16-bit registers and orthogonal G —)
architecture provides versatil- " - R
ity apd synphmty in system ¥ — wordByte
applications. 0200h
R e == | I o
Program Memory and T = ooon | & PeronoreiModules
Data Memory — _ I
A map of memory available for <> ~ "] ool FunctonRegsers | Bye
the MSP430 family is shown in —— —)
Figure 7-2b. There are 64KB — _’ b. Overall memory
(65,536) of addressable memory ! _’
spaces divided over the address —
X (" IR13  General P —>
spaces from 0 to hexadecimal — T TS i::::
OFFFFh (1111 1111 1111 1111 AR _Coreatpumese =0 e e En e
in straight binary). The special- e R e el === . Byto xx7h
function registers and peripheral [ Jeo. 2 "‘ T Byte 006N
ero, ord (Hi e XXX
module addresses are from 0 cam.c Y\ e Word B Tord (Hh Bre) o
Overfiow, V. 16-bit ALY <}— MCLK Word (Low Byte) xxxdh
to O1FFh. Recall that an h after Negative, N xoxah
the address notation means it is 4———'

in hexadecimal format and that
01FFh is really a 16-bit word
with bits of 0000000111111111.
In hexadecimal notation, when
the hexadecimal address starts
with the MSB of A,B,C,D,E or
F, a zero is placed in front of the

A%
a. The RISC CPU and its registers

c. Bits, bytes and words in a

byte-organized memory

Figure 7-2: CPU, registers and memory map
Courtesy of Texas Instruments Incorporated

hexadecimal value to make sure the address is identified correctly, for example, 0BE14h.

The memory addresses (memory space) from 0200h to OFFFFh are shared by data and program code mem-
ory. The space from OFFEOh to OFFFFh is reserved for a table of interrupt vectors in Flash/ROM (Flash
for F devices) and more Flash/ROM is devoted to program, branch control tables and data tables below the
address OFFDFh. The remaining addresses are used for Flash/ROM and RAM (random access memory)
and are used for program and data storage.

Words of data, which occupy 16 bits or 2 bytes, are only located at even addresses, while bytes can be

located at odd or even addresses. If a data word is located at an even address, the low byte is at the even ad-
dress and the high byte is at the next odd address. The typical arrangement is shown in Figure 7-2c. Word A
shows the actual bits of the high and low bytes, while word B is just identified by the position of the “high
byte” and the “low byte.”

Note also that if a peripheral module is a 16-bit module, its address will be between 0100h and O1FFh. If
it is an 8-bit module, its address will be between 010h and OFFh. The addresses from O to OFh are reserved
for special-function registers, SFRs. The functions served by the various portions of memory are shown
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in Figure 7-2b, and shows that some of the functions are only accessible with 8-bit (byte) or 16-bit (word)
instructions, while others are accessible with either 8-bit or 16-bit instructions.

Instructions are fetched from program memory with 16-bit addresses, while data memory can be addressed
either using 16-bit or 8-bit instructions. Program code can either be in Flash/ROM or RAM because the
Flash/ROM and RAM are connected via the same two buses: the memory address bus (MAB) and the
memory data bus (MDB). In addition to program code, data can be placed in the Flash/ROM section of the
memory map, a significant advantage for data tables.

Peripherals

The variation of peripherals is one of the major advantages of the MSP430 family. A general overview of
the peripheral variations were pointed out in the family discussion, but more specific variations are shown
in Figure 7-1. Shown are variations of the available I/O ports, as well as a comparator and a USART
(Universal Synchronous/Asynchronous Receiver/Transmitter). Within the family, also available are differ-
ent ADCs, different timers, and even a hardware multiplier. Most of the peripherals operate in byte format,
and modules with 8-bit data buses are connected by bus-conversion circuitry to the 16-bit CPU. Most of the
peripherals use a 5-bit memory address bus.

Operation Control and Operating Modes

The contents of the special-func-

. . . . Mode Status Register Bits CPU Clock Functions
tion registers, mentioned previously,
. . SCGO| SCG1|OSCOFF |CPUOFF MCLK | SMCLK | ACLK | DCO
control the operation of the different
. . AM 0 0 0 0 ON| ON' | ON' | ON' | ON
MSP430 functions. The bits con-

. . . 2
tained in the register(s) select system LPMO ° ° 0 ! OFF | OFF | ON ON | ON
operation, enable interrupts, provide LPM1 L 0 ! OFF | OFF | ON | ON | OFF
information about the status of inter- LPM2 o]t 0 1 OFF | OFF | OFF | ON | OFF
rupt flags (caution signals that tell a LPM3 1 1 0 1 OFF | OFF | OFF | ON | OFF
program whether it can continue or LPM4 1 1 1 1 OFF | OFF | OFF | OFF | OFF
not) and define the operating modes Notes:
of the peripherals, 1. Various modules are active as required.

2.1f DCO is used as clock source.
Because the microcontroller that is

used for the example digital processor
has been designed to operate at low
power, and many of its applications are battery powered, there are a number of operating modes specially
directed to saving power consumption. Six operating modes, AM through LPM4, are shown in Figure 7-3.
AM is the active mode where the CPU is powered as well as all other modules that are designated to be
active by the program. Modes LPMO to LPM4 are so-called low-power modes with successively less power
dissipated. If the operating mode is one of the LPM modes, anytime the CPU is required by the program,

it must be called into the active mode by the program. To simplify the operation for the examples in this
chapter, the only modes used will be the active mode and the LPM3 mode.

Watchdog Timer

There is another component within the MSP430 microcontroller, the watchdog timer that is particularly as-
sociated with remote low-power operation. It is shown in Figure 7-1. It is called a watchdog timer because its
primary function is to perform a controlled system restart after a software problem occurs. This is for system
protection in case an application is in a remote battery-operated location and some glitch causes a software
failure. After a set time interval, a system reset is generated and the program is restarted. What is important is
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that if the system is operating properly and the watchdog timer is active, the program must reset the watch-
dog timer before its time interval expires, otherwise the system will be reset. If the watchdog timer function
is not necessary, the timer can be used as an interval timer. Such use is in one of the program examples.

System Reset

To make sure a system application always starts the same way, a reset of the system is initiated by the turn-
on of power, called a power-on reset (POR). There is also another reset, called power-up clear (PUC), that
is for resetting if the watchdog timer has expired, or there is some system violation. Reset is considered a
system interrupt.

Priority High

Interrupts I ————
In Chapter 6, an interrupt was GMIRS
described as a signal that interrupts cPU ‘G:

I : GIE Module Module WDT Module Module
the digital signal processor from e R A R A B T R A R
what it is doing and directs it to do —» — ) —>
something different as indicated by el [ Y : S INIAY: A sy
the interrupt signal. It may control Y i
the digital processor at unexpected PuC
or random times. crour | foscmitl.

as|

One of the most common types of
. . . 1 Reset/NMI
interrupts is from one of the periph- ¥ v
eral modules, such as an I/O unit. WOT Secarty Koy ? ]
The processor has had to wait on d b Fiash Securiy ey d 14 9 U V4 SR
an input until it is available. Now it < MAB- 5LSBs 4

is available and signals the proces-
sor with an interrupt signal, and the
processor accepts the input. If an-
other interrupt were to occur simultaneously, the MSP430, as shown in Figure 7-4, has an interrupt priority
scheme. The peripheral modules that are nearer the CPU in the connection chain have the higher priority in
case two signals were to appear at the processor at the same time. While the interrupt occurs, all other inter-
rupts are blocked by default. For specific devices the modules included have specific hardware positions in
the chain. Each device’s interrupts are described in an interrupt vector table in the data sheet for the device.

Figure 7-4: MSP430 interrupt priority scheme
Courtesy of Texas Instruments Incorporated

Oscillators and Clock Generators

Included in the microcontroller is a built-in oscillator that uses only an external crystal. The common oscil-
lator uses a watch crystal and oscillates at 32,768 Hz, but using a higher-frequency crystal, it can oscillate
at frequencies from 1MHz to 8MHz. In addition, there is a digitally-controlled oscillator that is digitally
tuned. Such flexibility makes it easy to select a particular clock operating frequency.

The MSP430 basic clock system is shown in Figure 7-5. For the MSP430F12XX microcontroller used for
this chapter, the LEXT1 oscillator is the low/high frequency crystal oscillator mentioned above. The DCO
oscillator is a RC-type oscillator and is digitally controlled to adjust the frequency. Other family devices
have a second crystal oscillator, XT2, that can oscillate at frequencies from 450kHz to 8MHz.

The main system clock, MCLK, can use either LEXT1 or DCO as its source controlled by the state of the
selection bits SELM. By software commands setting the state of the DIVM bits, the source for MCLK
can be divided by 1, 2, 4, and 8. The state of the DCOR bit, which chooses either an internal or external
resistor, defines the fundamental frequency of the DCO. Then the state of the RSEL bits selects one of
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eight nominal frequency ranges defined [’1',‘”1‘,"
in the specific device data sheet. The N imxrio —
three DCO bits divide the DCO range prrv— rizas [
selected by the RSEL bits into eight T 1 Auilary Clock
frequency steps approximately 10% XN ov -
apart. Because the DCO is a RC-type =k e W
oscillator, its frequency varies with T 120F o V- xTiof
temperature, voltage and from device xour | ov SELMc
to device. The five MOD bits set the LFXTH Oscilator °,'r"¥" CPUOEF
conditions to adjust and stabilize the ~— . _____ ____ _ 1 —®
] {0 || owicer
DCO frequency. { b XTReLK J10 i rrziam B
. . t XT20FF T MCLK
The action of thct three RSEL bits and | _— ' : e MeinSystom lock
the three DCO bits to set the DCO ! present when
i ! XT2CLK is not
frequency after the fundamental fre- 1= W ! present
o N | < I
quency is set is shown in Figure 7-5b. | x12007  xGectaor |
The three RSEL bits, based on their ~ ~~~~—~—~——"~—~ - T'ﬁ?’h
binary value, select one of eight moni- vee
nal frequency ranges for the DCO. The boor sceo et boox L e o
ranges are defined for a specific device Ty O rtj yy  scor
in the device’s data sheet. The three B o | oo "o peook | oY Toveer
DCO bits, based on their binary value, m ";J 1 Hiziag B
. SMCLK

divide the DCO range selected by the
RSEL bits into eight frequency steps,

Sub-System Clock

approximately 10% apart. Thus, setting "Note: XT2 Osciflator

the binary value of the RSEL and DCO The XT2 Oscillator is not present on MSP430x11xx or MSP430x12xx
bits will result in a DCOCLK frequen- ‘device& The LFXT1CLK is used in place of XT2CLK.

cy for the system. The typical ranges a. Clock system block diagram

and steps are shown in Figure 7-5b.

The auxiliary clock, ACLK, uses LFXT]I as its bco

source, and divides LEXT1 down by 1,2, 4, "%~
and 8 based on the state of the DIVA bits. _.__‘__,___.-——"—'_r—_ RSEL=7
The subsystem clock, SMCLK, uses either —'__I__'__,__.——'—'__ RSEL=5
XT2CLK or DCO as its source, again divided ‘ RoRLS
by 1, 2, 4, or 8 based on the state of the DIVS _:——-'—"_r—-'_-’_,—_ RSEL=4
bits. However, when XT2CLK is not present, 1000 khiz —-___,__:———'—'__—'—J_'_ RSEL=3
as is the case for the MSP430x11xx and x12xx ___‘__,_r——“—'___'_r__ RSEL=2
devices, an internal connection is made in the __l_,_.-—-l—'_—r_'_ L1

MSP430 that connects LEXT1CLK in its place. —_J__'___l_,_r—""_"— o
The choice of which clock system to use is 100kHz ___‘__,_,—-—-l—'_'_r_

based upon the application. Systems requiring

very precise timing with little variation allowed DCO=0 DCO=1 DCO=2 DCO=3 DCO=4 DCO=5 DCO=§ DCO=7
will use the high-frequency crystal oscillators
as sources. Systems with very nominal speed b. Typical DCOx range and RSELx steps

and accuracy for the timing and require very

. Figure 7-5: MSP430 basic clock system
low power will use the DCO.

Courtesy of Texas Instruments Incorporated
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Timers

Timers are digital counters that use a clock at a set frequency as the source to establish time intervals by
counting a certain number of input pulses. Thus, specific time periods can be established either by the num-
ber of pulses counted, or by changing the frequency of the pulses.

The timers in the MSP430 family are 16-bit counters that are extremely versatile. Their sources can be
programmed to be any one of those shown in Figure 7-5. Some of the counters can be programmed to be
8-, 10-, or 12-bit counters. Each timer has capture/compare register blocks that sense when the counter has
reached a particular count (capture) and compare the count to a set target. An output signal from the cap-
ture/compare block can be used as an interrupt or as an external signal. These timers are particularly useful
to keep track of elapsed time, to set time intervals within which specific action occurs or is to occur, and to
produce resets, alerts or warnings.

Addressing Modes

Addressing modes were discussed in As/Ad Addressing Mode Syntax Description

general in Chapter 6. Now the specific 1.00/0 Register mode Rn Register contents are operand

modes used in the MSP430 famﬂy will 2.011 Indexed mode X(Rn) (Rn + X) points to the operand

be discussed—the format, the symbols Xis stored in the next word
3.01/1 Symbolic mode ADDR (PC + X) points to the operand

used, and a description of the modes. ) i
X is stored in the next word.

The seven addressing modes are shown Indexed mode X(PC) is used.
in Figure 7-6; note the column As/Ad. 4.01/1 Absolute mode &ADDR The word following the instruction
As are bits in an instruction that define contains the absolute address.

. X is stored in the next word.
the addressing mode used for the source, Indexed mode X(SR) is used.
and Ad are bits in an instruction that 5.10/- Indirect register @Rn Rn is used as a pointer to the
define the addressing mode used for the mode operand.

. . . . 6.11/- Indirect @Rn+ Rn is used as a pointer to the
destination. In Figure 7-6, addressing autoincrement operand. Rn is incremented
modes 1, 2, 3 and 4 have bits in the As af‘zfgva;dfs byvx1/ fort-B i?structions

an y or . Instructions.
and Ad COlumn’ therefore’ they can be 7.11/- Immediate mode #N The word following the instruction
used to address both the source and the contains the immediate constant
destination. Modes 5, 6 and 7 can be %;@fgh;‘g"”“emem mode
used for the source only. Here is a short
discussion of each addressing mode: Figure 7-6: Addressing modes

1. Register Mode—The symbol is Rn

If register mode addressing is used, the content of the register is the operand. For example, the instruction
Mov R1,R2 means that register addressing is used for both the source, register R1, and the destination, reg-
ister R2. The contents of R1 are moved to R2. R2 is changed but R1 remains the same. Register mode can
be used either for the source or the destination or both.

2. Indexed Mode—The symbol is X(Rn)

The X is an index that is added to the contents of Rn to form an address that is either the source of or the
destination for the operand. For example, for the instruction Mov 2(R1),4(R2). The operand at the source
address (R1 + 2) is moved to the destination address (R2 + 4). The X index is stored in the next word after
the instruction; the source in the first word and the destination in the second word. The contents of R1 and
R2 are not affected.
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3. Symbolic Mode—A symbol name such as ADDR

A symbolic name is given to the address of the operand, either the source or the destination or both. For

example, the instruction Mov ADDR,END says to move the contents at the source address ADDR to the
destination address END. The symbol ADDR and END are assigned digital words that are substituted by
the assembler to make up the proper address.

4. Absolute Mode (&ADDR)

The & symbol is added in front of the operand, &ADDR. The & symbol indicates that the absolute op-
erand address is contained in the word following the instruction. Absolute mode can be used for both the
source and the destination. For example, the instruction Mov &ADDR,&END says move the contents of
the source address ADDR to the destination address END. However, no calculations are involved as for
symbolic mode. The absolute address for both the source and destination are in the words following the
instruction, the source in the first word, the destination in the second word.

5. Indirect Register Mode (@Rn)

The @ symbol is added in front of a register number, @Rn. This is an addressing mode that is valid only
for the source. It indicates that the contents of the source are to be used as the address of the operand. For
example, the instruction Mov @R1,0(R2) says to move the contents at the source address, the contents of
R1, to the destination address. Since indirect register mode cannot be used for the destination, the substitute
for the destination operand is O(R2), which means the destination address is the contents of R2. R1 and R2
are not modified.

6. Indirect Autoincrement (@Rn+)

Besides the @ symbol added in front of a register number a plus sign (+) is added after the register, @Rn+.
This is the same addressing mode as for the indirect register mode except the source register content is
incremented by one for a byte operation and by two for a word operation after the instruction is completed.

7. Immediate Mode (#N)

The # symbol is added in front of the operand, usually a constant number, #N. The # symbol, states that
the number indicated, which is contained in the word following the instruction, is the source operand. The
immediate mode can only be used for source addressing. For example, the instruction Mov #9, ADDR says
that the constant 9 is to be moved to the destination ADDR (symbolic addressing). When executed, the
program counter points to the word following the instruction and moves its contents (the number 9) to the
destination ADDR.

More on MSP430 Control

It will be important to the understanding of assembly-language programming to look further how the
MSP430 microcontroller is controlled. One of the principal features of its design is the use of registers to
implement the control. The state of a particular bit or particular bits in a register determines the operating
condition or action of a particular function inside the MSP430.

The Status Register

The status register, SR, shown in Figure 7-7, is a prime example. It is register R2 of the sixteen 16-bit regis-
ters in the CPU shown in Figure 7-2a. The status register, R2, has nine active bits; the remaining seven are
available for future expansion. The LSB is the zero bit; the eight bit is the MSB. Each of the nine bits has

a specific control over the CPU, or its state dictates that a particular action has occurred. For example, the
four bit is labeled “CPUOFE.” If the four bit is set (to a 1), the CPU will be off. Program execution stops,
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Reserved for further expansion
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Status osc | ¢
PU
i \ SCG1| SCGO GIE N 4 C
gggmef OFF | OFF
If=1
Overflow tSuI:/InCsLO}g Set =1 if the Set = 1 if result of
Set=1 yvhen _the resul? . If = 1 XTAL result of a byte otr_ word ’
of an amhmeth operation OSC is off wake byte or word operai |<.)n produces
overflows the signed- up is possible operation is acarry; cleared to 0
variable range. et only through negative and if no carry occurs.
\ Overflow bit turns off enabledl iesirnei v:gen
SCG1  System clock generator control bit 1 DCO dc ;)i::r;;ts when negative. Set=1ifthe
SCGO  System clock generator control bit 0 g%‘ggg}( GIE bit is set - result of a byte
OscOff  Crystal oscillator off bit is not used and from NMI. —lf=1a orword
CPUOff  CPU off bit for MOLK enabled operation is 0;
o) t i ) for MCLK If =1 CPUOFF interrupts are cleared if
GIE General interrupt enable bit or SMCLK. and program handled. If = 0 result is not 0.
N Negative bit execution stops. all maskable
z Zero bit Wake up is interrupts are
C C bit possible through disabled.
arry br all enabled

interrupts.

Figure 7-7: Status register R2

but the RAM, the port registers and any enabled peripherals stay active. The CPU is awakened when any
enabled interrupt occurs.

The five bit, labeled “OSCOFE,” if set (to a 1), the crystal oscillator enters the off mode. The DCO remains
ON so the CPU can be running. The RAM contents, the ports, and the registers are maintained. Wake up is
possible only through enabled external interrupts.

The three bit is the general-interrupt-enable bit, GIE. If set, all enabled maskable interrupts are handled;

if reset (to a 0), all maskable interrupts are disabled, GIE is cleared by interrupts and set by a return from
interrupt, RETT instruction, as well as other appropriate instructions. The six and seven bit, labeled SCGO
and SCG1, respectively, determine, through their bit combination, which clock is active. If SCGO is set (to a
1), the DCO dc generator is turned off; however, this only happens if the DCO is not being used as a source
for MCLK or SMCLK. If SCG1 is set, SMCLK is turned off. It must be noted, as discussed in Figure 7-3,
that the bits OSCOFF, CPUOFF, SCGO0 and SCG1 work together to define an operating mode, not indepen-
dently to provide various control. The eight bit, labeled V, is an overflow bit. It is set when the result of an
arithmetic operation overflows the signed-variable range.

The zero, one and two bits are labeled C, Z, and N, respectively. The C or carry bit is set when a byte or
word operation called for in an instruction produces a carry. It is cleared if no carry occurs. The Z or zero
bit is set if the result of a byte or word operation is zero; if the result is not zero, it is cleared (set to a 0).
The negative bit, N, is set if the result of a byte or word operation is negative, and is cleared when the result
is not negative. Instructions in the program will test the C, Z, or N bits and the CPU will respond as directed
by the program instructions. Operations as a result of an instruction, or the instruction itself, can set the bits
so that the CPU is controlled accordingly.

Basic Clock System Control Registers

The basic clock system is set up (configured) by using three control registers, the DCOCTL (the digitally-
controlled oscillator control register), and the two basic clock system control registers, BCSCTL1 and
BCSCTL2. In addition, SCG1, SCGO, OSCOFF and CPUOFF bits in the status register control the operat-
ing mode as described. The DCOCTL register and a brief description of its bits and what they control is
shown in Figure 7-8. The code represented by the state of the DCO bits defines one of eight frequency steps
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within the DCO frequency range set by the

RSEL bits in the BCSCTL1 control regis-

ter. This was explained previously (Figure DCOCTL

7 6 5 4 3 2 1 0 Bi
4 2 1 16 8 4 2 1 BitValue
| DCOX | | | MODX 1 |

DCO2 , DCO1 | DCOO

MOD4 | MOD3 | MOD2  MOD1 ; MODO

7-5). The state of the five MOD bits set a
modulation constant used to adjust the DCO
frequency. At power up, the power-up control
signal (PUC) loads the DCOCTL register
with 060h to set the initial DCO frequency.

The two basic clock system control registers,
BCSCTL1 and BCSCTL2, are shown in Fig-

[ I I
[

The 3-bit code sets
a binary value that
defines one of
eight frequency
steps in the
frequency range
selected by the
binary value of the
three RSEL bits in

I
The 5-bit code whose binary
value defines how often the
foco.1 frequency is used within a
period of 32 DCOCLK cycles to
modulate and adjust the DCO
frequency. During the remaining
clock cycles (32-MODx) the
foco frequency is used. When
DCOx = 7, the highest frequency

. . .. the BCSCTLI has been selected and
ure 7-9, along with a brief description of the register (see modulation is not possible.
control affected by the bits of each register. Figure 7-5b)

BCSCTLI controls basic clock system 1 and
BCSCTL2 basic clock system 2. Referring
to Figure 7-5 and BCSCTLI1 in Figure 7-9,
the XTS bit determines if the LFXT1 oscillator will operate with a low-frequency or high-frequency crystal
to produce the LFXT1 clock source. The states of the DIVA bits determine if clock source LEXT1 is going
to be divided by 1, 2, 4 or 8 to produce the clock ACLK. The RSEL bits 0, 1, and 2 determine the nominal
frequency range of the DCO as previously discussed for Figure 7-5b.

Referring to Figure 7-5 and BCSCTL2 in -

Figure 7-8: The digitally-controlled oscillator
(DCO) control register

6 5 4 3 2 1 0 Bit
7 _ 1 ] T T T
F igure 7-9, the SELM bit states determine BeSGTL 1 lersors] xrs DIVAX e TRSELx!
if DCO, XT2 or LFXT]1 are going to be the 057h DIVA1 | DIVAO RSEL2 | RSEL1 | RSELO
source for the MCLK clock. The DIVM bit fitisnot 11=0 I —m—
. . . used for LFXT1 0 0 1 always
states determine if the clock source is go- MLCKor OSCuses 0 1 |2  beresst  The3-bitcode setsa
. .. SMCLK,  Low f xtal 10 |4 o0 binary value that selects
ing to be divided by 1, 2, 4 or 8 to produce controls I one o st rominal
MCLK. Likewise, the 3 bit, the SELS bit, XT20SC. -1 DCO. The lowest
If=0 LFXT1 Code frequency range occurs
state determines lf DCOCLK’ XTZCLK OSC ON QSC uses det.er.rr?ines when the code is 000.
. =1 hi f xtal division (see Figure 7-5b)
or LEXT1CLK will be the source for the 0SC OFF factor DIV
. for ACLK
SMCLK clock. The DIVS bit states deter- ”
mine if the source to SMCLK will be divided a. BCSCTL 1
by 1, 2, 4 or 8. The DCOR bit controls ,
. . . 7 6 5 4 3 2 1 0 Bit
whether current is going to be supplied to SEm —» oS
. . X X X
the DCO from an internal or external resistor BCSCL‘-z seLmt ! seLmo | pivmt ! bivmo SELS | pves ! bivso DCOR
to control oscillations. The complete clock —_— Dv  SMCLK bv Dco
. e, S for MLCK 0 0 1 0 0 1 i
system for the MSP430 can be set up initially o O A O P i
3 : : 3 0 1 = DCOCLK 1 0 4 source is 1 0 | 4  DCO operates
using instructions to the CPU to set the bits T el b s I A
of the DCOCTL, BCSCTL1 and BCSCTL2 T 1= LRAXTIOLK =1 — resistor
. Code source is Code If=1
reglsters, * This is XT2CLK if determines XT2CLK determines Internal R off.
XT2 is present. division or division DCO can't
. Otherwise, it is factor DIV LFXT1CLK factor DIV operate unless
WatCthg Timer LFXT1CLK. for MLCK for SMCLK driven by
. external resistor.
The WDTCTL register controls the watch- b. BCSCTL 2

dog timer. It is shown in Figure 7-10, and

a description of the control that each bit
applies in a particular state is included. When
the watchdog timer function is active, the WDTTMSEL bit must be 0 to be in the watchdog mode and the
WDTHOLD bit must be 0; if WDTHOLD is set, the counting stops.
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If the watchdog timer is 151413121110 9 8 6 5 4 3 2 1 0 Bit
. T T T T 1T T
active, software should WoToIL ! WDTPW | \sriio10 [wormmies| worm [worrusee [worontor| worsser | WDT1SX
periodically reset the I WDTIS | WDTISO
. ., . \*f__l ‘
watchdog timer by writing wh
1 h WDTCNTCL 8-bit code is a Password. WDTNV?/IT—1
If register is to be written, =
a1 tObt. e N pasoword O5Af must b6 In Edgo Sglect WDT Mode WDTCNT WDT Timer
WDTPW. Wh ister i = Select Source Interval Select
C. ear .lt to prevent the .. {0 be read, 066h s loaded NMI triggers =0 0-SMCLK  The 2-bit code
timer interval from expiring into WDTPW. on ising edge WDT Active 1-ACLK  determines the
) NMIIft=' 1 If=1 division of the
riggers Interval clock source
and ‘restartlng the system. on ol e e ook soure
Setting WDTCNTCL (to time interval
a 1) restarts the counter Status of WDT WDTNMI Clears WDT 00 WDTCLK Sour;:e/32768
i WoTie e Select Counter 01 WDTCLK Source /8192
WDTCNT, at 0000h. The e function of No Action 10 WOTCLK Source 512
: WDT is off RST/NMI pin Writing 1
WDTSSEL bit selects the Watchdog timer If=0 to this bit
HOLD. Reset function restarts
clock source for WDTCNT, i WOTONT
When — 0 the source iS NMI function at 0000h
SMCLK; when = 1 the Figure 7-10: Watch dog timer control register

source is ACLK. The state

of the WDTIS bits determines the time interval of the clock, either with SMCLK or ACLK as the source.
The code for the time interval is shown in Figure 7-10.

The five bit, WDTNMI, controls whether a pin, RST/NMI, is a reset input or a nonmaskable interrupt input
(NMI). When the state of WDTNMI is a 0, the RST/NMI input is a level-sensitive reset input, and when the
state is a 1, it is an edge-sensitive nonmaskable input. When WDTNMI is set to 1, the six bit, WDTNMIES,
controls whether the input triggers on the rising (WDTNMIES = 0) or falling edge (WDTNMIES = 1) of
the input signal.

Timer_A Control Register

There is a 16-bit, general-purpose timer in the MSP430F1232 device used for this chapter, called Timer_A.
Its control register, TACTL, is shown in Figure 7-11, with a description of the control each bit applies in a
particular state.

<———— Unused bits ———

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 Bit
T T T
TACTL TASSELX IDx MCx X |TACLR| TAIE |TAIFG
160h TASSEL1|TASSELO| ID1 | D0 [ MC1 | McCo
Div. Y Unused
0 [ Mode Timer_A
0 112 control Interrupt
Clock Source 1 ‘1) g of timer Timer Clear Flag

0 0 *TACLK If CLR bit is set,
1 ACLK |—|—| timer is reset 0 - No interrupt
Code 0 0 STOP pending

0
1 0 SMCLK
11

“INCLK determines 0 1 Counts up 1 - Interrupt
division factor to value in pending
*see data sheet DIV for the TACCRO, then
for particular device input clock restarts at 0 )
g source 1 0 Counts Timer_A

Interrupt Enable
If TAIE = 1, interrupt
request from timer
overflow bit is
enabled. If =0,
disabled.

continuously to
OFFFFh and
restarts at 0

1 1 up/down
continuously
counts up to
TACCRO value
and back down
to0

Figure 7-11: Timer_A control register
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The TASSEL bit states determines the clock source to be used for Timer_ A, either internal clocks ACLK
or SMCLK or an external source TACLK. After clock selection, the state of the ID bits control whether the
clock source is passed directly to Timer_A, or whether it is divided by 2, 4 or 8. The state of the MC bits set
the mode of the timer as shown. The modes of the timer are further clarified in Table 7-2.

MCH1 MCO Mode
0 0 Stop
0 1 Up (from 0 to value TACCRO)
1 0 Continuous (from 0 to OFFFFh, then restart at 0)
1 1 Up/Down (counts up to TACCRO value, then back to 0)

Table 7-2: Mode of Timer_A

To clear the counter, the two bit, TACLR, is set to a 1. The remaining one bit and zero bit control the re-
sponse to an interrupt generated when Timer_A reaches a specific value. The interrupt sets a flag, TAIFG,
and the TAIE bit enables the interrupt if it is set to a 1 or disables the interrupt if it is reset to a 0.

Input/Output Control

Previous discussion stated that the I/O ports in the MSP430 could be programmed to be inputs or outputs. For
the family device used for this chapter there are three I/O ports, 1, 2 and 3. Figure 7-12 shows the registers
that can be programmed to configure the external pins of the MSP430. There are PxIN input registers; there
are PxOUT output registers; there are PxDIR direction registers and there are PxSEL function-select registers.

All I/O ports are initially inputs when the machine powers up. If the zero bit of PIDIR is set to a 1, then
the external Pin1.0 will be an output; if its state is a 0, the external Pin1.0 will be an input. Any input signal
from pin P1.0, when programmed as an input, will be stored in the zero bit of the P1IN register. When pin
P1.0 is programmed as an output by P1DIR, the PIOUT register zero bit is output to P1.0. Correspond-
ingly, the other bits of P1IN and P1OUT will either receive data into their register or output data from their
register based on the programming in the P1DIR register.

External pins can be used by other modules rather than I/O ports 1, 2 and 3. The PxSEL bits of the func-
tion-select register controls the selection. When the PxSEL bit for a particular pin is set to a 1, that pin will
be used by a module other than port 1 or 2 or 3. The data sheet for the particular device, with its package
pin layout, will indicate if pins have multiple function capability. When the multiple capability is available,
the PxSEL must be configured to select the proper pin function.

To summarize, the PxDIR register bits are set (= 1) to dictate if the external pins of the I/O ports are to be
outputs. The initial condition is that all I/O ports are inputs. Any input signal will be placed in the PxIN
register(s). Any output pins will receive signals from the PxOUT register(s). If a particular external pin is
not to be an I/O output or input from Port 1, 2 or 3, then the bits of the PxSEL register(s) are set to select
the function that is to be on the pin. The functions available for the pin are called out on the data sheet for a
particular device.

Further Thoughts

Some further thoughts and concepts need to be examined before an actual assembly-language program is
explained. The first of these is symbolic notation.
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Symbolic Notation

Recall that the actual
Is and Os (machine
language) that direct
the circuits inside of

a digital processor for
a particular program
must be formulated or
coded for each instruc-
tion. This has been
mentioned previously
but it bears repeating.
The language used for
our programming is
assembly language. To
convert assembly-lan-
guage programming to
machine language an
assembler, a com-
puter program that
converts the mnemonic
instructions used in
assembly-language
programs into the 1s
and Os of machine
code, is required. The
assembler has been
developed to recognize
symbolic represen-
tations such as the
mnemonics used for
the assembly-language
instructions; such as
symbolic names used
to identify register bits,
system commands,
system names, or

OUTO0 0——

\ |
: Another :

L9 Module |

| |

| P1SEL| | |PIDIR[ ~~
| bit0 | 1| bit0

| |

| |

L——o1

Buffers

External
Pins

INO
OUT1 o—
IN1
— e —T— & —/— & —— @& — 6 —— 6 — & — & ——
OUT20——{ P10UT | I PIIN P1SEL | P1DIR Buffers [ CPIN12
IN2o——  bit2 | Iobit2 bit2 | bit2
—o—:—o—:—o—to—o—‘—o—o—o—
OUT3o—— P10OUT P1IN PISEL ! P1DIR o PIN 1.3
Nao—] bita | OB | bits | bita | bit3 Buffers
— ® —— & —— ® —— & —— & —— @& —— @& —— ©® ——|
OUT40—— P10OUT ! I P1IN ! P1SEL | P1DIR —oPIN1.4
INao— " bita | OB. | obit4 | bit4 | bit4 Buffers
—— e —— & —— & —— @6 —— &6 ——— @6 —— & —— 0 ——
| |
OUT50—— P10UT , P1IN } P1SEL } P1DIR Buffers [ CPIN15
INSo——  bit5 | |obits bit5 | bit5
H—e® —+V— @ —+— ¢ — @ —— ® —+— O —— @& —— & —
ouT6o—— P10OUT ! " PIN ! P1SEL ' P1DIR —oPIN 1.6
IN6o—  bit6 | OB. | bite | bité | bit6 Buffers
— e —|— & —|/— & —— & —— & —— & — & —— & ——
OUT7o0—— P10UT | I PIIN P1SEL | P1DIR Buffers [ CPIN17
IN7o——  bit7 | Lobit7 bit7 | bit7
| | | 1
Port 2 —o P‘IN 2.0
OUTPUT —» !
P20UT! | OB. P2IN P2SEL! |P2DIR Buffers !
INPUT <— —oPIN2.7
—o PIN 3.0
OUTPUT —| Port 3 |
INPUT -——  \p30UT! | OB. P3IN P3SEL! |P3DIR Buffers 1
—oPIN3.7

Figure 7-12: 1/O Ports 1, 2 and 3

system signals. When the assembler sees the respective symbolic name it has been programmed to insert

a specific binary number that represents the symbol. Unique reference lists have been developed for the
assembler of a specific device or family of devices that assign the binary numbers to symbolic names used
for the devices. As the assembler reads the assembly-language program and encounters a symbolic name, it
inserts the respective binary number and “assembles” the machine code for the program.

Table 7-3 is an example portion taken from a “Standard Register and Bit Definitions for the Texas Instru-
ments MSP430 Microcontroller Family” reference list contained in the Appendix.
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* STATUS REGISTER BITS *

#define C (0x0001)
#define Z (0x0002)
#define N (0x0004)
#define V (0x0100)
#define GIE (0x0008)
#define CPUoff (0x0010)
#define OSCoff (0x0020)
#define SCGO (0x0040)
#define SCG1 (0x0080)

/*Low Power Modes coded with bits 4 — 7 in SR*/
*if ndef_IAR_Systems_ICC/Begin #defines for assembler*/

#define LPMO (CPUoff)

#define LPM1 (SCGO + CPUoff)

#define LPM2 (SCG1 + CPUoff)

#define LPM3 (SCG1 + SCGO + CPUoff)

#define LPM4 (SCG1 + SCGO + OSCoff + CPUoff)

Table 7-3: Reference list for assembler

Notice, first of all, that the symbolic names in Table 7-3 are the same ones used to identify the bits in the
status register, and the reference list is defining a binary number associated with the symbolic name. For ex-
ample, the binary number for GIE is the 16-bit hexadecimal number 0008h, which is 0000 0000 0000 1000
in straight binary. If this number is loaded into the status register, it sets the GIE bit. Thus, if the program
wants the GIE bit set, an instruction can use GIE as the source operand and SR as the destination, and the
assembler knows, because of the reference list, to load the hexadecimal number 0008h into SR which sets
GIE. Similarly, the binary number assigned in the reference list will set the bit with the symbolic name in
one of the control registers if that symbolic name is used in the appropriate instruction.

Combining symbolic names and their associated binary numbers will set multiple bits in the control regis-
ters. This occurs in defining the bits to be set for the MSP430 low-power modes shown in Table 7-3. For
example, to place the MSP430 system in the LPM3 mode, the SR bits SCG1, SCGO and CPUoff must be
set. One operand of (SCG1 + SCGO + CPUoff) can be specified and the assembler will combine the binary
numbers specified in the reference list and insert them in the SR as shown in Figure 7-13. The operand calls
out the symbolic names and the respective bit corresponding to the name is set, even when multiple names
are used in the operand.

Format and Symbols

A final thought before discussing the actual programming. The format for the lines of code is as follows,
shown with an example instruction:

Label Instruction Operands Comment
ADCLoop bis.b #CLK, &P20UT ;Clock high
TEAM LRN
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Before Instruction 8 7 6 5 4 3 > 1 0 Bit
Status 0OSC | CPU
Register V | SCG1 [ SCGO OFF | OFF GIE N z C
Inserted from Reference List
SCG1
0080 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
SCGO
0040 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
CPU OFF
0010 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
After Instruction
Status osc | cpu
Register V | SCG1 | SCGO OFF | OFF GIE N z o]
With SCG1 set, SCGO set and CPU OFF set the
MSP430 is in the LPM3 low-power mode.
Figure 7-13: Substitution for symbolic names in status register
Labels

Labels identify particular positions in the program. They are used extensively to identify the beginning of a
program subroutine. When a program needs a particular subroutine, the program can do a subroutine jump
to the particular label associated with the subroutine.

Instructions

The actual instruction appears in the instruction column. In the instruction, bis.b, “set bits in destination”,
the .b means it is a byte instruction dealing only with eight bits, the lower byte, of a 16-bit word. When the
instruction is a word instruction where all 16 bits are involved, there need be nothing or .w can be used.

Operands

An operand is the part of the instruction which will operated on by the instruction. Operands are the portion
of an instruction designated by an op code to be the quantity to be operated on by the instruction. They ap-
pear in the operand column with the source always listed first separated from the destination by a comma.
The source may have a symbol in front of it, and the same for the destination. The symbols will correspond
to the syntax column in Figure 7-6 identifying the addressing mode used. In the code line example shown
above, the source CLK has a # sign in front of it, and the destination, register P2OUT, has an & in front of
it. The # sign indicates immediate addressing for the source, and the & means absolute addressing is used
for the destination.

Hexadecimal Numbers

Hexadecimal numbers will have special identification in most cases. As discussed previously, any hexadeci-
mal number that starts with A through F will have a zero in front of it to make sure the number is identified
correctly. A small h is included in the number to identify it as hexadecimal, otherwise the assembler
assumes the number is a decimal number. Or, as in the portion of the reference list shown in Table 7-3,

the format 0x0000 may also be used for a hexadecimal number.
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Comments

The comments column contains hints to someone reading the program what the original programmer had
in mind when the line of code was written—what the line of code should accomplish. Many times the com-
ment column is also a refresher to the original programmer. A semicolon must precede all comments. In the
explanations that follow of assembly-language programming, no time will be spent on the comments. The
reader may use these for extra understanding of the program.

Programming Examples

Introduction

In order to explain how to develop a program using assembly language, several subprograms that perform
different tasks will be explained in detail to help grasp the concept of programming, learn some of the
programming details and get familiar with the format necessary for assembly-language programming.
Obviously, sophisticated programmers use high-level languages, but assembly-language programming is
used here because it offers an opportunity to grasp the fundamentals of programming so that higher-level
language programming can be implemented with less difficulty. It offers fundamental concepts that aid in
the understanding of programming in the higher-level languages.

Subprogram No. 1

General Description

The program that will be described is a portion of a total program using a TLV0831 ADC that interfaces

to a MSP430F 12X microcontroller. The total program includes sampling an analog input voltage, convert-
ing it to a digital code, shifting the data into the MSP430, and transmitting the data to a personal computer
(PC). The subprogram that is described here is the portion of the total program that deals with initiating the
digital conversion and shifting the data into a temporary storage register in the MSP430. Essentially, this
subprogram implements a shift register using software.

The block diagram of the system and the interconnections are shown in Figure 7-14a. A timing diagram of
the events as they occur is shown in Figure 7-14b.

Here is a brief description of the application:

1. The TLVO0S831 is an 8-bit ADC. It samples its analog input, converts the signal to digital and stores the
8-bit digital output in an output register.

2. The TLVO0831 data is then shifted out of the output register by the MSP430 into the ADCData register
in the MSP430.

3. The TLVO0831 data is coupled out on output DO. DO is connected to pin P2.3 of the MSP430, which is
programmed to be an input.

4. Pins P2.0 and P2.1 are programmed to be outputs from the MSP430. P2.0 provides a chip select signal
to activate the TLV0831, while P2.1 provides clock pulses to the TVL0O831.

I/O Port 2, one of the three available, is used for this application. The content of register P2DIR is set to de-
termine which I/O pins are to be inputs and which are to be outputs. The P2IN register inputs and captures
the input data from any pins that are inputs, while the P2OUT register outputs the respective data onto the
pins that are outputs. The P2.3 input is coupled to a register in the MSP430 called by the symbolic name

of ADCData. The 8 bits from the output data register of the TLV0831 are shifted out serially onto DO and
end up in this register. It takes 9 shifts to do this—one for a start bit and the remainder for the eight bits of
data. The signal on P2.1 acts as the clock for the TLVO831 to shift out the bits onto DO. The start timing is
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controlled by the signal on P2.0
of the MSP430, which is con-
nected to CS of the TLV0831.
A logic low on CS activates the
TLVO0831 and initiates the
A-to-D conversion. The
MSP430 is operated in the
LPM3 low-power mode. The
watchdog timer is used as an
interval timer, set at 64 ms, and
when it times out it generates an
interrupt to wake up the system
and initiate a conversion.

Analog
Input

The Initial Conditions

The subprogram No. 1 assem-
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a. Block diagram showing interconnections
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bly-language program is shown

in Figure 7-15. Normally, the Do

L

A, B, C, and D notations are not
present; they have been added

to aid in the discussion of the
program. The reference list that was
discussed previously for the MSP430
applies to this program. It is contained
in the Appendix. The A and B portions
of this program are the same type of
reference list, but they are specific
only to this program. The assembler
takes the “#define” and the “equ” and
substitutes the numbers defined for the
symbolic name. Software engineers
call it “syntaxic substitution”—sub-
stituting numbers for words (the
symbolic notations) in the program.

Section A and B

0 1

1 0

b. Timing diagram

Destination Operand—Carry Left Shift

I
Byte 7

Word 15

The destination operand is shifted left one position as shown .
The carry bit (C) is shifted into the LSB and the MSB is shifted into the carry
bit (C).

c. Rotate left through carry

Figure 7-14: Systems application
implemented by Subprogram No. 1
Courtesy of Texas Instruments Incorporated

Section A defines the specific registers that are going to be used, R6(BitCnt) to count bits, RS(RxTxData)
to receive and transmit data to the PC, and R11(ADCData) the register to store the data received from the
ADC. Section B continues the same type definitions with the “equ’ notation. Here the programmer has
assigned specific hexadecimal numbers complementing the reference list but specific to this program.
The subprogram will use ADCData, TXD, CS, CLK and DO. The remaining substitutions are used by the
portion of the total program that transmits data to the PC and that calibrates the DCO. That portion is not

included for the sake of brevity.
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9600 Baud HW/SW UART, MCLK = 37.5x32768 = 1228800

104 us

Delta = (target DCO)/ (32768/4)
TXD on P1.1

P2.0 Chip Select

P2.1 Clock

P2.3 Data Out

ASCITI Line Feed

ASCII Carriage Return

Comment

Initialize F12x stackpointer
Initialize system

Comment

Stop Watchdog Timer

#DIVA1+RSEL2+RSELO, &BCSCTL1 ; ACLK/4 RSEL=5

P1.1/TA0 for TXD function
TXD output on P1

CS, Set

CS and Clk Output direction
SMCLK, clear timer

TXD Idle as Mark

Time for crystal to stabilize

Start timer in Continous Mode
Set DCO to target frequency

; WDT léms*4 Interval Timer

Enable WDT Interrupt
General Interrupt Enable
Return from subroutine

Comment

Enter LPM3

TVL0831 data into ADCData, R15 used as counter

Chip Select low

9 bits *1 start* + 8 data
Clock high

Clock low

DO -> C (carry)

C -> ADCData

All shifted inv?
If not --> ADC_Loop
Chip Select high

ADC result --> PC
Repeat

A. ; Dedicated CPU registers used
(1) #define BitCnt R6
(2) #define RXTXData R5
(3) #define ADCData R11

B. ; User definitions,
(1) Bitime equ 0128 H
(2) Delta equ 150 H
(3) TXD equ 002h H
(4) Cs equ 001h ;
(5) CLK equ 002h ;
(6) DO equ 008h ;
(7) LF equ Oah ;
(8) CR equ 0dh ;

Label 1Instruction Operands

C. ORG 0F000h ;
1. Reset mov #0300h, SP ;
2. call #Init_Sys ;

D Init_Sys; Subroutine sets up Modules and Control Registers

Label Instruction Operands

16. StopwDT mov #WDTPW+WDTHOLD, &WDTCTL ;
17. SetupBC mov.b
18. SetupPl_2 Dbis.b #TXD, &P1SEL ;
19. bis.b #TXD, &P1DIR ;
20. SetupP2 bis.b #CS, &P20UT H
21. bis.b #CS+CLK, &P2DIR ;
22 . SetupTA mov #TASSEL1+TACLR, &TACTL ;
23. SetupCO mov #0UT, &CCTLO ;
24 . call #Delay ;
25. bis #MC1, &TACTL ;
26. call #Set_DCO ;
27 . SetupwDT mov #WDT_ADLY_16, &WDTCTL ;
28. bis.b #WDTIE, &IE1L ;
29. eint ;
30. ret ;

E. Label 1Instruction Operands
3. Mainloop bis #LPM3, SR ;
4. Meas_ADC; Shift
5 bic.b #CS, &P20UT ;
6. mov #09,R15 ;
7. ADC_Loop bis.b #CLK,&P2OUT ;
8 bic.b #CLK, &P20UT ;
9. bit.b #DO, &P2IN ;
10. rlc.b ADCData ;
11. dec R15 ;
12. jnz ADC_Loop H
13. bis.b #CS, &P20UT ;
14. call #TX_ADC_2PC ;
15. Jjmp Mainloop ;

Figure 7-15: Subprogram No. 1—an assembly-language program—a software shift register
Program courtesy of M.E. Buccini and Texas Instruments Incorporated
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Section C
Section C begins with the following line:

Label Instruction Operands Comment
ORG 0F000h

The “ORG” instruction, called an assembler directive, tells the assembler where in memory to put the
start of the program. For this program, it starts at the hexadecimal location FOOO (1111 0000 0000 0000 in
straight binary).

1. The first line of code is:

Label Instruction Operands
RESET mov #0300h, SP

RESET is a label to identify a location to which the program goes when the system power is turned on. The
instruction “move source to destination” means to move the source, the hexadecimal number 0300h, to the
destination SP, the symbolic name for the stack pointer. The assembler knows that SP means register R1 in
the CPU, as shown in Figure 7-2a, and loads 0300 into R1. Recall that the stack pointer stores the return
address from a subroutine call so that the program can proceed after it finishes a subroutine. The source is
addressed with immediate addressing and the destination with symbolic addressing.

2. The second line of code is:

Label Instruction Operands
call #Init_Sys

The instruction “call” is a subroutine call. It directs the program, with immediate addressing, to a subrou-
tine at a memory location identified as “Init_Sys.”

Section D

Section D is the subroutine “Init_Sys.” It is the portion of the program that sets the initial conditions of the
system by setting bits in the control registers that were discussed previously. The subroutine starts at line 16.

16. The sixteenth line of code is:

Label Instruction Operands
StopwWDT mov #WDTPW + WDTHOLD, &WDTCTL

The line of code is labeled “StopWDT” as a clue of what is happening. The instruction “mov” means to
move the source WDTPW + WDTHOLD to the destination WDTCTL. Immediate addressing (# sign) is
used for the source and absolute addressing (& sign) for the destination. WDTCTL is the watchdog timer
control register shown in Figure 7-10. The symbolic names WDTPW and WDTHOLD load, from the
reference list in the Appendix, hexadecimal numbers that correspond to the symbolic names. 05A00h is a
password that allows the instruction to write to the WDTCTL, and WDTHOLD sets the HOLD bitto a 1.
This holds/stops the watchdog timer.

17. The seventeenth line of code is:

Label Instruction Operands
SetupBC mov.b #DIVA1l + RSEL2 + RSELO, &BCSCTL1

The line of code is labeled “SetupBC” for setup basic clock. The instruction “move source to destina-
tion, byte mode” means to move the lower byte of the source into the destination, BCSCTLI1, the basic
clock system control register. Immediate addressing is used for the source and absolute addressing for the
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destination. The symbolic names in the source, DIVA1, RSEL2 AND RSELO, when moved to the BC-
SCTLI, set the respective bits to a 1. Referring to Figure 7-9, setting DIVA1 divides the source for ACLK,
LFTX1 by 4, and setting RSEL2 (value = 4) and RSELO (value = 1) means RSEL=5, or the fifth resistor
combination to set the nominal frequency of the DCO.

18. The eighteenth line of code is:

Label Instruction Operands
SetupPl_2 bis.b #TXD, &P1SEL

The line of code sets up Port 1, thus, labeled “SetupP1_2.” The instruction “set bits in destination, byte
mode”, means that the binary number associated with the symbolic name TXD, which is 002h according
to Section B, is used to set the control register P1SEL. 002h, or 0000 0010 in binary, sets the one bit in
PISEL. Setting the one bit in PISEL means that I/O pin P1.1 will be used by another function other than
Port 1; in this case, for the TXD function to transmit data to the PC.

19. The nineteenth line of code is:

Label Instruction Operands
bis.b #TXD, &P1DIR

The instructions “set bits in destination, byte mode” again uses the hex number assigned to the symbol
TXD (002h) to set the one bit in the direction control register, PIDIR, shown in Figure 7-12. Bit one when
set means that pin P1.1 will be an output.

20. The twentieth line of code is:

Label Instruction Operands
SetupP2 bis.b #CS, P20UT

The line of code is labeled “SetupP2” to indicate it is setting up Port 2. The instruction “set bits in desti-
nation, byte mode” means the hex number assigned to symbol CS (001h per Section B) is used to set the
output register P2OUT. The zero bit of P20OUT is set, and thus, in the high state.

21. The twenty-first line of code:
Label Instruction Operands

bis.b #CS + CLK, &P2DIR

The instruction “set bits in destination, byte mode” means now the source is CS + CLK; therefore, both hex
numbers assigned to the symbols CS and CLK will set bits in the destination, the P2DIR direction register.
This sets I/0 pin P2.0 and pin P2.1 as outputs. Since the zero bit of P2OUT is in the high state, pin P2.0 will
be in the high state. P2.0 is the chip select line for the TLV0831. Since it is high, the TLV0831 is not active.

22. The twenty-second line of code is:

Label Instruction Operands
SetupTA mov #TASSEL1 + TACLR, &TACTL

Timer_A is being setup by the line of code labeled “SetupTA.” The instruction “move source to destina-
tion” means to move the hex numbers associated with the symbolic names TASSEL1 and TACLR to the
Timer_A control register, TACTL, shown in Figure 7-11. Setting TASSELI selects the SMCLK clock as
the Timer_A source and setting the CLR bit resets Timer_A.

23. The twenty-third line of code is:

Label Instruction Operands
SetupCO mov #0OUT, &CCTLO
TEAM LRN

122



Examples of Assembly-Language Programming

The label “SetupCO” explains that the OUT bit in a capture/compare control register is being set. The
instruction “move source to destination” is setting the OUT bit of the capture/compare control register,
CCTLO. Effectively, the TXD bit state is output onto pin P1.1 with this instruction. Since the PIOUT is a
1, TXD will be a 1 or a MARK in transmit language. A O is defined as a SPACE.

24. The twenty-fourth line of code is:

Label Instruction Operands
call #Delay

The instruction “call” means the program is calling a subroutine labeled “Delay.” This subroutine, not
shown in our subprogram, provides a time delay with software. The crystal oscillator used as the source for
the clocks needs time to stabilize. The instruction calls the subroutine, which when executed, provides the
time delay needed for the oscillator to stabilize.

25. The twenty-fifth line of code is:

Label Instruction Operands
bis #MC1, &TACTL

The instruction “set bits in destination” sets the MC1 bit in the TACTL control register, shown in Figure
7-11, by inserting the assigned hex number. With MC1 = 1 (and MCO = 0), Timer A is set into the continu-
ous mode and starts counting from 0O to OFFFFh. When it gets to OFFFFh it restarts from 0.

26. The twenty-sixth line of code is:

Label Instruction Operands
call #Set_DCO

The instruction “call” this time is calling the subroutine “Set_DCQO” which is not shown in our subprogram.
It is a subroutine that calibrates the high-speed, digitally-controlled oscillator (DCO). For this program, the
DCO is calibrated to 1,228,800 Hz (cycles per second), and configured to be the source for the main system
clock, MCLK, and subsystem clock, SMCLK.

27. The twenty-seventh line of code is:

Label Instruction Operands
SetupwWDT mov #WDT_ADLY_16, &WDTCTL

Labeled “SetupWDT” to explain that the watchdog timer is being set up, the instruction “move source to
destination” moves the hex number assigned to the source WDT_ADLY_16 by the reference list to the des-
tination, the watchdog timer control register, WDTCTL, shown in Figure 7-10. The assigned hex number
05A1E provides the 5A that is required when the WDTCTL is being written to, and sets bits WDTTMSEL,
WDTCNTCL, WDTSSEL and WDTIS1. Setting WDTTMSEL makes the WDT an interval timer; set-

ting CNCTL clears the WDTCNT counter and restarts it at zero; setting WDTSSEL selects ACLK for the
counter source; and setting WDTIS1 chooses a 512 division factor for the time interval which sets the time
interval between pulses to be 62.5 ms (milliseconds).

28. The twenty-eighth line of code is:

Label Instruction Operands
bis.b #WDTIE, &IEL

The instruction “set bits in destination, byte mode” takes the source hex number assigned to the symbolic
name WDTIE (01h) and places it in the interrupt enable register, IE1. It sets the zero bit, which enables the
watchdog timer interrupt. As a result, because this signal is active when the watchdog timer is in the inter-

val timer mode, the watchdog timer interrupt is enabled.
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29. The twenty-ninth line of code is:
Label Instruction Operands
eint
The instruction “enable (general) interrupts” sets the GIE bit in the status register shown in Figure 7-7 and
says “all interrupts are enabled.” This allows the interrupt generated when the WDT interval timer times out
to interrupt the system, wake it up from the LPM3 mode and be active.

30. The thirtieth line of code is:

Label Instruction Operands
ret

The instruction “return from subroutine” tells the program to return to the code address following the sub-
routine call, in this program to line 3. The program has completed all initial conditions and now returns to
do its main operations.

Section E—Main Application
3. The third line of code is:

Label Instruction Operands
Mainloop bis #LPM3, SR

The label “Mainloop” identifies this line of code as the start of the main portion of the program. The
instruction “set bits in destination” takes the hex number assigned to the source, symbolic name LPM3, by
the reference list, and sets bits in the destination, SR. As shown in Figure 7-3, the hex number for LPM3
sets the bits SCG1, SCGO and CPUOFF in the status register. This sets the system in the LPM3 low-power
mode. Recall that in LPM3, the CPU is inactive but peripherals and the ACLK clock are active, and, in this
application, that the WDT interval timer awakens the system.

4. The fourth line of code is:
Label Comment

Meas_ ADC ;Shift TLV0831 data into ADCData, R15 used as counter

The comment for the label “Meas_ADC” identifies that part of the program that initiates the ADC measure-
ment, and, after the data is present, shifts the data into the register ADCData. The register R15 will be used
to count off the number of shifts. Its contents determine the number of shifts.

5. The fifth line of code is:
Label Instruction Operands

bic.b #CS, &P20UT

The instruction “clear bits in destination, byte mode” means that the hex number assigne