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P r e f a c e  

This volume contains new and updated material from Flexible Manufacturing: Recent 
Developments in FMS, Robotics, CAD/CAM, CIM which was a selection of papers 
presented at the VIP h International Conference on Production Research, held in Wind- 
sor, Ontario during 1983. This book was the first of the series titled "Manufacturing 
Research and Technology", published by Elsevier. The book was very well received 
by scholars and researchers interested in attending to problems related to Flexible 
Manufacturing Systems. 

The present book comprises of five parts and these are : (1) FMS in Perspective, 
(2) Flexibility Issues, (3) FMS Planning, (4) FMS Control, and (5) FMS Applications. 

In the first Part, there are two papers. In the first paper, a review of the pertinent 
literature with the objective of identifying the applications of existing FMS models and 
future research directions, is presented. The second paper gives an outline contents, 
main reasons, planning and developing procedures, success determining factors and 
results of 100 FMS related projects carried out by the authors. 

The second Part contains the papers related to Flexibility Issues. The first paper 
describes some of the salient features affecting the flexibility of FMS. A methodology 
of quantifying overall flexibility is suggested. The second paper attempts to suggest 
methods for calculating different flexibility levels, strategies for a more flexible view 
upon products and processes and presents examples from Swedish industry. The third 
paper presents ways to improve the flexibility of a single-stage production-system hav- 
ing different characteristics. 

The third Part focuses on the FMS Planning issues and contains five papers. The 
first paper presents a review of FMS short term planning problems. It contains related 
models and cites directions for future research. The second paper presents a planning 
and scheduling methodology for FMS. It presents four models and discusses some of 
the algorithms for solving the loading problems. The third paper considers the prob- 
lem of selecting optimal routes for manufacturing various part types and outlines an 
hierarchical solution procedure using an example. The fourth paper deals with the 
heuristics of loading of FMS for a given set of part types chosen for immediate si- 
multaneous production, allocates the operations and associated tooling for these part 
types among the machines subject to capacity and technological constraints. Algo- 
rithms that present reasonable solutions to the FMS loading problems are developed. 
The fifth paper presents a framework for developing maintenance policy for FMS. In 
addition, unique characteristics of FMS from maintenance management point of view 
are presented. 

The fourth Part contains two papers dealing with FMS control. In the first paper, 
FMS planning &: control is treated as a control problem. The analysis phase of the 
paper contains modelling tools needed to state the hierarchical planning system and 
the control System. Synthesis phase defines the methodology for specifying and de- 



vi 

veloping software. The second paper presents a modern systems theory for the design 
of sequencing controllers when a controller is considered as a separate entity from the 
work cell. 

The fifth Part contains two papers and presents application of FMS. The first paper 
describes the current status of development of an integrated robotic flexible welding 
cell. The second paper describes the practice of FMS at Toyota. 

This book will be of much interest to researchers, managers and students of FMS. 
We are grateful to the authors and the reviewers for assisting us in preparing this 

volume which was supported by the King Fahd University of Petroleum & Minerals, 
Dhahran. The editors acknowledge the assistance provided in this regard. 

A. Raouf 
M. Ben-Daya 
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Flexible Manufacturing Systems- An 
Investigation For Research And Applications 
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65101 Vaasa, Finland 

A b s t r a c t  
Flexible Manufacturing Systems(s) (FMS) have already proved their great success 

in a large number of manufacturing industries. Realising the importance of FMS 
in increasing productivity and quality, an at tempt  has been made in this paper to 
revicw the literature available on FMS with the objective to identify the applications 
of existing FMS models and future research directions in the areas of FMS. 

Introduction 

Excellence in manufacturing systems has been recognized as a major factor behind 
the success of industrial or manufacturing firms. New technologies of manufacturing 
processes play a significant role in this. Achieving the full potential of these new pro- 
duction technological innovations, however, necessitates a broad range of management,  
engineering, and systems issues (Stecke [177]). As a result, the implementation of mod- 
ern manufacturing methods and technologies represents an opportunity for significant 
contributions from the fields of Operations Research (OR) and Management Science 
(MS). Further, the growth in demand for the products coupled with the intense com- 
petition in the market and the concern for the product's quality led the manufacturing 
industries to devise and implement new manufacturing technologies which include the 
development of FMS. The purpose of this paper is to (i) classify the literature available 
on FMS based on the nature and application of the models; (ii) review the literature 
available on FMS with an objective to identify the gap between theory and practice; 
and (iii) point out future research directions in the areas of FMS. 

The organization of this paper is as follows: Section 2 deals with an introduction to 
the design and operational issues of FMS. The classification scheme proposed for the 
FMS literature is presented in Section 3. Section 4 reviews the previous research papers 
on FMS. The limitations of the existing FMS models and future research directions 
are presented in Section 5. The conclusion of this research are given in Section 6. 



2 F l e x i b l e  m a n u f a c t u r i n g  s y s t e m s  

Traditionally, production facilities have two conflicting objectives: flexibility and pro- 
ductivity. Flexibility refers to producing a number of distinct products in a job shop 
environment where opportunities for production variability exist. Productivity, on 
the other hand, refers to high speed production that is similar to an assembly line. 
Studies have demonstrated that the productivity in a job shop environment is low as 
compared to flow shop (Hutchinson [84]). Therefore, increasing job shop productiv- 
ity while maintaining production flexibility has been a desired goal of the industries. 
Emergency of FMS is a development in this direction. 

An FMS can be characterized as a set of flexible machine tools connected by a 
material handling system and which is controlled by both computers and human op- 
erators (Buzacott and Yao [30]). Every material handling system has an automatic 
part-transportation system. Some advanced systems also contain automatic tool trans- 
portation devices. These can transfer tools among tool magazines and the central tool 
storage area while the system is in operation. This advancement in FMS hardware has 
rendered a major impact on FMS operation (Edghill and Davies [54], Jaikumar [89], 
[90]). Applications of these methods facilitate the ability to process many variations 
within a single product family and make speedy extensions of an existing product line 
([115]). 

In general, FMS operation decisions compose of pre-release decisions and post- 
release decisions. Pre-release decisions denote the prearrangement of parts and tools 
before the FMS begins to process. Post-release decisions, on the other hand, denote 
the sequencing and routing of parts when the system is in operation (Stecke [179]). 
The basic decision problems in FMS can be grouped into design problems (equip- 
ment section, layout, materials hazl(tling, et(:.) and operational problems (aggregate 
planning, part selection, resource grouping, t)r()duction ratio determination, resource 
allocation and loading). Details of these t)roblems can be found in Stecke [179] and 
Kusiak [105]. The complexity of these problems depends on whether the FMS is of 
a dedicated type or a random type. Usually, a dedicated-type system is designed to 
produce a rather small family of similar parts with a known and limited variety of 
processing requirements, while in a random-type system a large family of parts having 
a wide range of characteristics is produced. In the random-type system, the product 
mix is not accurately defined at the time of installing the system. 

3 Class i f i cat ion  of  F M S  l i t erature  

During the last decade, a number of research papers has been published to deal with 
different aspects of FMS. A classification scheme based on the nature and application 
of the models is produced for an easy understanding of the research work on FMS. In 
the review of FMS modelling approaches, Kalkunte et al. [91] classified the modelling 
of an FMS in four levels: 



1. strategic analysis and economic justification, which provides long-range, strategic 
business plans [4,12,26,46,63,81,129,130,132,140,142,168,173,174,185,186,203]; 

2. facility design, in which strategic business plans are coalesced into a specific 
facility design to accomplish long-term managerial objectives [2,6,9,10,14,16, 
18,21,23,24,27]-[29,32]-[35,44,46,48,52,53,55]-[57,59,60,62]-[64,67,68,71,75,76, 
83,84,89]- [91,94,95]-[97,102,106,108,110,III,I13,114,117,118,120,122]-[125,130, 
132,139]-[141,143,147,148,150,153,155,165,166,170,171,173,188,189,191]- [197,209, 
216] 

3. intermediate-range planning, which encompasses decisions related to master pro- 
duction scheduling and deals with a planning horizon from several days to several 
months in duration [1,7,10,11,13,15,20,25,36,37,39,40,41,45,47,50,70,85]- [88,99, 
104,126,127,132,144,146,159,169,176,177,179,180,183,184,187,199,200,202,204]-[206, 
20s]; 

4. dynamic operations planning, which is concerned with the dynamic, minute-to- 
minute operations of FMS [5,8,10,17,19,30,38,61,65,72,73,78]- [80,92,93,100,105, 
113,114,116,119,121,132,134]-[138,141,149,152,154,161,163,164,167,176,17s,179, 
~so]-[lS3,~90,202,2101-[212,214,215,217,218] 

In order to identify the suitable modelling techniques for solving the problems of FMS 
(see Buzacott and Shanthikumar [27], Buzacott and Yao [30], Kusiak, [107], and Kusiak 
[108]), the literature is classified based on the following: 

1. mathematical programming [5,7,8,11,13,17,20,33,36,37,50,55,73,78,85,86,92,93,99, 
100,101,104,106,116,117,119,126,127,136,137,146,147,152,154,155,161,162,169,177, 
181,183,184,186,200,209,212], 

2. simulation [2,10,13,49,55,58,61,64,120,132,133,139,149,159,166,174,191,197,210,215] 

3. queueing networks [6,34,64,65,77,191,201,210,218] 

4. heuristic methods [1,11,15,39]-[42,45,47,51,53,57,70,144,161,162,182,184,199,209] 

5. clustering methods [39]-[41][45,70,88,106,159,202,204,206,207] 

6. control theory approach [61,72,79,80,93,164,195] 

7. Artificial Intelligence and Expert Systems [44,66,76,109,111] - [114,121,135,138, 
141,145,185,213]. 

For the purpose of reviewing the literature, an overall classification scheme is proposed 
(see Stecke [179] and Kusiak [108] based on (i) design of FMS; (ii)implementation of 
FMS; (iii) operational aspects of FMS, (iv) measure of flexibility and performance 
of FMS and (v) Artificial Intelligence (AI) and Expert Systems (ES) in FMS. This 
classification scheme is further sub-classified to bring out more pertinent factors of 
FMS. The details follow hereunder: 



1. Based on the design of FMS. Browne et al. [24], Kusiak [108] and Montazeri 
and Gelders [132] presented the framework for FMS design. The design of FMS 
involves the following issues: 

(a) selection of equipment [48,53,57,64,84,106,110,117,147,155,192,209]. 

(b) layout [2,59,62,75,94]-[97,118,171,191,196] 

(c) material handling [10,21,33]-[35,55,56,120,125,139,148,150,195,197]. 

(d) labour issues [52,60,67,68,83,165,166,188]. 

2. Based on the implementation of FMS [4,12,26,46,63,81,83,128,129,131,140,142, 
168,173,174,186,203]. Research reports that deal with the aspects such as precip- 
itating circumstances, enabling conditions, technical and economic evaluations, 
technical and economic risks, and behavioural response in FMS come under this 
criteria. 

3. Based on the operational aspects of FMS. Due to high capital involvement in 
FMS, a high rate of their utilization is important to ensure a sufficient level of 
return oil tile capital invested. Sufficient rate of FMS utilization can be guar- 
a~ltecd by appropriate planning, scheduling, control and monitoring strategies. 
The following arc some of the major problems involved in the operations of FMS: 

(a) aggregate tflaIming [20,47,86,126,127,132,176,177,180,183,187]. Aggregate 
planning is the intermediate-range planning, which comprises decisions re- 
lated to master production scheduling and deals with a planning horizon 
fr()m scw~ral clays to several months in duration. 

(t)) part type sclcctio~ [1,2,36,85,87,99,103]. The part type selection t)robleln 
consists of splitting up the pro(hwtioil requirements for a set of part types 
into a number of subsets (batches) of part types for simultaneous manufac- 
turing. 

(c) resource grouping [7,11,15,25,37,39]- [41,45,50,70,86,88,99,103,104,144,146, 
159,169,179,184,199,200,202,204]- [207]. The resource grouping problem 
consists of partitioning the machine tools of each machine type into machine 
groups such that each machine in a particular group is able to perform the 
same set of operations. 

(d) production ratio determination [60,61,72,86,93,132,149,177,214,215]. The 
production ratio problem consists of determining the relative ratios at which 
the part types selected in problem (b) will be produced. 

(e) resource allocation and loading [5,s,13,~7,19,38,51,61,65,73,78]- [81,92,100, 
101,105,116,119,121,132]- [137,149,151,152,154,156,157,160,161,163,164,172, 
176,178] - [182,190,202,210] - [212,214,215,217,218]. The resource allocation 
consists of allocating the limited numbers of pallets and fixtures of each type 
among the selected part types. Loading consists of allocating the operations 



and associated cutting tools of the selected set of part types among the ma- 
chine group subject to the technological and capacity constraints of the 
FMS. 

4. Based on the measure of flexibility and performance in FMS [6,9,14,16,18,23,24, 
27]-[29,32,46,71,89]-  [91,102,108,122]- [124,130,140,143,170,173,189,193,194, 
216]. 

Flexibility is defined as the ability of a manufacturing system to cope with chang- 
ing environments. 

5. Based on Artificial Intelligence and Expert Systems in FMS [44,76,111] - [114, 
138,141,145,167,213]. Expert Systems and Artificial Intelligence developed and 
reported in the literature occupy a crucial place in solving some of the problems 
of FMS. 

4 R e v i e w  o f  p r e v i o u s  r e s e a r c h  o n  F M S  

In the past, a number of researchers has reviewed the literature on FMS. Kusiak [108] 
reviewed the applications of Operational Research models and techniques in FMS and 
presented various design and operational problems in FMS. Buzacott and Yao [30] re- 
viewed a number of models of FMS in order to make further improvements for the same 
purpose. Van Looveren and Gelders [198] presented a review of FMS planning models. 
Kalkunte et al. [91] presented various modeling approaches for design, justification 
and operational problems of FMS. Recent trends in flexible automated manufacturing 
were presented by Eversheim and Hcrmann [59]. However, most of these reviews do 
not account for the whole set of problems involved in FMS. Some of the reviews may 
even be restricted to a specific set of problems such as layout and material handling 
problems either with various modeling aspects or with different strategic aspects for 
solving problems like flexibility and its measurement in FMS. 

4.1 M o d e l s  b a s e d  on  t h e  s e l e c t i o n  o f  e q u i p m e n t s  

In the equipment selection problems of FMS, generally one needs to determine the 
optimal number of robots, each type of machines, material handling equipments and 
robot assignments in every cell for balancing the production line such that the total 
cost of production is minimized. The importance of such research was pointed out 
by Kusiak [110]. He provided a framework using two integer programming models for 
the selection of equipments. This framework is based on the essential integration of 
machine tools and material handling equipments. The algorithms for part and machine 
selection in FMS were dealt with by Whitney and Suri [209]. Dime [48] presented a 
model for estimating the throughput time in the case of manned and unmanned shift 
in Flexible Machining Cells (FMC) by fairly distinguishing various parameters that 
influence the throughput time of manned and unmanned shift. However, the author did 
not discuss the effectiveness of determining the run batch sizes considering the above 



differences. Schweitzer and Seidmann [155] presented the processing rate optimization 
in FMS using queuing models with distinct multiple job visits to work centers. But the 
number of potential models available for equipment selections and capacity planning 
problems of FMS is rather very limited. However, these issues are very important 
especially in FMS whereas the hardware are very expensive. 

Lee et al. [117] constructed an algorithm for the minimum cost configuration 
(number of machines and pallets) problem in FMS. The work of Lee et al. [117] 
differs from the earlier work on solving the workload allocation in product-form closed 
queuing networks in that, for each possible configuration, they solved the subproblem 
of allocating the total workload among the machines in order to maximize system 
throughput. However, they did not deal with the issue of how to optimize the number 
of workstations and their capacity. In addition, they considered only a simple FMS 
where there is only one type of machine and each pallet carries only one part. Ghosh 
[64] presented some basic advantages of Group Technology (GT) in selecting their 
parts, machines and equipments. But, the author did not provide any analytical 
framework for evaluating the benefits of GT. 

Raja Gunasingh and Lashkari [147] proposed two 0-1 integer programming for- 
mulations for grouping the machines in cellular manufacturing systems based on the 
tooling requirements of the parts, toolings available on the machines and processing 
times. An analysis of capacity planning in FMS was proposed by Tatikonda and 
Crosheck [192] from a case study for higher productivity and utilization. The results 
obtained by them seem to be interesting, but the results of a case study may not be 
generalized. Elsayed and Kao [57] presented a method for determining the optimal 
number of machines for each operation, and the optimal number of robots required 
in each (:ell by minimizing the total production cost per unit. However, they did not 
include tile schedule of the material handling equipments in their modeling which in 
fact influences the speed of tile machines or cells. 

4 . 2  M o d e l s  b a s e d  on layout  d e s i g n  f o r  F M S  

The problems relating to layout design in FMS is one of the foremost important issues 
and this should be resolved suitably at the beginning of the system design. Since the 
hardware used in FMS is rather expensive, the FMS layout designer should select suit- 
able layouts considering the various alternative layouts. The machine layout problem 
implies the arrangement of machines on a factory floor so that total time required to 
transfer material between each pair of machines is minimized. Apart from time and 
distance factors, factors such as handling carrier path, clearance between machines, 
etc. are to be taken into account while evaluating the alternative layouts. Kouvelis and 
Kiran [96] reviewed the recent results on FMS layouts for identifying the important 
aspects to be considered while designing the layout for FMS as compared to that of 
conventional manufacturing systems. However, the FMS layout literature focussing on 
analytically modeling the problem and developing solution algorithms is very limited. 

Recently, a survey of solution procedures for facilities layout problems has been 
reported by Levary and Kalchik [118]. Nevertheless, while applying reported meth- 



ods or tools in the literature, one has to account for the characteristics of FMS such 
as generally unequal machine sizes, interaction between layout decisions and queuing 
performance measures of an FMS, and flow control issues, including the interaction 
between processing requirements, travel times, part mix and process selection. Her- 
agu and Kusiak [75] discussed the issues concerning the application of the Quadratic 
Assignment Problem (QAP) formulation in a certain FMS implementation. However, 
QAP formulations do not account for the interaction between layout decisions and 
queuing performance measures of an FMS. Solberg and Nof [171] demonstrated the 
significance of such interactions with a view to arrive at a suitable layout for FMS. 
The effects of layout decisions on throughput rates (via transportation times) were 
captured in a formulation of the FMS layout problem by Kouvelis and Kiran [95]. 
Furthermore, Kouvelis and Kiran [96] developed single and multiple period layout 
models that incorporate the queuing and product mix uncertainty aspects of FMS 
layout decisions. 

Storage location for WIP in FMC with handling robots under discrete and con- 
tinuous space assumptions was studied by Tansel and Kiran [191]. Gaskins and Tan- 
choco [63] proposed an integer programming formulation for determining the optimal 
flow path that minimizes total travel distance of loaded Automated Guided Vehicles 
(AGVs). Kiran and Tansel [94] considered the optimal location of a pick up point on 
a material handling network and developed a polynomial time algorithm for determin- 
ing the optimal pickup point location. Kouvelis and Lee [97] presented two different 
formulations of the MHS layout problem. Later on, attention has been focused on 
analyzing the specific layout types that are to be implemented in FMS. The main 
difficulties with these methods are that they consider only one criterion at a time and 
ignore many other operational issues [95,118,171]. 

Moreover, a number of researchers has attempted to develop methodologies which 
allow the human decision maker to play an interactive role in the facility layout analysis 
problem. The purpose has been to integrate quantitative and qualitative objectives and 
enable the decision maker to manipulate resultant layouts to include factors that are 
not captured by the model. It has been indicated that the unidirectional and unicyclic 
material handling system layout are preferred to other configurations because of their 
relatively lower initial investment cost and higher material handling flexibility. But at 
the same time, it should also be observed that the flexibility of the material flow is 
rather limited and this may have some counterproductive effect on production rate and 
hence on productivity. Therefore, suitable trade-offs may be helpful while evaluating 
the different alternative layouts. Afentakis et al. [2] presented a method to solve 
the physical layout problems for higher utilization of FMS and studied the impact of 
material handling systems on layout design. However, they assumed that the process 
planner selects only one routing for each part type which is against the concept of 
flexibility. 
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4.3 M o d e l s  b a s e d  on t h e  M a t e r i a l  H a n d l i n g  S y s t e m  ( M H S )  

In the traditional MHS, a human element is involved in the transportation of materials 
between various locations, but in FMS there is a less human intervention. This aspect 
has been fully supported by the developments of Automated Guided-Vehicle Systems 
(AGVS) and computer-controlled MHS. A dynamic material handling for a class of 
FMS was presented by Cassandras [35]. Earlier, Cassandras [34] offered an autonomous 
material handling in computer integrated manufacturing. Egbelu and Tanchoco [55,56] 
investigated the automatic dispatching rules and potentials for bidirectional guide 
path AGVS. Moreover, Raman et al. [148] discussed the simultaneous scheduling of 
material handling devices in automated manufacturing. The effects of the number of 
jobs allowed into an FMS on its system performance and the relative performance 
of different machine and AGV scheduling rules were studied by Sabuncuoglu and 
Hommertzheim [150] with help of a simulation model. 

Ashaycri and Gelders [10] offered an interactive Pascal program which generates the 
GPSS-PC models for designing efficient and economical automated material handling 
systems. A tandem configuration for reducing software and control complexity of the 
AGV-based MHS was proposed by Boz('r and Srinivasan [21]. Ozden [139] perforlned 
a simulation study on a small FMS to consider simultaneously the design parameters 
such as trafi~(: pattern, nun:her ()f AGV and the carrying cat)acity of each. AGV, and 
(tucue capacity ()f th(" machines. More precisely, the use of a computer simulation 
reduc('s the risk in th(' design of MHS and improves throughput in automated material 
han(tling operations (Trunk [197]). Mahad('van and Nar('ndran [120] a(t(trcssed the 
issu('s involved in the design an(t ()perati()n of AGV-bascd matcriM handling systems for 
aIl FMS. Th()masma an(t Hilt)r('cht [195] I)r('s('ntc(t sp(,(:ification m('th()(ts for material 
handling ('()ntr()l alg()rithms in FMS. 

4.4 B a s e d  on labour  i s sues  in F M S  

Labour issues in FMS (capital intensive) differ frmn those for conventional manufac- 
turing systems (labour intensive) in the following aspects: (i) there arc no machinc 
operators for individual machines; (ii) the set-up operations are performed by the ma- 
chine itself or by robots; (iii) there is no manual material handling system; (iv) layout 
job is supervisory in nature; and (v) the labour is multi-skilled in onc or more tasks 
(Graham and Rosenthal [67]; Dunkh'r et al. [52]). Despite the increasingly important 
role of the human-computer interfac(" in FMS, it is not clear which functions should 
be allocat('d to the human (supervisor) and which should bc allocated to the com- 
puter. However, thc issue of how the arrangement between humaa and computer in 
a particular decision control activity should be designed is yet to be resolved. Sarkar 
[153] presented a model for estimating the numbers of workers required in an assembly 
process, but the model has to be modified in order to apply it in an FMS environment 
considcring the labour characteristics of FMS. 

Fazakerly [60] examined the human aspects of GT and cellular manufacturing. 
Since labour unavailability and machine breakdown in FMS leads to a heavy loss in 
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production, multi-skilled labour force is preferred for FMS. The human aspects of FMS 
have been discussed by Gupta [68] and Sharit [165]. However, they do not optimize the 
number of supervisory personnel required to take care of the machines and the number 
of machines, an operator can look after the loading, unloading, routine maintenance 
and other minor settings. Sharit and Elhence [166] discussed the limitations of both 
human and computer in achieving both of these system performance objectives. But 
they did not offer any concrete framework for overcoming these limitations. Suitable 
methods for modeling the interaction between human and computer system in FMS 
will facilitate the efficiency of the coordinating activities. 

4.5  M o d e l s  b a s e d  on  t h e  i m p l e m e n t a t i o n  o f  F M S  

The literature that deals with various issues of implementing the FMS including eco- 
nomic and technical justification for FMS is presented in this section. A conceptual 
model for the implementation of new manufacturing technologies has been developed 
by Avlonitis and Parkinson [12]. Gelders and Ashayeri [63] studied various manage- 
ment issues in flexible process manufacturing. One of the most important problems in 
the implementation of FMS is to measure the performance of different alternatives. 

Several studies have been conducted on the economic justification over the last few 
years, especially after the development of FMS (Wallace and Thuesen [203]). The lim- 
itations of many of these traditional approaches, in the context of flexible automation 
technologies, have been bestowed in recent years. Monahan and Smunt [131] pre- 
sented a stochastic dynamic programming approach, considering five factors: interest 
rates, technological levels, product mix, flexibility and inventory costs. Nonetheless, 
an inadequate treatment of the challenge from current and FMS technologies with 
market characteristics, and so on, are not considered in the traditional models. Suresh 
and Sarkis [186] developed a mixed integer programming fornmlation for the phased 
implementation of FMS modules. 

Son and Park [174] measured the flexibility monetarily using computer simulations. 
They considered four nonconventional costs for measuring the flexibility such as set-up, 
part waiting, equipment idle and inventory. The opportunity costs can give manufac- 
turers a valuable information not only for evaluating these systems performance (Son 
and Park [173]), but also for decision making about other advanced manufacturing sys- 
tems (Park and Son [140]). However, assumptions such as: only three parts need to be 
processed, seven different tools are used, only one tool is used for a part in a process, 
and poison demand of parts, may limit the application of the model to generalized 
FMS. Burstein and Talbi [26] proposed a mixed integer programming approach with 
linear integer variables and non-linear continuous variables that addresses the problem 
of the challenge from upcoming best-practice technologies to the existing system. 

In recent years, a number of research articles [140,142,185] has focused its research 
on the cost justification of manufacturing investments, particularly on the issues of in- 
vesting in new manufacturing technology such as FMS. The dramatic changes in man- 
ufacturing technologies force to re-evaluate traditional cost accounting and investment 
analysis systems. Pollard and Tapscott [142] discussed an investment methodology for 
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evaluating new manufacturing technologies. This method offers a systematic and rig- 
orous process for analyzing a long-term portfolio of manufacturing investments such as 
new information systems, factory automation, FMS, and CIM. Suresh [185] presented 
a Decision Support System (DSS) structure for flexible automation investments. More 
significantly, appropriate models at different stages of economic evaluation of FMS 
need to be developed with the objective of increasing the use of the proposed DSS. 

4.6 Aggregate Production Planning (APP)  models 

Generally, aggregate planning models of FMS deal with estimation of number of ma- 
chines, number of pallets and fixtures required, and the grouping problem. At the 
aggregate planning level, Stecke [183] argued that a single closed queuing network 
model, considering multiple server queues (machines), can be used to solve the prob- 
lems of FMS. However, assumptions concerning the arrival and departure rates are 
questionable with respect to a specific situation. Stecke and Solberg [176] presented 
an optimal planning of computerized systems - the CMS loading problem. Stecke 
[180,183] discussed in detail the problems of APP in FMS. However, most of the mod- 
els do not include the cost aspects of the resources and optimization of the facilities 
required. 

Recently, Mazzola et al. [127] presented a hierarchical production planning model 
which integrates FMS production planning into a closed-loop MRP situation. Their 
FMS/MRP production planning framework consists of planning, grouping and load- 
ing, and detailed scheduling problems. Later Mazzola [126] explored the necessary 
heuristics for the FMS/MRP rough-cut capacity planning (FMRCP) problem by sys- 
tematic splitting of planning batches. The advantages of using this method are to 
take into account the priorities set by the MPS and MRP systems and the limit on 
the available capacity of FMS. However, the assignment of parts in a subset to the 
same set of facilities lead to a fixed route of part flow and this is against the notion 
of flexibility of the systems. Chung and Lee [47] suggested a heuristic algorithm for 
scheduling FMS. Hwang [86] and Stecke [177] presented different production planning 
problems and appropriate models for solving those problems in FMS. Boctor [20] pre- 
sented an efficient heuristic for the machine grouping problem in Flexible Machining 
Cells (FMC). He also presented a new linear zero-one formulation which seems to have 
most of the advantages observed in other models. However, most of these models con- 
sider only a part of real-life FMS; without considering realistic system configuration 
and other operational features of the systems. 

4.7 Part-selection problems in FMS 

In practice, however, if the number of part types is extensive and/or the number of 
operations required by each part is large, achieving an improvement in performance 
is dimcult using the FMS. This is due to the constraints included in the design of 
the system such as the number of tools of a particular type on hand or the number 
of pallets available is not sut~cient to process all parts simultaneously. This problem 
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can be solved by partitioning the part types into groups (families) so that the parts in 
each group will be processed simultaneously. Thus, it leads to the part type selection 
problem in FMS. 

In the past, a number of part selection methods has been reported in the literature 
emphasizing on selecting similar parts. Several similarity measures and their associated 
clustering or heuristic methods were presented (Kusiak [103]; Chakravarty and Shtub 
[36]). However, these methods do not consider many realistic constraints such as 
tool magazine capacity, pallet capacity, availability of tools, etc. present in the part 
selection problem. In addition, the similarity measures are often subjective, consisting 
of a mix of nominal and numerical data. Therefore, further research is needed to 
include such constraints in part-selection methods. However, in order to arrive at the 
optimal selection of parts, these methods should include the equivalent quantitative 
factors which perhaps based on subjective factors. Kumar et al. [99] discussed the 
problem of grouping of parts and components in FMS. The actual grouping is done by 
modelling the problem as a k-decomposition of weighted networks. Hwang and Shogan 
[85] discussed a part selection problem for an FMS with general purpose machine tools 
but with no tool transportation devices. They proposed a maximal network flow 
model with two side constraints. However, this model ignores the tool overlapping 
as considered by Stecke [179], whereas the selection of part types depends upon tool 
availability. 

Hwang and Shanthikumar [87] proposed a model for production planning in FMS. 
However, this model does not account for the constraints on tool availability in the 
system for processing a group of parts in a particular planning period. Afentakis 
et al. [1] focused on batching approaches to the problem of part type selection in 
certain types of FMS. They offered multifit and contraction heuristics for solving part 
selection problems and tested them under a number of problem conditions. However, 
the application of these heuristics is limited to only cyclic scheduling policy and to 
the situation whereas only one unit of each part type is needed to produce one unit of 
the assembly. Afentakis et al. [2] described a part-type selection problem considering 
dynamic layout strategies in FMS. But the situations regarding FMS layout do not 
permit so easily to change the layout and hence this study needs to be evaluated 
considering the implications of various relevant costs. 

4 . 8  M o d e l s  b a s e d  o n  r e s o u r c e  g r o u p i n g  

The main objective of GT in FMS is to reduce set-up times (by using part-family tool- 
ing and sequencing) and flow times (by reducing the set-up and move time). A major 
step in designing an FMC is grouping of parts into families and the corresponding 
machines into manufacturing cells. GT provides a coding and classification scheme for 
grouping various parts and products with similar design and/or machining processes 
into a family of parts and corresponding machines into machine cells. Rajagopalan 
and Batra [146] and Purcheck [144] introduced a significant shift in the direction of 
thinking about GT techniques. Recently, Chandrasekharan and Rajagopalan [40,41] 
and Chan and Miller [39] presented a number of approaches based on GT for group- 
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ing of parts and machines, which perhaps enriched the literature on GT application. 
However, these methods do not include the demand for parts and other processing pa- 
rameters such as part type, sequencing rules, operation time per unit, etc. in machine- 
component grouping. 

Steudel and Ballakur [184] presented a heuristic based on a dynamic programming 
for machine grouping in a manufacturing cell formation. Waghodekar and Sahu [202] 
presented a machine-component cell formation using GT. The approaches and models 
available for solving the grouping problem have been classified into three major cat- 
egories: GT (Chakravarty and Shtub [38]; Hyer and Wemmerlov [88]; Kusiak [104], 
sequential decision procedures, and mathematical programming (Hwang [86]; Kumar 
et al [99]; Kusiak [103]; Stecke [179]. But very little research has been aimed at 
comparing the numerous cell formation procedures. In general, GT determines part 
clusters by measuring 'similarities' among parts based on a coding scheme. For the 
FMS grouping problem, the GT approach needs to code the characteristics of the parts 
and their associated components such as tools, pallets and fixtures. Apart from this, 
GT has to consider the limits on the number of part types and associated components 
in each group. 

Tile problenl of group formation and the solution procedures have been reviewed by 
Vannelli and Kumar [199] and Ballakur and Steudel [15]. Kusiak [103] used Lagrangian 
relaxation to solve a 0-1 linear integer programming formulation of the grouping t)rob- 
lem which considers only similarities of the objects (parts) for clustering purposes. 
Stecke [179] formulated the machine grouping as a nonlinear mixed integer program- 
ruing problem. Instead of using the concept of similarity as a criterion to group parts 
into families, Hwang [85] developed a model to inaxiInizc the number of part types 
in a batch for simultaneous t)ro(:essiIlg c(msi(h~ring the ('at>acity ('(mstraiilts of tool 
magazines in FMS. However, he (lid not iIl(:lu(h~ (~thcr (:(restraints su(:h as (tue dates 
and part (tlmIltitics in iris f()rmulati(m. K,una," ('t al. [99] In()(telhxt the Ina(:hinc-t)art 
grouping t)roble,n as an optimal It-decomposition of weighted networks, whi('h is a 0-1 
quadratic programs. Shtub [169] demonstrated that the silnple cell-formation prob- 
lem is equivalent to the GAP. The major draw back of this model is that it does not 
consider the geometric shape in the similarity measures except that of a process plan. 
Gupta and Seifoddini [70] presented a similarity coefl3('ient based framework to take 
into account product demand and other processing parameters in machine-component 
grouping. This similarity coefficient assumes that pro(tuct demand remains the same 
over a particular planning period. However, a change in demand pattern may require 
different grouping of machines in each cell. 

A1-Qattan [7] developed a new method of forming FMC, based on branching from 
a seed machine and bounding on a completed part. This method treats the formation 
of machine cells and part families as a network analysis problem. Vanneli and Kumar 
[199] have obtained similar FM cells for the same problem, using graph theory, but 
the method proposed by Al-Qattan [7] gave more alternative solutions. The literature 
available on GT is not too realistic considering that over a time period. For instance, 
the variation in product mix, product design, market situation and other technical fac- 
tors lead to a reorganization of the whole system. Ventura et al. [200] formulated the 
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problem of grouping parts and tools as a 0-1 Linear Integer Program (LIP) and this 
formulation is equivalent to the quadratic integer program of Kumar et a l .  [99]. Chu 
and Tsai [45] compared three array-based clustering, viz. algorithms-rank order clus- 
tering, direct clustering analysis, and bond energy analysis (BEA) for manufacturing 
cell formation. According to their experiments, BEA performs better than the other 
two methods, without considering the type of measures or data set used. Divakar et 
al. [50] considered a generalized group technology problem of manufacturing a group 
of parts in which each part can have alternative process plans and each operation 
in these plans can be performed on alternative machines. However, considering the 
integer programming capability in modelling the problem, there is a need to develop 
heuristics to solve the problem. Askin and Chiu [11] developed a mathematical model 
and heuristic for the GT configuration problem incorporating for the first time the 
costs of inventory, machine depreciation, machine set-up and material handling into 
a mathematical programming formulation. However, comparatively few authors have 
considered the cost aspects in their cell formation procedures. 

4.9 M o d e l s  based  on the  p r o d u c t i o n  rat io  d e t e r m i n a t i o n  

A number of analytical and simulation models have been reported in the literature 
[86,177] which deal with the problem of determining the relative production ratios of 
selected parts. Han and McGinnis [72] presented a flow control method for an FMC 
to minimize the stockout costs in meeting time-varying demands from downstream 
cells. Tile same problem was studied by Kimemia and Gershwin [93], using an optimal 
control concept in case of constant demand rates and random station failurcs. However, 
if the length of a control period is fairly large, control will be inordinately reactive 
to changes in tile environment, thereby causing an operational instability. Besides, 
transportation time has been neglected in determining the production ratio in FMS. 

On-line control and scheduling have generally been used in FMS. For instance, 
Wu and Wysk [215] described a control mechanism of job dispatching heuristics using 
the results obtained from a simulation. Also, the authors [214] offered a multi-pass 
expert control system for controlling the FMC. Most of the articles on FMS with 
random processing times have employed queueing models (Buzacott and Yao [30]). 
However, the concept of OPT can be employed while estimating the production ratio 
in FMS. It is well expected that the production ratio should match with the speed 
of the automated MHS considering the loading/unloading time of the parts. In this 
respect, the determination of production ratio should be treated as an integral part of 
decision making with AGVs. Ro and Kim [149] presented a multi-critiera operational 
control rules in FMS using simulated results. The special feature of their approach is to 
consider the scheduling of AGV. The process of batch splitting and forming will result 
in an efficient flow of materials in FMS. Also, constraints such as operator availability, 
machine breakdown, etc. have to be incorporated in the determination of production 
ratio in FMS. 
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4 .10  M o d e l s  b a s e d  on  r e s o u r c e  a l l o c a t i o n  a n d  l o a d i n g  

Resource allocation includes the allocation of a limited number of pallets and fixtures 
of each type among the selected part types. The loading problem is concerned with 
the allocation of part operations and required tools amongst machine groups for a 
given product mix. It is important to observe that loading decisions in FMS are 
constrained by the number of factors such as the number of tool slots available on 
the tool magazine of a machine spindle, the number of slots a tool occupies on the 
magazine, non-splittting of jobs, capacity of various machines, and so on. Owing 
to high cost of capital investment in the FMS, the performance measures are quite 
complex, and often involve multiple objectives. In addition, these objectives may 
differ from system to system depending upon system configuration, types of parts to 
be produced, demand conditions, etc. (Stecke [179]. 

Sharifnia et al. [164] developed a method for flow control of parts in a manufac- 
turing system with machines that require set-ups. The basic idea employed in their 
method is to use the production rate targets determined at the higher level for gener- 
ating the set-up schedules at the lower level. Hildebrand [77] presented the scheduling 
of machines in Flexible Machine Systems wherein the machines are subject to failures. 
Chakravarty and Shtub [38] presented an analysis for capacity, cost and scheduling in 
a multi-product FMC. Kimemia [92], Maley et al. [121], Nor et al. [135], Satin and 
Chen [152], and Sawik [154], and Stecke [176,181,182] presented a number of models 
and solution procedures for operational control problems of FMS. Most of thcsc au- 
thors assumed that there is no batch splitting, and breakdown of MHS and equipment 
in the FMS. Hintz and Zimmermann [78] offered a fuzzy linear programming to control 
the relcasing of parts into FMS and the scheduling of parts and tools. Solot [172] dealt 
with a new concept of controlling the operations of an FMS. This concept is based 
on the integration of planning and scheduling problem using the joint modelling of 
Operations Research and Experts Systems. 

In a random FMS, the loading decisions arc usually dynamic when the product mix 
is not clearly defined at the time of installing, the system is arduous. For a dedicated 
FMS, Stecke [179] formulated the loading problem as a 0-1 nonlinear mixed integer 
program. The relevance of FMS loading models to the generalized transportation 
model and generalized assignment model has been brought out by Kusiak [105]. Stecke 
[183] presented a hierarchical approach for solving the problem of machine grouping 
and loading in FMS. Greene and Sadowski [65] offered a mixed integer programming 
formulation for loading and scheduling of multiple FMC. However, they assumed that 
each cell is independent but receives its jobs from a common buffer, and viewed the 
loading problem as selecting a subset of jobs and allocating jobs among machines. 
Yao and Buzacott [217,218] concerned themselves with the state dependent routing 
problem and models with limited local buffers for FMS. Shankar and Srinivasalu [162] 
developed a two-stage branch-and-bound procedure with the objective of maximizing 
the assigned work load in an FMS. They also presented heuristic procedures with 
the bi-criterion objective of minimizing the work load imbalance and maximizing the 
throughput for critical resources such as the number of tools slots on machines and 
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the number of working hours in a scheduling period. 
Hitomi et al. [80] solved the design and scheduling problems for FMS as a two- 

machine flow-shop problem with finite buffer space and automatic set-up equipment 
(Hitomi et al. [79]). They proposed that the set-up and machining operations can 
be simultaneously conducted on an index-pallet changer which has a multiple number 
of clamping devices, which serve as centering, machining and buffer stations (e.g. 
Seidmann and Schweitzer [157] ; Seidmann and Nof [156]). Stecke and Solberg [178] 
and Stecke [179] provided the foundation for the approach for solving the problem of 
resource allocation and loading in FMS. However, they did not consider the aspects of 
refixturing and limited tool availability in the loading problem of FMS. Realizing the 
practical importance of this, Lashkari et al. [116] suggested a non-linear program in (0- 
1) integer variables for the loading problem. Wilson [212] reformulated the problem of 
operation-allocation to include the aspects of refixturing and limited tool availability. 
The literature concerned with the design and operational problems of robots in FMS 
is comparatively small, although it plays a vital role in the system. Acknowledging 
the importance of these problems in FMS, Blazewicz et al. [19] presented algorithms 
for scheduling the robot moves and parts in a robotic cell. Sarin[151] treated the 
computerized analysis of a robotized production cell. 

Operational changes using different scheduling rules which are based on the char- 
acteristics of the system may further reduce overall machine set-up time in cellular 
manufacturing systems. At the same time, these rules will eliminate some of the defi- 
ciencies while adopting a variety of parts. We and Wysk [215] described a scheduling 
algorithm which employs discrete simulation in combination with a simple part dis- 
patching rule in a dynamic fashion. Various scheduling approaches and algorithms 
are presented by Shalev-Oren et al. [160], Shanthikumar and Stecke [163], Stecke 
[180], Vinod and Altiok [202], Kumar [100], O'Grady and Menon [136], Wilhelm and 
Shin [211], and Wu and Wysk [214]. However, little research has been reported in 
group scheduling of FMS. In addition, the literature available on FMS dealing with 
disturbances such as machine breakdown is rather limited. Considering the impor- 
tance of such disturbances, especially in FMS, a queuing model was presented by 
Widmer and Solot [210] to include machine breakdown and maintenance. Ro and Kim 
[149] presented three new process selection rules (alternative routings directed dynam- 
ically, alternative routings planned directed dynamically, alternative routings planned 
and alternative routings planned and directed dynamically) in FMS with limited local 
buffers. Montazeri and Van Wassenhove [133] analyzed the characteristics of a general- 
urpose user-oriented discrete-event simulator for FMS. However, one has to examine 
whether the simulator is compatible with the type of system to be investigated in 
terms of system configuration and operational aspects. 

Garetti et al. [61] studied the impact of product mix and characteristics of the 
system on the performance of loading and dispatching rules with the help of a simulated 
FMS. The most common approach which subdivides the loading process into two 
phases (Nof et al. [~a41 and  Shanker and Tzen [161]): The first phase is loading, 
consistent in the sequencing of the jobs at the entrance of the system so as to make them 
accessible for production. The second phase is dispatching, consisting in the choice of 
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jobs to be loaded from those waiting to be produced by a machine. Moreover, there are 
further interesting solutions (Doulgeri et al. [51]; O'Grady and Menon [137]; Stecke 
and Solberg [178]) for various configurations of FMS. Kumar et al. [101] combined 
the problem of grouping and loading in an FMS by formulating it as a multi-stage 
multi-objective optimization model. Han et al. [73] analyzed the effect of tool loading 
methods, tool return policies, queue formation methods, and job scheduling rules using 
simulation. 

Akella et al. [5] developed a linear programming model for computing a quadratic 
approximation to the value function. However, the assumption that each part has a 
single route through the system is in fact in contradiction with the existence of al- 
ternative routings in FMS. Berrada and Stecke [17] treated the loading problem of 
FMS with the objective of balancing the workload using a part-movement policy. A 
work-center loading problem in flexible assembly with double objectives, such as work- 
load balancing and part movements was studied by Ammons et al. [8]. Tang [190] 
proposed a job scheduling model which would minimize the number of tool changes 
at a single machining center. Liang and Dutta  [119] developed a mixed integer pro- 
gramming model for the machine loading and process planning problem for a process 
layout environment. This model relaxes the most commonly used assumt)tion that 
each operation can be assigned to only one machine. However, they did not include 
the aspects of breakdowns, random job arrivals, facility layout aaid reallocation, et('. 
Yih and Thesen [219] presented a (:lass of real-time scheduling problems and showed 
that these can be formulated as semi-Markov decision problems. But the limitation 
of the semi-Markov process is yet to bc explored in detail in order to model a real-life 
FMS. 

4.11  B a s e d  on  t h e  m e a s u r e  of  f l ex ib i l i t y  a n d  p e r f o r m a n c e  in 

F M S  

System flexibility is the (:ore subject of FMS concepts and practice. But this concept 
is not well defined. This is attributed partly to its incoherence: different researchers 
have emphasized different types of flexibility only on a specific aspect of the total sys- 
tem. However, there have been some research reports to analyze the system flexibility 
of an FMS from a descriptive point of view rather than an analytical point of view. 
Chung and Chen [46], for example, presented total system flexibility, along with sev- 
eral routing flexibility measures, to assess the value of system flexibility in the FMS 
environment. The assessment is based on the capability of an FMS in cushioning the 
effect of change in manufacturing environments. Browne et al. [24] and Buzacott [28] 
at tempted to divide the general term 'flexibility' into a number of elementary concepts. 

Despite this, there has also been a number of attempts to define the term 'flexi- 
bility'. Buzacott [27], Browne et al. [24], Swamidass [189], and Kusiak [108] proposed 
various types of flexibilities. In summary, all these types fall into two categories: 
machine level flexibility and system management level flexibility. Alberti and Diega 
[6] presented a new measure for evaluating the operational performances of an FMS. 
This was in order to integrate the economic issues in the management of production 
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environments defined by high-level automation, flexibility and integration. The per- 
formance evaluation of FMS with blocking was discussed by Tempelmeier et al. [194]. 
A number of problems, however, are still unsolved. The main problem (Blackburn and 
Millen [18]; Kalkunte et al. [91]) is the difficulty of measuring economic benefits which 
result from flexibility. Azzone and Bertele [14] outlined a method for the evaluation 
of FMS which considers both economic and strategic aspects. 

According to Chung and Chen [46], it is evident that product flexibility described by 
Browne et al. [24] is called variant flexibility and high-volume/low-variety flexibility 
in Swanudass [189]. On the other hand, job flexibility described by Buzacott [28], 
which is called process flexibility in Browne et al. [24], differs substantially from the 
job flexibility defined by Kusiak [108]. 

Moreover, since the key term in FMS is system, in order to better evaluate the value 
of flexibility for an FMS, there is a demand to develop a system flexibility model from 
a holistic viewpoint. Recently, Gupta and Goyal [69] classified the literature available 
on the concepts and measurements of FMS. Other researchers who deal with flexibility 
include Barad and Sipper [16], Carlsson [32]. Mills [130], and Slack [170]. Park and Son 
[140] developed an economic evaluation model for advanced manufacturing systems. 

Many authors ([23,24,189], etc.) during the last few years attempted to attain 
a qualitative understanding of flexibility in manufacturing systems. A number of 
them have aimed to attain a quantitative understanding of flexibility in manufacturing 
systems (Buzacott [28] and Browne et al. [24]). Brill and Mandelbaum [23] and 
Mandelbaum and Brill [124] presented a framework for defining measures of flexibility 
in production systems. The framework has been given in general terms, so that a user 
will be able to analyze specific situations within the general framework. Some authors 
have emphasized the importrance of management, information and learning in tile use 
of flexibility in manufacturing systems (Jaikumar [89,90]). The relationship between 
flexibility and productivity has been studied extensively in the literature (Gustavsson 
[71]; Buzacott and Mandelbaum [29]; Mandelbaum and Buzacott [122,123]). Decision- 
theoretic approaches have been used to study a wide range of issues in flexibility and 
general decision making (gandelbaum and Buzacott [122,123]. Arbel and Seidmann [9] 
and Kumar [102] discussed the various measures of flexibility and different methods to 
measure them. An entropy-based measure for flexibility has been proposed by Kumar 
[102]. Examples of production systems which illustrate a measure-theoretic approach 
for measuring flexibility are given in Brill and Mandelbaum [22]. Taymaz [193] offered 
different approaches to the flexibility. However, the application of these approaches 
are limited as they were experimented with only one machine. 

4.12 Artificial Intelligence and Expert Systems in FMS 

Generally, an FMS is expected to operate as an intelligent autonomous system that 
delivers products according to a dynamic strategy. However, achieving autonomy 
and intelligence in an FMS requires suitable co-ordination between scheduling and 
control tasks. The need for designing real-time control systems with a high level of 
intelligence has been emphasized in FMS (Kusiak [109]). The significance of utilizing 
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AI in providing the level of intelligence required by the scheduling function and the 
facilitation of the integration of scheduling with control has also been pointed out. 

Recently, a number of software systems incorporating the features of AI has been 
established. The high-quality performance of these systems, which is too complex 
for conventional programming techniques, has given rise to the term Expert Systems. 
Kusiak and Chen [111] reviewed the research and application of Expert Systems in 
production planning and scheduling. However, very few ES have been developed for 
solving the problems of design, justification, and operation in FMS. In this direction, 
Rabelo and Alptekin [145] presented the design and implementation of an intelligent 
scheduling system in an FMS scheduling/control architecture using AI technologies. 
Chryssolouris et al. [44] discussed a decision-making framework for manufacturing 
systems which pertains to the problem of allocating the system's resources to manu- 
facturing tasks, Park et al. [141] proposed a framework incorporating machine learning 
into the real-time scheduling of an FMS. 

In the past, the hardware part of FMS received great attention and improvement 
in terms of flexibility. However, software availability has not reached the same level of 
flexibility as that of the hardware. In this direction, O'Grady and Lee [138] designed 
an intelligent cell control system for automated manufacturing. Shaw [167] applied in- 
ductive learning to improve knowledge-based Expert Systems and a pattern-directed 
approach to FMS scheduling. Knowledge-Based Machine Layout (KBML) Kusiak and 
Heragu [112]) is an ES for machine layout in automated manufacturing systems. How- 
ever, it is assumed that the manufacturing system is automated and predefined, that 
is, the degree of flexibility has not been defined in their knowledge base. Nonetheless, 
the knowledge-based approach has received very little attention from researchers as 
compared to that of optimization in scheduling problems. Realizing the significance 
of such systems, particularly in FMS, Kusiak [103,104] designed a knowledge-based 
scheduling system for an automated manufacturing environment. Wu et al. [213] de- 
signed a cellular manufacturing system using a syntactic pattern recognition approach. 
Heragu and Kusiak [76] presented KBML designed to solve the machine layout prob- 
lem. KBML combines the optimization and Expert System approaches and considers 
quantitative as well as qualitative factors while solving the machine layout problem. 
Moreover, KBML allows changes of the solutions which are not implementable. 

L i m i t a t i o n s  o f  t h e  F M S  l i t e r a t u r e  a n d  f u t u r e  re-  

s e a r c h  d i r e c t i o n s  

Integration between theoretical and practical issues is predominant in today's FMS 
environment. Nevertheless, a clear distinction between the two aspects is usually ob- 
served both in practice and research studies; a kind of gap exists between the two 
fields. The application of the existing FMS models is generally limited due to the 
following: (i) FMS configuration considered in modeling; (iX) assumptions made in the 
model; (iii) modeling technique and its capability; and (iv) solution procedures em- 
ployed and their etficiency. The following sub-sections present some of the limitations 
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of the available literature on FMS and future research directions. 

5.1 Select ion of equipments  

The research reported on equipment selection problems is scant though it has a very 
important role in FMS. The basic objective in the equipment selection is that the parts 
are to be produced quickly, with the secondary objective being higher utilization of 
the facilities. In addition, there are more specific aspects that are to be considered in 
the selection of equipments: (i) nature of the material flow and bottle-neck operations; 
(ii) production lot-size and scheduling, (iii) feasible production cycle time per pallet; 
(iv) achieving JIT production in FMS; and (v) staffing level and the shifts required to 
meet the production goals. 

Furthermore, economic investment analysis and technical feasibilities are to be 
given due consideration while evaluating different alternatives in equipment selection 
problems. 

The available literature on equipment selection in FMS has mainly treated prob- 
lems with respect to machine tools without considering the selection of pallets, tools, 
storage systems, robots and, related softwares and hardwares. However, the system 
design well depends upon the number of robots, pallets, fixtures and storage systems. 
Further, the design aspect of MHS has not been given due consideration as it re- 
ally deserves significant attention in the equipment selection problems in FMS. The 
synchronization of MHS with respect to the processing rate of the stations is very 
important and the failure to do so may even result in decreased productivity. Apart 
from this, the constraints on the tool magazine capacity and number of pallets are also 
to be taken into account in the problem formulation in order to arrive at the correct 
optimal solution. Cariapa [31] suggested that multimode machine tool increases the 
effectiveness of FMS with the help of suitable criteria. 

In the selection of equipments, here are some of the issues in FMS that are to 
be considered for further investigation in terms of modeling and application: (i) the 
bottleneck at the load/unload stations and at robots; (ii) use of dedicated fixtures 
with different numbers of parts per pallet balances the work center loads and reduces 
variation in flow times; and (iii) the selection of the actual production rates to be used 
under different operational scenarios. The application of software tools and queuing 
optimization models have an important role in the generation and quick evaluation of 
different design and operational decision options. Applications of queuing theory and a 
rough-cut-capacity planning approach can be used to solve the problems of equipment 
selection along with simulation studies and pilot projects. Further, suitable criteria 
are to be established in order to be successful with equipment selections in FMS. 

5.2 Layout design 

In FMS, layout decisions cannot be treated as independent as they interact with the 
following decisions: (i) the number and capacity of the stations; (ii) the number and 
capacity of the storage units; and (iii) the MHS design. Although there are several 
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studies suggesting a relation between these layout decisions, there is no comprehensive 
study to identify the level of these relationships. Hence, this research area needs due 
attention from production researchers. Also, the impact of part flow on FMS layout 
decision needs to be studied in detail. Consideration should be given to MHS while 
designing the layout of FMS apart from the usual attributes such as width of the 
guided path, unidirectional/bidirectional MHS, robot movements, distance between 
various facilities, storage units, load to be transported, etc. 

Since layout decisions in an FMS interact with APP, a study involving the sen- 
sitivity of the layout decision to these would answer the question how to split the 
design problem in an FMS. The balancedness property is extremely useful in devel- 
oping more efficient models and solution techniques, especially when the balancedness 
is combined with other special structures, and limited part flow and storage capacity 
(for more detail, refer to Kouvelis and Kiran [96]). In addition, the buffer capacity and 
location of the storage unit are also important factors in determining layout of FMS. 
Hence, a different approach is required to integrate storage capacity decisions required 
to integrate storage capacity decisions with layout decisions. The following situations 
which relate to the distance metric used in layout models arc to be accounted while 
designing the layout for FMS; (a) loop layout problem, (b) line layout t)roblcm, (c) 
multiple loop problem, (d) layout, storage and MHS selection, and (c) ot)timal system 
(:onfiguration. 

5.3 M a t e r i a l  H a n d l i n g  S y s t e m s  

The following arc some ()f the parameters that arc frequently considered in the design 
()f the nmtcrial t~an(tling systems: (i) traffic t)attcrn; (ii) mnnbcr ()f AGV; and (iii) 
(t11(~11(~ ('at)a('ity ()f the ma('hincs. Generally, the ot)j(~(:tiv(~ considcrc(t in the design ()f 
MHS is t() minimize the travelling time ()f the v(~hi(:h~s. However, tim m()v(~nmnt ()f 
the MHS als() (t(~t)cn(ts ut)()n the parts l()a(ting and unl()a(ting systems and the size ()f 
the st()ragc systems. Th(~r(~f()rc, simt)lc hcllristi(" rifles are needed for studying these 
situations. 

In most ()f t()day's FMS, mainly AGV arc 11sc(t for material handling t)urt)()ses. 
Thercf()rc, cff-icicnt scheduling rules arc very imt)ortant for AGV in relation to the st)ted 
of the ma(:hincs for lint)roved performance of the system. For instance, use of robots 
necessitates t)rcscnce of enough space for the movement and synchronization of loading 
and unloading operations of robots along with the st)ted of the AGV. Furthermore, 
synchronization of AGV and FMC can be treated as a critical source; accordingly, one 
can establish the level ()f various ot)crational t)aramctcrs. Simulation (:an bc used for 
estimating the value of these parameters. The following assumptions can be avoided 
in modeling the problems of MHS: 

1. machines and AGV have the unit capacity; 

2. no t)rc-cmption or breakdowns; and 

3. tooling and t)allet availability are not considered. 
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The problems of multi-vehicle systems and strategies for resolving them are to be 
examined with the help of analytical and simulation models. 

5.4 Labour  issues  

A number of research reports have appeared in the literature to deal with various 
human factors such as education, training, and ergonomics in conventional manufac- 
turing systems. In contrast, labour issues in FMS have been simply ignored except 
there are very few research reports in the literature. Also, while designing the robots 
and their movements, and other Artificial Intelligence sub-systems in FMS, parame- 
ters like human factors, especially, the interface between human and computers plays 
a significant role in establishing various necessary autonomous sub-systems of FMS. 

Generally, a conventional production system estimates the number of workers/ 
operators required based on the number of machines available, supervisors and work 
force for material handling, workload per operator, etc. The same approach may not 
be applicable in the case of FMS. For instance, a skilled laborer who has been trained 
for FMS can look after more than one machine as most of the machines are automatic 
in nature. This implies that he/she only has to supervise a number of machines, 
and perform tasks such as loading and unloading of parts. Further, this situation 
may not be applicable for flexible assembly and fabrication systems, and perhaps they 
may need different criteria to select the number of flexible operators/workers required. 
Also, ergonomic aspects have been ignored in determining the workload and level of 
skill required considering the automation level in FMS. The number of machines an 
operator can look after has not been investigated in detail. Further, the interaction 
between human, robots and computers needs to be researched further in relation to 
FMS. Appropriate models need to be developed to determine tile optimum number of 
operators, training hours, work load per operator, etc., in FMS. 

5.5 I m p l e m e n t a t i o n  issues 

More basic problems in FMS, like the inadequate integration between corporate and 
manufacturing strategies, have contributed to slow adoption rates. Under these cir- 
cumstances, the problem of incremental implementation and integration of CNC tech- 
nologies needs to be discussed well in advance. The conventional costing techniques 
employed in traditional discrete production do not apply to an FMS environment. For 
example, activity-based costing techniques may be suitable for FMS. Further, suit- 
able management accounting principles have to be established for evaluating different 
alternatives in the implementation of FMS. The literature available on the problem 
of multi-machine replacements is relatively sparse though these replacements prevail 
in many real-life FMS. Hence, this issue should be given due attention for further 
improvements. In particular, the following assumptions limit the application of FMS 
implementation models and approaches: 

1. single machine tool replacements; 
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2. static part families; 

3. single-valued input estimates 

Therefore, it emphasizes the need for pilot studies along with simulation analysis. 
Further, the implementation decisions should also include the market characteristics. 

5.6 Aggregate production planning 

Most of the reported APP models attempt to balance the workload in order to improve 
the operations of the FMS. However, there are some conflicts in FMS while using only 
the balancing of workload as a performance criterion for efficient operation of the whole 
system, since the performance of an FMS depends upon a number of other criteria as 
reported in [183]. Therefore the multiple criteria decision making principle can be 
utilized for the purpose of APP. This particular problem is very important in FMS as 
this decides the future performance of the whole system; therefore, simulation of a pilot 
study would facilitate future decisions on FMS. More notably, Stecke [183] suggested 
an hierarchical production planning method using queuing analysis at the aggregate 
level and using mathematical programming and heuristics at the disaggregate level in 
FMS. Montazeri et al. [132] suggested that simulation is an efficient tool to verify 
design concepts, to select machinery, to evaluate alternative configurations and to test 
the system control strategies of an FMS. The following assumptions could be removed 
by suitable modeling and heuristics: 

(a) a machine can process only one piece of a part at a time; and 

(b) every tool occupied only one slot on the tool magazine of a machine center. 

Simulation can also be used to avoid these assumptions where they are not applicable 
in FMS. Application of transfer line models to FMS may lead to some significant 
results concerning the planning in FMS at the aggregate level. Also, disturbances and 
integration effects are to be taken into account in APP of FMS. 

5.7 Part-selection problems 

A number of similarity measures and their related clustering or heuristic methods 
have been proposed (Kusiak [103,104]; Chakravarty and Shtub [36] in the literature 
for part-selection problems in FMS. However, these methods ignore the constraints 
that are present in the part selection problem. Furthermore, the similarity measures 
are often subjective, consisting of a mix of nominal and numerical data. Therefore, 
suitable quantitative aspects of similarity coefficients need to be established. The 
following situations which exist in practice are to be considered for investigation in 
part-selection problems; 

1. a part has many attributes; 
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2. different part types may share common tools; and 

3. optimal solution requires simultaneously partitioning the production order into 
the minimal number of batches. 

Also, constraints such as tool magazine capacity, pallet size, speed and capacity of the 
machines and material handling system, etc., are to be considered while modeling the 
problem of part selection in FMS. 

5.8 Resource grouping problems 

In the majority of resource grouping problems, firms have used classification and cod- 
ing schemes as tools in applying GT. However, if users identify that managerial and 
technical barriers are to be resolved in successfully applying GT, then significant and 
varied operational and strategic benefits could be achieved. Further, GT would be 
an integral and important part of future CAD/CAM activities at their plant. Estab- 
lishing appropriate criteria for different types of resources grouping is very important. 
For example, the criteria for machine grouping may not be the same for part grouping 
problems. Multiple criteria would benefit GT applications to a greater extent. The GT 
principle can also be applied to storage systems, jigs and fixtures. Currently similarity 
coefficients typically rely on subjective measures such as common machines required in 
processing for evaluating the similarity between parts. Similarity coefficients that em- 
ploy direct measures such as similarities between parts in terms of set-ups and tooling 
may yield good results. Another possible way to improve the cell formation procedures 
is through the use of part volume data, since it is a part of CAM, and its impact on 
group technology and the design of technology cells will be subject to further research. 

Despite numerous economic benefits and operational advantages offered by the 
GT concept, its real potential has not been fully explored. A number of factors, 
including machine breakdown, under-utilization of resources and eventual unbalanced 
workload distribution in a multi-cell plant, present some problems when using the 
GT concept. These problems mostly come from standard principles of GT, such as 
the avoidance of interaction between the cells, and tendency to setting up permanent 
idealistic cells. Many managers are more comfortable with buying a piece of hardware 
than investing in (simulation) software. Therefore, a modular FMS simulator can be 
rather a cheap and useful tool in helping the user to select the appropriate operating 
rules for the system at hand. Only few firms have applied in practice the concept of 
GT to design, process planning (including NC programming), sales, purchasing, cost 
estimation, tooling, scheduling, new equipment selection, and tool selection due to the 
lack of literature available dealing with the application of GT in these problem areas 
(Wemmerlov and Hyer [206]). 

5.9 Product ion ratio determinat ion 

Dynamic optimization models for generating flow control directives in FMC are very 
important. Therefore, models are to be developed for determining the production 
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ratio dynamically (on-line control), as day-to-day operation changes frequently owing 
to various reasons such as machine breakdowns, emergency order, etc. The important 
factors that are to be included in the production ratio determination are: (i) storage 
capacity, (ii) work-in-process inventory; (iii) material handling equipments capacity: 
(iv) the speed of the machines and AGVS; (v) pallet size; (vi) tool magazine capacity; 
etc. The reported models in the literature considered only few of these factors while 
estimating the production ratio. Therefore, all relevant factors are to be considered 
simultaneously while determining the production ratio for minimum throughput time 
and maximum productivity. In addition, the transportation time of parts has been 
neglected in the modeling of FMS determining the production ratio. 

In the research area of FMS, much past work has been concentrated upon a unique 
system analyzing production control strategies. In some cases, no substantial sys- 
tem was available as a reference, necessitating a variety of system assumptions by 
researchers. It has been very difficult to compare control strategy effectiveness among 
applications due to a general lack of standardization among system definitions. Fur- 
thcr, if the length of a control period is too large, control will be overly reactive to 
changes in the environment, thereby causing operational instability. These issues need 
further investigation. 

5.10 Resource allocation and loading problems 

The models that are reported in the literature cannot be implenmntcd for large prob- 
lems because of the 0-1 and general nature of tim integer programming forInulations. 
(Divakar et al. [50]). Hence, ther(' is a need to d(:velop heuristics or approximate 
t)roc('(tures to solve these problems. S()Iil(,~ ()f th('m can b(': 

1. suggest algorithms for flow (:oIltrol in FMS with dynamic set-up for a Inor(' 
rcalisti(" FMS; 

2. integrate the concept of JIT in the part-selection problems in multi-stage FMS; 
and 

3. develop a prototype simulation system for unmanned FMS. 

Special attention should be given to non-exhaustive queue selection heuristics which 
may have grcat potential to perform wcll under a large variety of experimental condi- 
tions. Moreover, periodic routing-control problems associated with a variety of FMS 
such as non-homogeneous population systems, non-predetermined output proportion 
systems, and limited central buffer systems are to be considered for further investi- 
gation. In the FMS literature, tool management is simply ignored for modeling and 
analysis, although it influences the performance of loading and scheduling in FMS. 
Since grouping of parts and tools are inter-related to each other, an integrated group- 
ing of parts and tools in FMS is to be considered for future research. The research 
objective is to obtain some general indications on modes of approaching loading and 
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dispatching of FMS, taking into account that the performances of the rules are influ- 
enced by the configuration of the plant, and, on the other hand, that for a given plant, 
there is the further influence of the production mix. 

Avonts et al. [13] suggested a simple linear programming model for determining 
the type of products and the quantities to be produced in a real FMS. They also 
demonstrated how one can select strategies using the LP model. Developing proce- 
dures for studying the effect of organizational constraints on cell sizes and product 
mix changes is also a challenging future research area. For the single part case, Kusiak 
[106] developed an approach, but for the multiple parts case, there is hardly any re- 
search available. This requires development of an integrated model for facility layout 
planning, process planning and the machine loading problem. Many Flexible Assem- 
bly Systems (FAS), which are normally composed of assembly robots and automated 
material handling equipment, exhibit considerable scope in the allocation of work load 
among machines. Transfer line production models can be applied in some of the cases. 
Further, the concept of critical resource can be used for resources like jigs and fixtures 
(Shankar and Srinivasulu [162]). 

5 . 1 1  M e a s u r e  o f  f l e x i b i l i t y  a n d  p e r f o r m a n c e  

Researchers have defined various types of manufacturing flexibility and provided meth- 
ods for measuring them. Nevertheless, opportunity costs associated with adding manu- 
facturing flexibility such as set-up, part waiting, equipment idle, and inventory are one 
of the important manufacturing performance measures of FMS (Son and Park [174]). 
Factors such as disturbances, set-up times, loading and unloading time of parts were 
not considered in flexibility measures. Besides, labour flexibility is also to be taken into 
account while cvahiating system performance. Part characteristics arc not included 
while defining and cvahiating various flcxibilitics. However, the latter influence the 
design of flexible manufacturing cells (Gupta and Goyal [169]). 

Different types of flexibility can be unified in a structured system and a system's 
response to changes can be derived from components' flexibilities and other basic 
characteristics. The inter-relationship between various aspects of flexibility and other 
basic characteristics of production systems is complex and dependent on the expected 
production composition. Therefore, further research is needed for: 

1. quantification of machine, routing, and control flexibilities; 

2. development of models for the interconnections of these flexibilites in multi- 
machine systems; and 

3. clarification of the relations between long-term and short-term flexibilities. 

In real-life FMS, different types of parts are being processed simultaneously, there- 
fore, such situations should be given due consideration while developing methods for 
measuring flexibility and its performance. A study to determine experimentally the in- 
fluence of different kinds of flexibility on the performance parameters of an FMS under 
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the aspect of different loading strategies and various system configurations may be an 
interesting research. Knowledge of the flexibility trade-offs can help the management 
to support the manufacturing strategy of the firm. 

5.12 Artif icial  Inte l l igence  and Expert  Sys tems  

Most of the Expert Systems developed are specifically applicable to scheduling prob- 
lems for job shop, assembly line, and flow shop. Very few ES have been developed 
recently for solving machine layout problems in FMS. However, the literature that is 
dealing with knowledge-based Expert Systems for planning and scheduling in FMS 
using AI is rather limited. Furthermore, AI and ES are hardly exits for solving the 
problems of part selection, production ratio determination, equipment selection, and 
justification methods. Moreover, application of existing AI and ES can be enhanced by 
adding more decision-making capabilities to the existing knowledge bases. Realizing 
the importance of AI and ES in solving the complex problems of FMS on real-time 
control, there is a need to develop such systems. In addition, developing ES and AI 
for the following issues can be considered for future research: (i) layout problems, (ii) 
quality control, (iii) production ratio determination; and (iv) storage and robotic sys- 
tems design. Moreover, Kusiak [112] and Kusiak and Chen [111] proposed a number of 
potential research problems to deal with the applications of AI and Expert Systems in 
FMS. In addition, there is no AI or Expert System available to deal with the problems 
of MRP, GT, and scheduling in FMS. 

5.13 Addi t iona l  future research direct ions 

The following additional problems can be considered for future research: 

1. Quality control issues in FMS, such as location of inspection stations, number 
of inspectors required and the type of equipment required for testing, are to be 
studied with appropriate models. 

2. Safety considerations and environmental issues are to be addressed adequately 
in modeling the FMS environment. 

3. The softwares required to operate FMS has not been given due attention in the 
literature. Therefore, models are to be developed for selecting suitable software 
for FMS, considering various operational and technological constraints. 

4. Development of planning and scheduling methodologies for each class of FMS 
[1081. 

5. Study of the appropriateness of the presently used tools and techniques in FMS 
to design a hybrid approach. 

6. Design of a feasibility study to evaluate economical and technical feasibilities of 
FMS. 
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7. Study of the implications of lot-sizing and Just-in-time concept in FMS. 

8. Development of AI and Expert Systems for evaluating the flexibilities and eco- 
nomic benefits that result from flexibility. 

6 C o n c l u d i n g  r e m a r k s  

In this paper, the literature available on FMS has been reviewed based on an appro- 
priate classification scheme, in order to identify the gap between theory and practice, 
and future research problems. There are many models in FMS lacking integration 
while modeling the issues of various inter-related sub-systems in FMS. It would be 
more practical to develop models for the efficient operation of many sub-systems as 
in integrated FMS, for example, interaction between different manufacturing cells in 
an FMS is to be accounted for modeling and analysis. The scheduling of tool move- 
ment which is very important, but it received little attention from researchers and 
this can be considered for further studies and improvements. Artificial Intelligence 
and Expert Systems are to be developed for part-selection problems, resource group- 
ing, material handling system design, and equipment selection. The constraints on 
capacity of the machine tools, tool magazine, number of pallets and buffer capacity, 
and machine breakdowns are to be incorporated while designing FMS. Simulation and 
pilot projects may be helpful to solve these problems. Further, the problems of oper- 
ators/supervisors in FMS with respect to work design can be considered for further 
investigation. Safety and environmental aspects are to be incorporated in the decision 
making of FMS layouts. In addition, a suitable framework is to be established for 
studying the maintenance and quality and control aspects in FMS. 
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This paper gives an outline of contents, main reasons, planning and 
developing procedures, success determining factors, results and also side effects 
of nearly 100 FMS-related projects carried out for industrial companies by the 
department "Manufacturing Systems" at the Fraunhofer-Institute for 
Manufacturing Engineering and Automation (IPA) during the period 1979 until 
1991. Furthermore goals and resulting requirements concerning manufacturing 
systems of the Nineties are discussed with an emphasis on future control systems 
and demands for personnel. 

1. FMS-PLANNING OF THE EIGHTIES REVEALED DEVELOPMENT 
GAPS IN AUTOMATION EQUIPMENT. 

The Fraunhofer Institute for Manufacturing Engineering and Automation 
(IPA), which is linked to the Institute of Industrial Production and Corporate 
Management (IFF) of Stuttgart University, has been involved in the planning of 
Flexible Manufacturing Systems (FMS) for more than a dozen years now, doing 
FMS-work mainly for industrial customers/1/,/2/. Since 1979 until 1991 almost 
100 FMS-related projects have been carried out, while most projects contained 
planning tasks concerning the machining and material flow system. Although 
many FMS components have been commercially available in the late Eighties, so 
that one could expect the main task of an FMS project to consist of the accurate 
planning and arrangement of known components, there had to be noticed a 
steadily significant amount of new development tasks for FMS, first of all for 
new machining and material flow equipment (Figure 1). 
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Figure 1. Contents of planning and development projects (1979 - 1990) 

One reason for this may be the fact that the products to be manufactured in 
FMS have changed: whereas FMS for drilling, milling and boring have been 
among the "pioneering" systems, today also FMS for turning, sheet metal 
working as well as welding and even for wooden or plastic parts machining are 
designed and developed (Figure 2). So consequently the most important side 
effect experienced in IPA's customer's companies during 70 projects aiming on 
the planning and installation of a Flexible Manufacturing System or Cell has 
been the successful development of a new automation device (Figure 3). 
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An important result of FMS-related development work during the past years 
arose from the nuisance of lacking pallet systems being compatible not only to 
one certain manufacturer's machine tools or manufacturing cells but to several, 
in order to being able to combine different brands and even types of machine 
tools within one FMS: the modular and standardized workpiece pallet for 
rotational parts, which has jointly been developed by IPA and more than ten 
manufacturers of machine tools and automation equipment (Figure 4 and 5). 
This pallet is now offered by various suppliers and has come into frequent use. 

6 o 

Figure 4. Standardized modular pallet (elements) 

Another example for new developed automation equipment is a programmable 
unloading device, applicable to sheet metal manufacturing cells, the necessity of 
which had been realized during an examination on "Manufacturing Systems for 
complex thin-walled parts". 
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2. THE NEW ROLE OF FMS IS: INTEGRATION BUT AUTOMATION. 

Prognoses of the expectable changes of the factory automation market prove a 
share of up to 50 % for software to be the most important portion of factory 
automation equipment and FMS of the Nineties (Figure 6). The increasing 
importance of information flow planning and development within FMS projects is 
also shown in Figure 7: It can be expected that in a few years their ratio will 
reach nearly one half of the project contents. 

Due to the above mentioned market changes and to grown ratings of 
information flow planning, today's planning procedures (Figure 8) must be 
reviewed in order to cut consecutive costs. As most mistakes that are discovered 
during application of an FMS preferably emerged during planning (Figure 9), the 
integration of all planning contents, in particular the information flow system, is 
a "must". In other words: The planning of the machining system, material flow 
system and information flow system has to be started on from the beginning of 
an FMS-project in order to achieve an overall harmonization of FMS-planning 
(Figure 10). 
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3. THE MOST SUCCESS-DETERMINING FACTOR DURING FMS- 
PLANNING REMAINS THE SAME: ATTITUDE. 

The increase of the importance of development tasks during FMS-planning 
and the necessity of considering information flow concepts for FMS-operation 
also affected the average planning effort and duration. While the planning effort, 
e.g. the number of engineers involved, has increased considerably and doubled 
since 1979 - from 2 to 3 engineers on IPA side and from 2 to 5 engineers on 
customer's side - however, no extension of the average project duration was 
allowed by the customers in order to keep up with their competitors (Figure 11). 

Because Flexible Manufacturing Systems are in many cases considered as a 
shop floor based start-up for Computer-Integrated-Manufacturing (CIM) - and 
therefore members of all company departments contribute to and benefit from 
the work of the FMS-project t eam-  the planning and introduction of FMS needs 
and means a new way of thinking in many areas throughout the company. 
Knowing this, the most important success-determining factors during FMS 
planning and development cannot be described by technological data and 
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performances. Experiences of IPA's FMS-planning during the last decade show 
that the key for success mainly lies in the attitude of the people involved in 
planning, design, installation and operation of FMS. Only in those cases, where 
the project team's members completely identified with the task, where teamwork 
and the ability for cooperation and coordination in all phases of the project and 
between all participants characterized the introduction of the system, 
successfully operating equipment and satisfactory figures have been the result. 
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Figure 11. Planning effort and duration of planning at FMS-projects since 1979 

Even a dozen years after the appearance of the first systems, FMS can still not 
be regarded as turn key solutions, but still need a lot of pioneering spirit and the 
readiness to face many changes that will occur not only in the manufacturing 
shop but in many departments and at all stages of order handling. Especially 
what information flow is concerned, those project teams who intensively looked 
for an adequate supplier of controls and software had much less success than 
those who agreed to contribute by themselves to the new developments and 
modules necessary to run a complex system carefully tailored to the particular 
needs of their company. They were prepared to acquire a big amount of 
knowledge and knowhow, which cannot just be bought from a supplier, but will 
emerge during planning, installation and operation of the system. Of course 
carefulness in selection of the right suppliers of machining, material flow and 



54 

information flow equipment as well as security and accuracy at all stages of the 
planning procedure are just as important as teamwork and joint responsibility. 

Especially the latter decisively affects the correctness of the data input such as 
production batch sizes, machining and quality requirements and operation 
sequences of the workpieces that determine the design and the dimensioning of 
the system. Whereas conceptional planning and detailed planning of the system 
can be done mainly by the consulting institute, this data input and its accuracy 
will always be the task and remain to the responsibility of the customer (Figure 
12). 
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Figure 12. Planning efforts of project-partners at FMS-planning 
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4. P L A N N I N G  AND D E V E L O P M E N T  R E S U L T S  - E X A M P L E S  OF  
S U C C E S S F U L  INSTALLATIONS 

70 of nearly 100 FMS-related projects mentioned in the previous chapters 
aimed at the planning and installation of a Flexible Manufactur ing System or 
Cell or the development of a new solution for machining, material  flow or 
information flow. More than  one half  of these projects led to the realization of the 
original object (Figure 13). In many other cases at least some parts  of the 
originally planned installation could be realized - often as a first step towards an 
FMS which would be installed in the long run. 
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Figure 13. Percentage of installations at FMS-planning-projects 
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Figures 14 to 16 show two examples among the most outstanding joint 
realizations of Flexible Manufacturing Systems during the past five years. In the 
FMS shown in Figure 14 precision tools are manufactured, representing the shop 
floor based approach of a medium sized company to Computer Integrated 
Manufacturing (CIM). It is in operation at Montanwerke Walter Company in 
TObingen, West Germany and includes five axis machining, fully computerized 
control of material flow, both for workpieces and tools, and a modular computer 
hierarchy with connection to CAD and PPC. Figures 15 and 16 show the layout of 
and a view into an FMS for automotive front-wheel-drive-parts, which is 
installed at Birfield Trasmissioni in Brunico, Italy. It is characterized by three 
shii~ operation of more than a dozen Flexible Manufacturing Cells connected by 
wire guided carriers, responsible for the transport of workpiece pallet containers, 
thus representing one of the most advanced Flexible Manufacturing Systems for 
rotational parts worldwide. 

The key for success of these systems has been the fact that the user company 
took a lot of efforts to develop components as well as control software jointly with 
IPA or by themselves instead of expecting turn key solutions from suppliers. 
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Figure 14. Flexible Manufacturing System for precision parts 
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Figure 15. FMS for rotational parts, (soft machining area) 

Figure 16. FMS for rotational parts (storage) 
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5. FMS OF THE NINETIES: THEIR SHAPES ARE DETERMINED BY 
EFFECTIVE ORGANIZATION. 

Besides considerable development challenges of the Nineties concerning the 
design of machine tools and their periphery, the consideration of the information 
flow system of an FMS at an early stage of planning will have to be emphasized 
in order to minimize consecutive costs, planning failures could have been 
responsible for. This decision may be of even greater importance, the larger an 
FMS grows and the bigger organizational efforts have to be to run the system. 
But FMS or other computerized systems of the Nineties need not necessarily look 
big, if integration aspects are taken into account, that keep the organizational 
efforts at a low level. 

Many users complain the huge share of waiting times of the workpieces 
between the various individual operations such as turning, milling, grinding etc. 
especially within small and medium batch manufacturing. In practice one setup 
often means one week of throughput time, thus easily leading to a two or three 
month duration of an order in the manufacturing shop. 

These facts counteract all efforts to fasten deliveries. In many cases this 
problem cannot be solved by an interlinking of different machine tools to an 
automated system, because each work-piece differs from the other so that cycle 
times would not correspond sufficiently. Also the handling and interlinking 
devices would not be flexible enough to cover all flexibility requirements of the 
part spectrum, which would lead to even more setup work, not only for the 
machine tools but also for peripheral equipment and, important enough, for 
manufacturing control. One way to keep these efforts as low as possible is the 
integration of functions already at the machine tool level. 

At present, many developments concerning machine tools point in the 
direction of integrating different manufacturing processes in one machine tool. 
Originally started within lathes as well as machining centres, turning, 5-face- 
drilling and-mill ing,  grinding and even 3-dimensional measuring can now be 
performed in one setup (Figure 17). 

An important gap still remains concerning heat treatment, which uses to make 
at least two different setups between the machining of "soW' and hardened 
workpieces inevitable. The appearance of first applications of inductive heat 
treatment devices on machining centres (Figure 18) however gives hope, that in 
the near future the horizon of completely automated machining of a workpiece in 
one setup comes nearer. 
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FA. OERLIKON 
Figure 17. CNC-machining centre for finishing of precision parts 

Figure 18. Use of an inductive hardening unit within a CNC-machining centre 
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6. THE KEY TO REASONABLE FMS-FLEXIBILITY IS A MODULAR 
DESIGN OF CONTROL SOF'INVARE. 

As technical tendencies of machine tool controls and of Flexible Manufacturing 
Systems show a large variety of goals and resulting requirements concerning 
FMS control (Figure 19) demands for new solutions. In order to provide a 
"learning-by-doing" possibility in a step-by-step approach from stand-alone 
computer controlled automation islands to integrated systems with a multi-level 
computer hierarchy, a modular design of software packages will be absolutely 
necessary. These packages should be able to be assembled in different 
combinations according to different individual applications and needs. 
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Figure 19. Main goals and resulting requirements to FMS-control 

Furthermore, FMS controls and software have to be compatible with business 
information systems in a way they can successfully interact with the overall 
system using a common database for design, manufacturing and all other tasks 
within the entire operation, thus becoming a step towards and a part of computer 
integrated manufacturing (CIM) in the automated factory of the future. 

Since there is no standard factory, effective integration concepts can only be 
created on the basis of exact knowledge of the production sequences, the 
operational sequences and the necessary information architecture of the 
participating departments. To facilitate this overall concept, some planning work 
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will initially be necessary, since CIM is primarily concerned with planning and 
organization. 

The technical obstacles are buried in the lack of compatibility between 
computers and software. Interface standards are, in this case and in cases 
mentioned above, the key elements for the future spread of CIM applications. It 
will certainly take some time, however, until all those involved in decision- 
making processes have overcome their reservation with regard to CIM. In this 
respect it should be noted that time critical processes all pose greater problems 
than mere MAP. Lacking coordination between 

- existing system software 
- bought-in application software from different sources and 
- in-house software 

obstructs integration and productivity of the service for electronic data 
processing. The shortage of personnel will further increase the demand on 
system software suppliers with respect to training and support. Also lacking is 
modular software which can be distributed with little adaptation for various 
applications -and thus more cheaply for the individual. 50 % "standard", the 
"remainder" adap t a t i on -  these are rather optimistic hopes and estimates. 
Practice generally shows that a tailor-made solution must be developed from 
scratch and also that it will never be complete. CIM involves enough changes 
within a company so that, as a rule, the software should be adapted to the 
organization of the company and not vice versa. This means, however, that  even 
the mere specification of a complex solution offered by a potential supplier will 
have to be paid for. 

7. FMS OF THE FUTURE NEED FUTURE PRODUCTION PLANNING 
AND CONTROL SYSTEMS. 

The way a company performs production planning and control (PPC) belongs to 
its strategy for competitiveness. There are two fundamental competitive 
strategies: Mass production enables production costs to be reduced. 
Customization however puts less emphasis on costs. The strategy adopted affects 
all areas of the company's activities, e.g. quality assurance and production 
control (Figure 20). No existing company conforms totally to a particular one of 
these two widely differing models of strategy. In reality a company lies 
somewhere in between these extremes. As a result there is no such thing like an 
ideal organizational structure. Each company is exposed to different operational 
conditions. This applies equally to production planning and control. 

Production planning and control systems currently in use solely employ a 
single strategy in decision situations such as batch formation and capacity 
calculations. Consequently no attempt is made to optimize production control. 
Ot~en, it is not even obvious that there is a decision situation. The justification in 
using such systems is found merely on the premise that experts in the field could 
not come up with a better solution in the same time. 
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Figure 20. Organizational characteristics of mass- and short-run production 

However, assuming that suitable industrial hardware was available for 
collecting data, thus any information on the process being planned/controlled 
would be available without delay, a future production control system might be 
regarded as an "optimum system" if 

a) the planning horizon is filled with tasks/orders, 
b) out of all possible alternative strategies the best solution is chosen by means of 

appropriate evaluation, 
c) whenever the master data are altered, the entire planning horizon is suitably 

updated in accordance with a) and b). 

A system of this type will always have some form of limitation, even assuming 
there was unlimited computer power and capacity, since the following conditions 
would have to be met: 

- Unlimited amount of time would have to be available for updating the master 
data and for executing planning operations. 

- The production process would have to be interrupted in order to keep the 
master data up to date for the time needed to carry out the calculations. 
Otherwise the effects of control would be inaccurate from the start. 

Production control systems avoid this problem by only processing new 
production plans when production is stopped for an extended period of time, such 
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as at night or at weekends, and not at the time when changes might be needed 
(i.e. for planning requirements). 

If the requirements for up-to-date data are higher and remain constant, as is 
the case of CIM concepts, then computation must  be carried out during 
production. To attain more accurate and up-to-date data without interrupting 
production, other system concepts are needed. A production control system of this 
type must  carry out four distinct functions: 

1. Assess error messages to establish whether reevaluation is necessary or 
whether the deviation is tolerable. 

2. Prepare the data required for the work process to continue on the basis of the 
assessment of the production situation, such as information on the next 
order/job. 

3. Temporary memorization of the next event when information has to be passed 
to the production process (e.g. commencement of the next order). 

4. Updating of the planning horizon up to completion, taking into account that  
the next event must  receive current data. 

This concept is depicted in Figure 21. 
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Figure 21. Functions of a future PPC-system: Feedback from production process 
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8. K E E P  IN MIND THE HUMAN ASPECT:  TODAY'S I N V E S T M E N T S  IN 
P E R S O N N E L  D E T E R M I N E  TOMORROW'S PAYBACKS.  

Besides modern hard- and software, people have become more impor tan t  in 
automated manufactur ing systems than  anybody expected a few years ago when 
the unmanned  factory seemed to come into use within a few years. Today we 
know tha t  the lat ter  event will not happen necessarily in the middle term. In 
spite of tha t  there is a big demand on qualified men and women for control and 
other operations, as in most cases of "scrap" in FMS human  errors are the main 
reasons (Figure 22). 

Desig1~Error% s 

Order Preparation 
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Figure 22. Reasons for "scrap" in Flexible Manufacturing Systems 

As more and more different tasks and capabilities are integrated within one 
setup or one machine tool we will also have to integrate more and more different 
knowledge and qualification within those persons working with FMS, which 
leads to considerable changes in job contents and a reduction of work division 
(Figure 23 and 24). The workers have to know the mechanical problems of the 
parts  as well as they need the know how of programming the machine tools and 
the capability of acting as a system operator. Therefore operations productivity 
and training have to be balanced. It is recognized tha t  especially 
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- decision making capability 
- cooperation and coordination of operations and 
- knowledge 

are increasingly required and force us to invest not only in hard- and software 
but also in human capital when going towards FMS. 
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A b s t r a c t  

The literature on Flexible manufacturing systems (FMS) does not provide an overall 
measure of flexibility for these systems. In this paper, we classify and discuss the different 
measure of flexibility presented in the literature and 1)roI)ose an overall llleasure. 

Introduction 

With the onset of the industrial revolution it w ~  generally believed that it would be 
more profitable to manufacture products in terms of batches rather than producing them 
individually. While this would result in staggering the costs involved over the entire batch 
it would also lead to more work in progress inventory (WIP). At around the same time 
emphasis came to be laid upon the replacenlent of manual labour by machines. This 
was the process of mechanization. Automation followed wherel)y ll()t, only th(' i11(lividllal 
processes or groups of processes were mechanized but also the associated systems such 
as material handling, control etc. This further on lead to the developlnent of dedicated 
systems. While the dedicated systems are highly productive, but are least flexible. 

Many different factors affect the strategies adopted by a firm. Some of these are 
the rapid rate of technological change, greater complexity of the manufacturing system 
itself, larger financial commitment with the accompanying increase in risk involved, 
increasing market expectations, and increased competition. All this requires that for a 
manufacturing firm to survive in today's markets it should be highly efficient. 

Thus this points to a growing need for manufacturing systems that are both highly 
productive in order to meet the large demands of the marketplace and flexible in order to 
overcome the various uncertainties regarding the volume of the product, the attributes 
of the product etc. Hence in order to meet the conflicting requirements of high volume 
and flexibility, flexible manufacturing systems came into existence. It has been pointed 
out in Dixon(1992) [1] that the focus of competition in the global marketplace is shifting 
from quality and service towards flexibility. 

There are quite many advantages to be obtained fi'om incorporating flexibility into 
the manufacturing system. The advantages which can be achieved internally range from 
incorporation of a variety of operations, monitoring the tool life and tool performance, 
more emphasis on safety to small inventories, constant staffing level and less lead time 
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between order and delivery. With respect to the external environment  the advantages 
of flexibility include provision for off-line work and tool setting, easy assimilation of new 
products as well as little manning  during operation.  Thus a system possessing high 
degree of flexibility can achieve fast throughlmt ,  a variety of t ransformat ions  as well as 
overcome any production snags. 

Flexibility does not seem to have a universally accepted definition. The  most com- 
monly accepted definition of flexibility is the ability to take up (litti, rent posit ions or 
al ternat ively the ability to adopt  a range of states (Slack 1983 [2]). Flexil~ility is all 
indication of potential  and hence is difficult to nmasure. Many different authors  have 
defined many different types of flexibilities in the li terature. Ill this 1)aper ollr ('ll(l('aw)llr 

has been to investigate the different impor tan t  measures of flexibility as given in the 
l i terature.  We classify the different flexibility measures into short term and long term 
flexibilities. Then  we look in detail at each measure of flexibility separately. Incollsis- 
tencies between the definitions of the different authors  are also pointed out. 

One aspect in which the l i terature on FMS seems to ])e inadequate  is in lett ing the' 
managers  of a firm decide about  the level of flexil)ility 1)resellt in their ss'str No 
integrated methods  to nl('asur(' the flexil)ility in a s3"st('lll arc' l)rovir Hr il~ tl~is 
paper  our intention is also to 1)rovi(h' a l~wthod t,o l~eas~lr(' ftexil~ility in ~tll)" giv('l~ ss'st,~'l~. 

The organisat ion of the 1)aper is as follows. Il~ Sect ir 2 we look at the different 
definitions of elemental  flexil)ilities which are ilill)ortallt for t l~e systr Ill Sectir 3 w~' 
present a me thod  to measure overall flexil~ility of any giv~'n systelll. Filially Section 4 
concludes this work. 

2 Flexibi l i ty  Definit ions 

In this section flexil)ility definitions ill terlllS (~f Val'i()ils S('glll('lltS ()f" lllallllf'a('tlll'illg as 
developed l)y vari(nls a llth~)rs are 1)rc's('llte(l. 

2 . 1  M a c h i n e  f l e x i b i l i t y  

Browne et a1.(1984) [3] defined machine flexil)ility ~us the ~'~u,~r of" cllallge to princess a 

given set of part  types. A measure can be ol)taine(l l)y collll)llting the ratio of set llI) t iln(, 
to processing time. Buzacott(1982) [4] defines nlachine flexil)ility as the al)ility of t,l~e 

system to cope with changes and dis turbances at the lllachines and workstations.  Thus 
this is actually an indicator of the internal change within the systelll. Das and Nagendra  
(1993) [5] define this with respect to a workcentr(' as tlw a l)ility of" t,l~e machin(, or 
workcentre to perform nlore than one tyl)e of processing ()l)eration efficiently. Barad a n(l 

Sipper(1988) [6] propose machine set Ul) flexibility as an equivalent and more suggestive 
term for describing flexibility. This  is because many of the activities colltril)uting to this 
flexibility can be regarded as set up activities. 

Carter(1986 ) [7] proposed a lnethod to measure machine flexibility. He proposed to 
measure it by 

1. nulnber of tasks that  can be l~erformed by the machine. 

2. range of possible dimensions. 
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3. cost incurred in making the changeovers. 

4. time required to changeover to a different operations. 

2 . 2  P r o c e s s  f l e x i b i l i t y  

Browne et 31.(1984) [3] defined Process flexibility ~us the ability to produce a given set of 
part types. Mandelbaum(1978) has also called this as the action flexibility which relates 
to situations where decisions are made sequentially without knowledge of the future. 

Son and Park (1987) [8] define this as the adaptabil i ty to various changes in part 
processing, such as in equipment and tools breakdown, random access of product mix, 
process schedule and so forth. Process flexibility also indicates a foregone opportunity to 
add value to materials processed. Poor process flexibility (large waiting (:()st, or W.I.P) 
is a primary source of various manufacturing 1)roblems like poor quality. Sethi and 
Sethi(1990) [9] define this as the ability of the nmnufactul'ing s),ste~ to 1)roduce a set of 
part  types without major  setups, which is also called a.s mix flexibility by Carter(1986). 
This is useful in reducing batch sizes and, in turn, inventory costs. Further the need to 
duplicate machines is also lessened ~Ls it is 1)ossible to share the lnachines. 

Taymaz(1989) [10] has concentrated on aspects of flexibility specific to single ma.chine 
systems. Processing at any time a mix of different parts which are loosely related to 
each other in some way gives a measure of the lnix flexil)ility. In tllis way redundancy 
can be minimized by allowing machines to l)e shared anlong different 1)ro(lll(:ts. 

This has also been variously terllw(l as j()l) fiexil)ility(Bllza('ott 1982 [4]) ()r (lesigll 
flexibility (Gerwin 1982 [11]) and Frazelle (1986) [12]. I~ fa('t there see~ns to be a 
difference between the definitions ()f Buza('()tt and Browne et al. ill this r('sl)(,('t. Bilza('()tt 
doesn't  (lifferentiate l)etween 1)ro(:ess variety within llla('l~in( ~ level an(1 1)r()('ess variety 
which may be achieved through making use of different lnachines, where~us Brown(' et al. 
focus entirely on the 1)ro(luct variety within machine level. As 1)oillte(1 ollt I)y Bara(l all(l 
Sipper(1988) [6] the process flexibility as defined by these authors actually rel)resents 
a combination of process variety, interchangeability and l'e(lun(lancy of unit operations 
coupled with transfer possibilities, allowing utilizati()n of the 1)ro('('ss variety for a givml 
product mix. They further 1)rol)ose to de('olnl)ose this flexil)ility illt() tw() 1)otential 
flexibilities namely 1)rocess flexil)ility whi('h is (lefin(:(l as the systelll process variety, 
unrelated to a sl)ecific 1)ro(lu('t mix and the transfer flexil)ility which is the system 
capability to move parts between Ilia chining centres. Even the transDr flexibility is 
unrelated to a specific product mix. This has also 1)een calle(l as the 1)art sl)e('ifi(" 
flexibility by Chatterjee et al (1984) [13]. 

2 . 3  P r o d u c t  m i x  f l e x i b i l i t y  

Dixon(1992) [1] defined mix flexibility as the ability to manufacture a variety of prod- 
ucts within a short period of time and without major  modification of existing facilities. 
Gerwin(1983) [11] also gave a similar definition with the difference that he didn't  specify 
a time fl'ame. Mix flexibility is referred to as 1)ro(llmt-mix flt'xibility in Slack(1987)[2]. 
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Job flexibility is defned by Buzacott(1982) [4] as the ability of the system to cope 
with changes in the jobs to be processed by the sytem. Thus this reflects upon the 
ability of the system to cope with external change. 

A need for process/mix flexibility is created because of the uncertainty as to which 
products will be demanded by the customers. It has also been observed that  this requires 
a low degree of specialisation for workers and equipment. 

2.4 Rout ing  Flexibil i ty 

Browne et al (1984) [3] define this as the ability to process a given set of parts on 
alternative machines. Taymaz(1989) [10] identifies that routing flexibility is associated 
with the dynamic assignment of machines. Uncertainty with respect to the machine 
downtime requires that  a system possess routing flexibility. 

According to Sethi and Sethi [9] this refers to the ability of the manufacturing system 
to produce a part by alternate routes through the system. Bernardo and Zubair (1992) 
[14] define routing flexibility as the ability of the system to continue producing a given 
part mix despite internal and/or  external disturbances. Since routing flexibility can 
result from either the assigned routes that  a part type actually uses or the potential 
routes possible, thc authors propose two measures of routing flexibility actual routing 
flexibility and 1)otcntial routing flexibility. Actual routing flexibility is a measure of th(, 
number of existing 1)roduction routes that could ])c us(,(l. Potential rollting flcxil)ility is 
a measure of the possible alternate routes of 1linking tlw part. 

It can be deduced that routing flexibility is 1)roduct lllix del)Cndcnt. It is a m('asur(" of 
the means availal~lc for transferring the 1)arts an(l also the al)ility to 1)crfonl~ e(tuival(,nt 
operations on a part in different locations. This facilitates 1)roductioll under conditions 
of breakdowns or other bottlenecks that 1nay arise during th(, system operation. In fact 
this is a means of achieving mix flexibility. 

Azzonc and Bcrtclc(1987) [15] narrow down this flcxil)ility ms to the ability of the 
system to operate with one or more machines not working, h:usiak(1986) [16] l~as called 
this as the scheduling flcxil~ility. This can bc because this flexibility affc(-ts the mlmunt 
of freedom during scheduling phase. 

2.5 Volume flexibility 

Browne et al (1984) [3] define this as the ability to Ol)crate profitably at varying overall 
levels. The need for this flexibility is because of the uncertainty with regard to the 
amount of customer demand. Bernardo and Zubair(1992) ill fact limit the definition by 
considering a single part. Graves(1988) [17] in fact calls volume flexibility as the rate 
flexibility which is given as the ratio of slack in production capacity normally available 
to the variability in the demand process. 

This has also been callcd as the system set Ul) flexibility by Barad and Sipper( 1988)[6]. 
This is because lack of volume flexibility implies that low volumes wouldn't  be able to 
economically justify the investment in system sctul). \/'olunw flexil)ility mca,sures the 

ability to handle shifts in volume for a given part. Thus this allows the factory to adjust 
production within a wide range. 
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A system which has a workforce possessing varied skills and adjustable capacity 
requirements is likely to be more volume flexible. Further such a system would be 
capable of overcoming the uncertainty regarding the amount of customer demand for 
products. 

2 . 6  O p e r a t i o n  f l e x i b i l i t y  

Browne et al (1984) [3] define this as the ability to interchange ordering of operations on 
a part. Kumar (1986) [181 has also given a similar definition. This has also been called 
as the process sequence flexibility in Gupta and 6oya1(1989)[19]. 

Sethi and Sethi(1990) also define operation flexibility similarly as the ability of a 
part to be produced in different ways. Thus a system possessing operation flexibility 
has the property of ease of scheduling of parts in real time. 

But at the same time one is constrained by the design restrictions. The control costs 
can be the other major factor which prevent the random ordering of several operations 
on each part. Use of the modelling tool 'Petrinets' for the purpose of evaluating the 
operational flexibility of the system was done by Barad and Sipper(1988). 

2.7 Customizing flexibility 

Bernardo and Zubair (1992) [14] have defined this a.s the ability to process different 
mixes of parts on different flexible manufacturing systems in the same company. 

2 . 8  A d a p t a t i o n  F l e x i b i l i t y  

Zelenovic (1982) [20] defines the flexil)ility of a production systenl ms the measure of its 
capacity to adapt to changing environmental conditions an(l 1)ro('ess requirements. He 
also defines another dimension of flexibility called the a(lal)tation flexibility as the value 
of time needed for system transformation/adal)tation fronl one to another job task. It 
can be seen that this definition is quite similar to that of Browne et al. as given for 
process flexibility. 

2 . 9  E q u i p m e n t  F l e x i b i l i t y  

Son and Park(1987) [8] have defned Equipment flexibility as the capacity of equipment 
to accomodate new products and some variants of the existing products. They measure 
equipment flexibility in terms of idle cost (opportunity cost for equipment underutiliza- 
tion). 

2 . 1 0  P a t h  f l e x i b i l i t y  

Browne et al (1984) [3] define this as the possibility of having more than one path from 
the origin to the destination. 
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2.11 Program flexibility 

Browne et al. (1984) [3] define this as the ability to operate under central computer 
control. But Sethi and Sethi (1990) differ in the definition of the program flexibility by 
bringing in the time factor in that they require the system to run una t tended  for a long 
enough period. Thus this improves the degree of au tomat ion  of the system. 

2.12 Capacity flexibility 

Bernardo and Zubair(1992)[14] have given a measure of capacity flexibility which is 
the ability of the system to respond to ul~anticipated demand for a given part. It is 
mathematically described ms the ratio of the nulnber of extra units of a given part made 
from all routes to the average demand of that part. 

2.13 Material Handling Flexibility 

Sethi and Sethi(1990) [9] define l~aterial han(lling flexil~ility as the al)ility of the ~a t e r i a l  
handling systems to ~ove  ~lifferent part  types effectively through the n~al~ufacturing fa- 
cility, inclur loar aa~r ~nloar of 1)arts, int<'l-~achinc tlal~Sl~ortatio~ a~(l st.()lag{, 
of parts  under various conditions of the lllallllfact.llrilig facility. 

2.14 Delivery Flexibility 

This has ])een defined in Slack and Correa (1992)[21] as the al)ility to adjust  aml ~ e e t  
adjusted delivery dates. In fact two "dinwnsions" of flexil)ility for In'od~ct, mix, v o l ~ e  
and delivery were also suggested l~y the a~thors. The two w e r e  r a n g e  flexil~ility wl~i('l~ was 

fast the s3'st.e~ can change. Th~s the l'es~lting classes of ttcxil~ility w e r e  a~ indication 
of not only the ratt, of change which the syst.elll c<~l(l C(>l)~, witl~ ])lit alsr t.l~, l~'v~'l ~t" 

change itself that  the syst.e~ could withstan(l. 

2.15 Material Flexibility 

Gerwin(1986) defines this as the al)ility to handle um'ontrollalfle variations in the COlll- 
position of dimensions of the 1)arts being processed. It, also includes the al~ilit, y to hanr 
more than one kind of sul)st, alWe either for the sallie collll)(~nellt or (liffm'ellt C01111~OnelltS. 
Tile need for tllis flexilfility arises lllaillly l)ecallse (ff" t lie llllcertaility as t(> wlletll~'r tll~' 
lnaterial  inputs to a mamtfactltrillg process meet the require(l start(lards. Hence as can 
be expected this is associated with the alfilities of t l~e w~rk~'rs  a n~l e(lllil~lllel~t t(> a(l.i~st 
for the unexpected variatiol~s in the inlmts. 

2.16 Sequencing Flexibility 

Gerwin(1986) defines this as the ability to rearrange the order in which different kinds 
of parts  are fed into tile manufactur ing process. Tile uncertainty in tile delivery t imes 
of raw mater ia ls  gives rise to the lleed for a system to l)OSSeSS sequencing flexibility. 
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2.17 D e m a n d  Flexibi l i ty  

Gupta  and Goyal(1989) [19]define this as the adaptabil i ty to changes in demand. It can 
be measured in terms of inventory cost of the finished product and the raw material.  It 
is given as the ratio of the physical output  of the system to the inventory cost of finished 
product and raw material. Gustavsson(1984)[22] and Son and Park(1987) have define 
demand flexib!lity in such a way that  it is quite similar to the definition that Browne et 
al give of volume flexibility. 

2.18 Mix  change flexibil ity 

Carter(1986) [7] defines this as the ability of the system to change the product mix 
inexpensively and rapidly. This requires that  the system respond rapidly to the changing 
market demand.  He also prol)oses to measure mix change flexibility by 

1. the number  of diflbrent 1)arts that  (:all be 1)rodlwed in the system. 

2. the range of change in the product mix while lllaintainil~g efficient l~roduction 

3. the cost of making the changeover. 

4. time required to changeover. 

2.19 P r o d u c t  flexibility 

Browne et al. (1984) [3] (lefine tl~is as the ability of chal~ge to 1)rocess new lmrt tyl)eS. 
A similar definition is also givell for lmrts flexil)ility ill Taylllaz(1989) [1()] as t l~e al)ility 
to add and remove 1)arts froln the lnix over t inw. 

Prodllct flexibility has also l~('en calle(l as tile challg(,()v(,r ft(,xil~ility 1~\" G('rwin [11]. 
This is necessitated 1)ecause of the uncertainty as to the hulgth of the. 1)ro(luct life cycle. 

Soil and Park(1987) [8] define product flexibility as the adaptal)ility of a lllanufac- 
turing system to changes in the product mix. Product  flexibility for a given period FI, 
is given as 

F,,  - O r / A  

where A is the setup cost. This is defined in Sethi and Sethi [9] as the ease with which 
new parts can be added or subst i tuted for existing parts. Thus t llis actually is a lneas~lr(' 
of the responsiveness of the firlil to the market changes. This has also been called z us the 
part mix flexibility by Chatterjee et a1(1984)[13]. 

2.20 Environmenta l  flexibility 

This is defined as the ability of the system to withstand disturbances due to external 
factors. There are many methods by which the manufacturing systems is affected by its 
wider environment.  Changes in market demand,  changes in technology, evolving social 
att i tudes,  the political environment,  the status of tile econonly are all factors which 
affect the manufacturing system. 
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2.21 Product ion Flexibility 

Browne et al. (1984) [3] define this as the universe of part types that  can be processed. 
Sethi and Sethi(1990) also define this similarly but they add the rider that  no major  
equipment be added to the system. This flexibility is important  in that  it allows the 
introduction of new products in a relatively short period of time and at a reduced cost. 

Mandelbaum(1978) calls it as the state flexibility which relates to si tuations where a 
given system is able to operate well in many different circumstances. Gerwin(1982) and 
Frazelle(1986) have called this as the mix flexibility in contrast to some other authors 
who have given a definition of mix flexibility which makes it similar to that  of process 
flexibility. Zelenovic(1982) gives a similar definition to what he calls as the application 
flexibility. 

2.22 Expansion Flexibility 

Browne et a1.(1984) [3] define this as the ability to easily add capability and capacity. 
Sethi and Sethi(1990) define Expansion flexibility a~s the extent of overall effort needed 
to increase the capacity and capability of a manufacturing system when needed. This 
actually gives a measure of the time and cost required for the launch of a new l)rodllct 
or for adding extra capacity in case of existing 1)roducts. 

Azzone and Bertele(1987) define exl)ansion flexibility ms the number of product  mixes 
that  the system can 1)roduce by adding new ~nachines. Gustavsson(1984)[22] gives it 
a different name as the lnachine flexibility. This though as defined by Browne et al. is 
different in the sense that  in the present case we are not concentrat ing upon the actual 
operations themselves. This has also I)een called as the long-t('rlll flexibility l)y Warlle('ke 

and Steinhill)er(1982) [23]. 

2.23 Design change flexibility 

According to Bernardo and Zubair(1992)[14] Design change flexibility is concerned with 
the fast implementat ion of engineering design changes for a part icular part. 

For a system to possess design change flexibility the product design, process plan- 
ning and manufacturing functions are to be integrated. Thus this 1)ermits the rapid 
and inexpensive implementat ion of engineering design changes for a particular part. A 
somewhat  related measure is the produce flexibility given in Azzonc and Bertch '(1987).  
They define it as the ability of the system to l)ro(luce new products with minimal cost. 

2.24 Configuration flexibility 

Configuration has been defined by Browne et al (1984) [3]as the ease of modification of 
the t ransporta t ion system as new centres are added to the FMS or ms new products are 
added requiring new station to station movement.  
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2 . 2 5  N e w  p r o d u c t  flexibility 

Dixon (1992) [1] defined new product flexibility as the ability to introduce new products. 
Slack(1983) has also given a definition of new product flexibility but it is similar to the 
definition of product flexibility as given by Browne et al. 

2.26 Modification flexibility 

Dixon(1992) [1] defined this as the ability to better meet customer needs by modifying 
existing products. This arises because of the uncertainty as to the particular attributes 
demanded by the customer in a product. 

This can be measured in terms of the number of design changes made in a component 
per time period. Thus provision of modification flexibility requires that the workforce 
be quickly able to modify the operating procedures. The equipment also ought to be 
such that refixturing is facilitated. 

2 . 2 7  A p p l i c a t i o n  flexibility 

Zelenovic (1982) [20] defines this as the value of design adequacy. Design adequacy 
is the probability that the given structure of a production system will adapt itself to 
environmental conditions and to the process requirelnents, within the limits of the given 
design parameters. 

2 . 2 8  Q u a l i t y  flexibility 

Slack(1983) defines this as the al)ility of the system to chang(' the quality level of it's 
products. The available 1)roccss technology and the workforce skills limit this flexibility. 
This definition seems to bc quite similar to that given by Browne et al for process 
flexibility. 

3 D e v e l o p i n g  an  o v e r a l l  f l e x i b i l i t y  m e a s u r e  

For developing an overall measure of F.M.S. flexiblity four factors are suggested. Thes(' 
factors integrate all the flexibility types related earlier. Table 1 shows the categorization 
of all the flexibility types into four factors. 
Flexibility = f(Product, Product mix, Process, Environlnent) 
F = f(P, PM, Pr, E) 

All the flexibility measures described earlier can be grouped into either of the above 
four categories. For eg it can be seen that design change flexibility, configuration flex- 
ibility, new product flexibility, modification flexibility,volume flexibility, equipment flex- 
ibility as well as production flexibility are influenced to a great extent by the product 
flexibility inherent in the system. Configuration and modification flexibility are influ- 
enced also by the product mix flexibility. Thus each of the flexibilities defined in the 
earlier section can be written as a subset of the four main flexibilities given earlier in 
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this section. Similarly naachine flexibility, routing flexibility, ol)eration flexibility and 
adaptat ion flexibility are reflected by a measure of the 1)rocess flexibility. The grouping 
of all the flexibility naeasures described earlier into 4 categories is shown in figure 1. 

We consider the case whereby the emph`asis placed on each of tile above elemental 
flexibilities can be varied by changing tile corresl)onding weights. Let wi be tile weight 
placed on the i th element ill the equation given above. Then a measure of flexibility can 
be written as 

F= ~i wi f i  
i ->  the elements 1, 2, 3, 4 corresponding to P, PM, Pr and E. 
fi - >  the flexibility value for element i 

But a problem in using the above equation directly is that f i  has to b(' detern~inc(1. 
In tile following we suggest a method whereby each of th(' a l)()v(' four gl'()Ul)('d flexil)ilit.ies 
are scored. The actual score of the system is then taken as f i .  

3 . 1  P r o d u c t  f l e x i b i l i t y  

The life cycle of a typical 1)roduct can be (lel)icted typically by the figure shown a])ove. 
It can be divided into 5 phases ,as shown al)ovc. Different demands arc I)la('(;(l on the 
flexibility of the manufacturing system in the (liffer(,nt stages. 

During tile birth stage the syst(,ln should l)(' ('al)al)le of ill('orl)()ratillg tll(' (lifl'(,r(,nt 
design stages at the small v()lullws required l)oth (llli('kly all(l c('onollli('ally. Th(' gr()wth 
stage is chara('terised ])y a ('ontinlmlzsly izl('r(,asilig v()llll~le of t ll(' filial 1)r()(lll('t l~lallllf'a('- 
tured. During the lnaturity an(l saturation 1)hases growth changes are slllall. Elnl)h`asis 
is laid oil the nianufacturing system b(,illg al)l(, t() 1)r()(lll('(' at lligll v()llllll(' all(l ('()llll)('t- 
itive price because of flea'('(' conll)('tition. Design ('hallg('s at(' negligil)l('. Flexil)ility lllay 
be re(luire(l to overcome short terin fluctuations. Finally (lilting th(, (h'('lill(' stag(, th(' 
manufacturing system has to 1)ro(lu('e smalh, r v() l~( ,s  econo~ically. The syst( '~ sl~o~l(l 
also be cal)able of 1)ro(lucing its rel)la(:e~nent with a ~nil~il~m~ of ('ha~g('. Hen('(' k('('l)i~g 
these aspects in n~in(l a flexil)ility s('ale is given `as 

1 > Changes (luring the maturi ty stage are easily incorl)orated. 
2 -> Changes during tile maturi ty and sat,~trati()~ stages are easily in(:orl)orat('(l. 
3 ->  Tile n~anufacturing systeln is ('al)a])l(' ()f ()v('r('()~i~g a~y ('l~a~g('s ()('('~l'i~g (l~ri~g 
the maturity, saturation and decline stages. 
4 .... > The manufacturing system is cal)al)l(' ()f" ov(,r('o~il~g a~y ('ha ng(,s ()('('~ri~g (l~ri~g 
the maturity, saturation, (le(:line and growth stages. 
5 - >  The manufacturing system is cal)able of overcoming any changes ()('('~ring (l~ring 
the maturity, saturation, decline, growth and birth stages. 

It has to be pointed out here that tile actual ranking of the manufacturing systmn 
depends on what tile manufacturing manager 1)erceives can be handled by tile manufac- 
turing system during tile life time of tile product. 
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Category 

Product 
flexibility 

Product 
mix 

flexibility 

Process 
flexibility 

Environ- 
mental 
flexibility 

Flexibility 

Volume flexibility Equipment flexibility 
Production flexibility Design change flexibility 
Configuration flexibility New product flexibility 
Modification flexibility 

Customizing flexibility 
Production flexibility 
Configuration flexibility 

Mix change flexibility 
Expansion flexibility 

Modification flexibility 

Machine flexibility Routing flexibility 
Operation flexibility Adaptation flexibility 
Path flexibility Sequencing flexibility 
Quality flexibility 
Material handling flexibility 

Routing flexibility 
Capacity flexibility 
Material flexibility 
Demand flexibility 

Volume flexibility 
Delivery flexibility 
Sequencing flexibility 
Application flexibility 

Figure 1: Classification of the different flexibilities 
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f L 
Birth Growth Maturity Saturation Decline 

Figure 2: A typical product life cycle 

3.2 P r o d u c t  m i x  f l e x i b i l i t y  

This is the ability to manufacture different 1)rodllcts at the same time and as such is 
concerned with the mlmber of different 1)ro(lu(:ts l~eing lllanllfa(:tured t)y th(' syst('lll at 
any time, variations in the product size, shaI)e etc. The system's ability to switch quickly 
fi'om one product to another is also iml)ortant. Hence a flexibility scale ('all ])e giw'll as 
1 - >  Change of product not supported at all 
2 --> Product  variations allowed only for products belonging to the same family. 
3 - >  Product  variations allowed for 1)roducts belonging to related falnilies. 
4 - >  Different combinations of products allowed but 1)roblems persist as regards volullws, 
switchover etc. 
5 - >  Any combination of products, in any volulne with switch I)eing (lone very (lui('kly 
with very little cost,. 

3.3  P r o c e s s  f l e x i b i l i t y  

This reflects tile ability of tim system to produce components and assemblies in different 
ways. Thus this minimizes the effect of machine or system breakdown and also makes 
scheduling easier. Hence a measure of flexibility can be 
1 - >  Transfer line 
2 - >  Assembly lines 
3 - >  Dedicated general purpose machines 
4 - >  Standard general purpose machines 
5 - >  Job shop or n mchining center 

3.4  E n v i r o n m e n t a l  f l e x i b i l i t y  

This is basically concerned with how the system can cope with the disturbances gener- 
ated by the external environment. A scale to measure this can be 



Inputs 

Far environment 

_ outputs  
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Figure 3: A typical manufacturing system 

1 - >  Changes neither in the immediate  environment nor in the far environment are 
supported.  
2 - >  Changes in the far environment only are overcome. 
3 - >  Changes in some parts of both the far and illlllle(liato environnl(,nts arc ov('l'('Olll('. 
4 - >  Majority of the changes in the immediate environnwnt are SUl)ported. 
5 - >  Nearly all the anticipated distur])anccs which can o('('llr in the illlln('(liat(, and t h(' 
far environments can 1)e overcome by the lnanufactllring system. 

3.5 O v e r a l l  F l e x i b i l i t y  a s s e s s m e n t  

A score sheet has been developed for measuring flexil)ility of FMS and is shown in Figure 
4. Relative importance for each category can be incorl)orated by determining u,, using 
delphi method or any other technique like A.H.D. This score can I)e used to compare 
various FMS before acquiring one. 

4 C o n c l u s i o n s  

It is quite obvious that  there is no uniformity in tile l i terature as far ms the various 
definitions of the elemental flexiblities are concerned. Hence in this paper  we have looked 
at the different definitions of flexibility as given in the literature. The conflicts and 
similarities between different definitions have also been pointed out. Another problem 
facing managers of manufacturing in recent years is the inability to come Ul) with a 
quanti tat ive measure of the level of flexil)ility present in the lllanufacturing system. 
Hence in this paper we have also concentrated on how to come Ul) with an integrated 
measure of the level of flexibility inherent in any given mal lllfa,ctllring system. This 

should be of much help to the managers in deciding the present level of flexibility and 
decide upon whether they would need any increase in the flexibility level. The proposed 
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Fac to r  

Product 
flexibility 

Product 
mix 

flexibility 

Process 
flexibility 

Environ- 
mental 
flexibility 

?actor  
~,eight Cha rac t e r i s t i c  (Si)  wi5 

(w i) an changes during maturity stage be easily incorporated 

Can changes during maturity and saturation stages be 
easily incorporated 1 C 

Can changes during maturity ,saturation and decline 
stages be easily incorporated 15 

Can changes during maturity ,saturation, decline and 
growth stages be easily incorporated 20  

2an changes during maturity ,saturation, decline,growth 
.rod birth sta~es be easily incorporated 25.  

Is change of product not supported at all 5 

Are product variations allowed only for products belonging 10 
to the same family 

Are product variations allowed for products belonging to 15 
related families 

Are different combinations of products allowed but 2 0  
problems persist as regards volumes, swithover etc. 
Is any combination of products allowed, in any volume wit�9 2 5  ~ 

i 

switch being done very quickly with very little cost. 
,, �9 �9 J ,, 

Transfer line 5 

Assembly lines 1 0  

Dedicated general purpose machines 15 

Standard general purpose machines 2C 

Job shop or machining center 25 
�9 | -_ 

~re changes neither in the immediate environment nor in 5 
the far environment supported. 
Are changes in the far environment overcome. 1 ( 

Are changes in some parts of both the far and inunediate 

Can a majority of changes in the immediate environment 

be supported 2 5  
Can nearly all anticipated disturbances which can occur in 

~he immediate and the far environments be overcome, i 

Z w i S i =  

Score  

w i S  i 

F i g u r e  4: S c o r e  s h e e t  to  m e a s u r e  m a n u f a c t u r i n g  s y s t e m  f l e x i b i l i t y  
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measure can also guide the manager in deciding about which aspects of flexibility he 
should concentrate upon while expanding the manufacturing system. 
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A b s t r a c t  

The drastical changes in market demands, and the rapid technological develop- 
ments, has created a need for: 

�9 more flexible production systems 

�9 more complex products with a larger degree of variation. 

There is a strong force towards the use of more and more mechanized and automatized 
equipment, from single NC-machines to complete manufacturing systems. At the same 
time there is a need for flexibility towards changes of the products. These changes 
have to be made in a limited time, and without the need of large reinvestments in the 
production system. 

This means that there more often must be a dicsussion regarding flexibility versus 
productivity before the production system is designed. I will discuss 

�9 methods for calculation of different flexibility levels 

�9 strategies for a more flexible view upon products and processes 

�9 examples and results from different areas within the Swedish industry. 

Introduction 

As a result of increased industrial automation and of the trend towards an ever shorter 
life cycle for a product, it has become apparent that the flexibility of the machinery 
needed for complex production processes is now of overriding importance for long-term 
profitability. 

The danger exists that a short-term gain in production is achieved by using machin- 
ery or equipment that then becomes redundant on the introduction of a new model. 
There might thus be a conflict of aims between flexibility and productivity. Strategi- 
cally speaking, production should be so flexible that neither the product or the renewal 
of the processes should be hindered by "sunk" costs in production. 
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Productivity 

This concept is familiar and has been dealt with in a variety of contexts so only a few 
aspects will be touched on here very briefly. 

Productivity 

�9 corresponds well with mass production (over a long period) 

�9 brings the short-term perspective into focus 

�9 draws attention to internal (the production apparatus) rather than to external 
questions (what the client judges as valid i.e. the right product at the right 
price). 

Albeit simple in theory, the concept of product ivi ty  is beset by complications and 
difficulties in practice since how it may be interpreted will depend on factors such as 
the t ime aspect,  product  development,  inflation and econometrics. 

Considerable advantages can be gained by utilizing straightforward simple mea- 
sures as work product ivi ty in physical measures of quanti ty per employee, ou tpu t  
product ivi ty  and capital product ivi ty without  coupling this to the total  product iv i ty  
index. 

Key figure comparisons with competi t ior  will help to give a very comprehensive 
view of the extent and power of the coInpetition. ()bviollsly, in every industry, there 
must be a contiimous follow-up of t)ro(tucti(m, preferal)ly with the help of several key 
figures. Assessmeilt, for examph'~, of a 10 percent productivi ty increase shouht be a 
familiar ro,ltine in ('very })usin(;ss. 

It is equally obvio,ls that (:oIltiIl,l(nls (:(nl:lt)arison sho,fl(t })(' Ina(lc with ()thor inanu- 
fa('tllr('I's within ()I" (nltsi(t(' the ('()nit)any. Th(' r(;al (;tlall('ng,('s, h()wcv(u', arise (;v(;ry tiIn(; 
a (tc('sion is ma(tc for ttw flltllrc, which is to say, that  action stlolfl(t t)(, taken on th(, 
t)asis of a(:cunmlatcd experience. The invcstm(:nts in all th(:sc res()urces arc ('xp('ct(:d 
to pay off (at least in the hmg-tcrm). This nleans that  the 11s(: of these resources will 
(fftcn make demands  on both prodlmtivity and flexibility, and once more, the needs of 
the market  arc decisive. 

3 Productivity and Flexibility 

Product ion  (i.e. goods) is (tcfined as the inanufacture of t)roducts with tile help of 
personel, material ,  equipment (hard and soft-ware) and capital. The c(msumption of 
resources is compared with earlier consumption in budget control and other  steering 
instruments .  

Products  are subject to changcs: 

�9 a change of tcchnology (electronics take over from inechanics), 

�9 "rat ionalisat ion" (one component docs the work of several), 
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�9 changes in fashion 

A company ul t imate  success depends on its ability to utilize resources and meet  the 
needs of the market .  These internal factors steer demand and in turn the volume of 
business and the price of the commodity. 

In addit ion to all this, there must be flexibility in respect of external  factors. These 
may be: 

�9 fluctuations of the market  

�9 seasonal fluctuations, 

�9 competi t ion from other companies 

There is also another interesting dimension to take into account, namely the question 
of the product ' s  life cycle. Uncertainty is always present from the moment  a product  
is introduced on the market  (will it be a success or not?) to the end (when will the 
market  vanish?) . 

4 Flexibi l i ty 

Flexibility comes from the Latin word for bendable. Other expressions are adjustable 
and mobile. Industrially speaking the word means adaptable and capable of change. 
The concept has been a subject of interest to both production engineers and research 
workers. The flexibility of tile work group has been examined by, for example, Kozan 
(1982) and the flexibility of the manufacturing system by Hjehn (1982). Warnecke ct 
al (1981) have discussed the flexibility of the whole production system. 

Flexibility can be defined as follows: 

1. Changes in the product 

�9 improvements,  new components,  

�9 several variants 

2. Changes in tile production system 

�9 new machinery and production methods,  

�9 new systems (for example, computerization),  

�9 new personnel 

3. Changes in demand 

�9 insecurity over a period, 

�9 fluctuations (over the year, for example). 
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It can be said that these three types of changes made demands on the production 
system as regards both the short-and long-term view. I can make the following basic 
divisions according to the time aspect involved when it comes to assessing productivity 
versus flexibility. 

1. Operational problems. Shor t - te rm-  for example, having to replan in order to 
cope with a breakdown of vital machinery, or an unexpected shortage of material. 

2. Tactical problems. Medium-term, such as changes in design or rate of production. 

3. Strategic problems. Decisions with long-term effect such as investments in ma- 
chinery of expansion. 

I have three examples to illustrate the differences. 

A. Shipyard 
Ships - alternative production 

B. Hobby mowers-  snow scooters 
C. Car factory 

Line-out 

It is essential to identify "the critical time perspective or perspectives", that is, to be 
ready to cope with tile operational, tactical and/or  strategic problems. This analysis, 
of course, should be made preferably whe the system is constructed but since external 
circumstances constantly alter, there should be discussion of these matters at regular 
intervals. 

If tile analysis is to be valid it must look closely at only tile production system's 
resources (personal, machinery, etc) but also at the qualities of the product or products 
themselves. Which of tile above is crucial for success? The answer would seem obvious: 
tile product. No customer - no business, which Ineans that a thoroughly attractive 
product is the be-all and end-all of the matter.  However, attractiveness is not just a 
question of function, it is also one of price and quality. There is thus a clear connection 
between the product and the production system with its resources. 

In conclusion, I would like to point out that is every production system the following 
must be decided. 

1. wich level is primarily critical (for the company and sections of the company) 
operational, strategic, tactical, 

2. which resource (personnel, machinery/system or product) is primarily critical 
and therefore in need of particular attention. 

It is only after the crucial factors have been identified that the work of constructing 
an effective (productive and flexible) production system can begin. 

I should like to illustrate our reasoning with another example which is interesting 
in that it demonstrates all three types of flexibility seen from the strategic, tactical 
and operational angle. 



89 

E x a m p l e :  Truck manufacutre. 
A case study of this type can always be said to be unique but one should bear in 

mind that: 

1. the same items is not so common but products serve the same purpose, the only 
differnce between them being the design of a few details. 

2. Variations of the same basic construction can be designed in different ways. 

The list could be made longer. It is enough to say that all production systems are 
unique, some more unique than others. Naturally, a concept such as flexibility (or 
productivity) cannot be expected to follow a simple standard pattern. Let us instead 
indicate approaches to the probloem. 

F Capacity 
L 
E Product 
X 
I Steering system 
B 

I Production 
L 
I Machinery 
T 
Y Personnel 

- Change of volume 

- Design, models, generations 

- Structural programme, raw material /  
primary products 
- Direction, flow 

- Machines, tools, fixtures 

- Competence, structure 

Figure 1. Structures in the concept of flexibility. 

Good examples of flexible equipment are the NC-machines which have reduced the 
rigging or starting-up time for machines. This has allowed for economical small-scale 
production where previously multi-specialized operation in several installations reqired 
large-scale series for manufacture to be economically viable. A good example of prod- 
uct flexibility is a construction composed of modules whose end-product, although 
made up of a unique combination of modules, is itself composed of mass-produced 
components. A pizzeria is another example. 

Good flexible capacity can be achieved by utiizing the parallel principle, whereby a 
parallel product line can be added or discontinued as demand varies. Good examples, 
by all means, but it must be possible to measure how good they are. To do this 
requires inventiveness. Here are a couple examples: 

1. Flexibility of machinery can be measured as the ratio of the investment 's residual 
value for the next product model to the original investment, i.e. an index between 
0 and 1. 

2. Product flexibility can be measured as the ratio of the residual value of the old 
model to the new model divided by the original value for the old model. 
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5 S tra teg i e s  for the  a s s e s s m e n t  of  f lexibi l i ty  versus  
p r o d u c t i v i t y  

There are at least three ways of calculating so-called "optimal" flexibility. 

1. All s tar t ing-up costs and all other costs are grouped under "life-cycle cost" to 
facilitate optimization. 

2. Only model-restricted machinery is optimized in the "life cycle" sense. 

3. Expensive process machinery is made to be used irrespective of model and has 
been standardized to the extent that  it can be used generally. To take an ex- 
ample: the Swedish Match Company by the 1920's had already s tandardized its 
matchstick to the point that  the company could risk building fully au tomated  
machinery for mass production of the matchstick at the same time that  it could 
offer a large assortment of shapes and sizes for the boxes and labels. 

M o d e l  I has been applied in the aviation industry where so-called "break-even" calcu- 
lations have been made including all costs; product developnmnt, prototypes,  testing, 
grounds, buildings, tools ligs, fixtures etc. an est imate is then made of the size of the 
prospective market ,  for example 300 [planes. It is then a simple mat te r  to evaluate the 
result of bringing in more mechanized and au tomated  equipment. A sav ng of 1000 
Swedish crowns in working costs per plane is the equivalent of a maximum investment 
of 300,000 crowns. 

In principle, the model is simple but the limit for tim total legth of the series 
must be set so low that  it is certain to be exceeded and the model gives priority to 
alternatives bringing in a profit. 

M o d e l  I I  is applied in the motor /au tomot ive  industry, where costs are separated into 
model-restr icted and model-free categories. If all doubtful costs are classified as model- 
restricted, it is possible even hcrc to calculate the value of, for example, work-saving 
au tomated  machinery. A saving of 100 Swedish crowns in work costs is the equivalent 
of a maximum investment of 100 million crowns for a total life cycle length of I million 
c a r s .  

In the April 5th, 1982 since of "Fortune" Porsche's car body assembly was described 
as flexible, manual with 25 man-hours per car. A more normal plant for a series length 
of 250,000 cars a year would require 5 man-hours pe car. Since Porsche only produccs 
about  10,000 of the 911 model per year, the difference would mean a capital cost of 
2,000 Swedish crowns per car, a total of 20 millin crowns a year. A possible investment 
of roughly 80 million crowns in all for mechanized machinery. This is probably not, 
feasible at this cost. If one reckons on a volume of 250,000 cars per year, the value of 20 
man-hours  saved is roughly 500 million crowns per year and a total possible investment 
of 2,000 million crowns, which could be done with good profit. The conclusion is that  
it is easier to achieve flexibility with small volumes for economic reasons. 
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These examples shows that rough estimates can be made which will serve for the 
assessment of different production systems. Unfortunately, this seldom happens, pos- 
sible owing to a widespread belief that the higher the degree of flexibility the lower 
the level of productivity. (cf. Warnecke et al. 1981). 

Productivity 

i 

Flexibility- 

Figure 2. Productivity vs. flexibility. 

It is also commonly believed that increased flexibility must involve higher invest- 
ment costs. 

Investment Efficiency 

Flexibility" Flexibility- 

Figure 3. Investment vs. flexibility. Figure 4. Efficiency vs. flexibility. 

The relationship between flexibility and efficiency is heavily dependent on the struc- 
ture of the chosen system and so the design of the system becomes instrumental to 
the success or failure of the relationship. 
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Which  strategy for flexibility? 

D e m a n d  Flexibil i ty 

If all the analyses indicate that there is little risk of significant changes in demand, 
then investment can be made in a process which constitutes a total solution for a fixed 
capacity. Generous margins will ensure a certain amount of flexibility. However, if 
there is a risk that demand will vary significantly, and if the total demand is hard to 
estimate, then investments should be made in small parallel steps which can easily be 
added to or stopped short. 

Product  flexibility 

If there is a likelihood that there will be frequent changes of model and product, 
then the product should be composed of modules with allowance made for step-by-step 
changes. It is, of course, risky to invest in module-restricted process machinery for 
suchlike products. 

Flexibil i ty of  machinery 

If it is very likely that there will be a technological change from, for example, 
steel to plastic, then it is advisable to employ subcontractors who have several other 
customers with other products which facilitate the technological transfer. 

6 C o n c l u s i o n  

A consciously planned flexibility can be achieved without significant increases in in- 
vestment. The following guide lines can serve for the design of both product and 
production systems. 

The use of modules  

Many alternative machinery installations can be converted if each module has ac- 
cess to air, electricity and compressed air, for example. Standard components can be 
combined as larger pieces of mechanical equipment. Products can be renewed succes- 
sively if they are composed of modules. ASEA, for example, constructed switch gear 
by using modules. 

Standardizat ion 

Well-planned rigorous standardization will facilitate the introduction of larger se- 
ries, improve economy and encourage demand. The Hasselblad system, for example, 
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was constructed with a number of rigorously standardized measurements which can 
be retained more than 30 years later. 

The Variant Tree 

Initial operations in a process should not include variants. These, however, can be 
produced economically if the final operations encompass a large number of alternatives. 

Deve lopment  towards automation 

The requirement that all automated machinery can be quickly adjusted to new di- 
mensions promotes flexible machinery. Rapid changes in the machinery allow for small 
series and foster a large capital turnover. Life-cycle costs have become increasingly 
relevant to the decision-making process provided that the aim is to review the cost of 
the whole life-cycle for a product and/or production system. It is necessary, however, 
to include appraisals of the development of volume, inflation and shifts of balance in 
the cost relations. 

Last but not least, there is a need for efficient personnel at all levels. This means 
they should be both productive (interested in making improvements and flexible (able 
to revise their thinking). Every manager's primary task is to create such personnel. 
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A b s t r a c t  

In recent years, many flexible manufacturing systems have been developed [1,3, 
4]. FMS is important in order to adapt to severe changes in market conditions and 
technology and to increase productivity. 

This paper introduces variables for evaluating flexibility and discusses ways to 
improve the flexibility of single-stage production systems with different characteristics. 
However, since most production systems are multi-stage mixed type systems, this 
paper also shows how the "amplification" or increase in the variability of multi-stage 
production systems is an important factor affecting flexibility and productivity. Ways 
of reducing the "amplification" by using production ordering systems are also presented 
in this paper. 

The multi-stage production ordering models discussed here are simplified. They 
neglect characteristics of single production systems which comprise total multi-stage 
production systems. The models also neglect transportation and material flow param- 
eters. 

The flexible manufacturing system of today is treated as one stage which is part 
of an overall system consisting of a succession of production stages with different 
characteristics. However, it should also be thought of as a way to increase the flexibility 
and productivity of the system as a whole. 

Introduction 

There are two major areas for consideration by management. The first is the marketing 
area. Cultivation of new markets and changes in user needs require new products. 
Market segmentation increases the number of product specifications. Increases in the 
number of products create greater fluctuation in each product's demand, and product 
life cycles grow shorter. The second is the production area in which product lines and 
specifications are varied, parts configurations are complex and the precision and speed 
of the production equipment in each stage differ according to changes in technology. 
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Moreover, most industries have many successive stages of production, inventory 
and material handling. In these cases, the higher the stage, the longer the total lead 
time required from the material processing stage to the final assembly line. 

Management needs to adapt production systems to market and technology 
changes: 

In order to adapt production systems to changes in the market and production 
areas, production management must consider the following: 

1. Minimization of total lead time from material processing to shipping and mini- 
mization of total cost. 

2. Minimization of time needed to change to new products. 

3. Keep down the amount of lead time and keep the inventory at the same level in 
each stage, regardless of increases in the variety of products. 

4. Keep variations in total work load and inventory at the same level even if the 
fluctuation in demand for each product increases. 

5. Keep variations in the production ordering and inventory levels the same in the 
face of forecasting error and down time. 

6. Keep the "amplification" in the production ordering and inventory level in pre- 
ceding processes the same. 

7. Control production factors which increase total cost. 

Production systems to satisfy management's needs and increase flexibility: 
There are many ways to satisfy management 's needs for each production type. 

There are also many different opinions regarding the concept of "flexible manufacturing 
systems" [5-12]. 

The concept of the "flexible manufacturing system" is defined in this paper as a 
system which satisfies management 's need to minimize resources and time as men- 
tioned above. The variables used to evaluate flexibility are the number of parts and 
products, the length of total lead time, quantity of inventory and the "amplification" 
in production and inventory level in each stage of the system under the constraints of 
investment and product costs. 

In this paper, the production types are classified into single production systems 
and multi-stage production systems. Further, single stage production systems are 
classified into machining process systems, lot production systems and assembly line 
production systems according to differences in production scheduling, equipment and 
production methods. The multi-stage production systems are classified into multi- 
stage mixed types of machining processes, multi-stage lot production systems and 
multi-stage machining, lot and assembly line production systems. 
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Factors increasing flexibility in single stage pro- 
duction systems 

In single stage production systems, there are many factors which increase flexibility 
within each production type. 

In the machining systems, in order to adapt to a variety of parts or products, it 
is necessary that the set up time (ts) and the machining time (tin) are shortened for 
minimizing lead time. And it is necessary that the feeding and moving out time (th) 
are shortened for minimizing inventory quantity. Thus, realizing investment saving 
depends on the use of alternative equipment. Labor cost savings may be realized by 
automation and robotization. 

Adapting lot production systems to handle an increased variety of parts or products 
requires shortening the set up time and making smaller production lot sizes (q). Set 
up time (ts) and processing time ( tu)  must also be shortened in order to make larger 
production lot sizes which minimize lead time. It is also necessary to shorten set up 
time to minimize inventory quantity. The realization of investment savings depends 
on the use of alternative equipment. Labor costs saving can be realized through 
automation and robotization. 

Assembly line production systems change to multi-model mixed assembly line pro- 
duction systems in order to adapt to a variety of products and to minimize the total 
lead time and inventory level required. Investment in the systems can be reduced 
through equipment overlapping. Costs can be reduced through inventory savings. 
Labor costs would be saved by increasing the ratio of versatile operators. [13]. 

Factors increasing the flexibility in the single stage production systems are shown 
in Table 1. 

3 Factors increasing flexibility in multi-stage pro- 
duction systems 

Concerning the flexibility of multi-stage production systems, the key problem is to 
prevent an increase of" amplification" in production ordering and inventory level from 
final production stage to the stages preceding final production [14]. 

The "amplifications" are defined by equation (1). 

Amp(O k) - V(Ok) /V(D)  
Amp(B k) = V(Bk) /V(D)  (1) 

where, V(Ok) �9 quantity variance upon production ordering at the k-th stage, 
V(D): market demand variance, 
V(Bk): inventory variance at the k-th stage. 

Therefore, desirable systems are as follows; 

1.0 >_ Amp(O 1) >__ Amp(O 2) >_ Amp(O3) . . .  >_ Amp(O k) 
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Table 1 
Factors Affecting Flexibilit I 

Evaluative Variety of 
variables 
of Process 
Types of 
Process 

Machining 
Production 

Lot 

Production 

Assembly 
Line 

Production 

Parts or 
Product  

�9 ts  --+ min 

�9 ts  --+ min 

�9 q-+  min 

in Single Stage Manufacturin 
LT 
Minimization 

I 
t s  

�9 --~ min 

t m  

i 
t s  

�9 ~ min 

trn 

�9 ----+ m a x  

Inventory 
Minimization 

�9 th ~ m ] n  

t s  f 

�9 ~ ~ min 
t th  

� 9  m a x  

�9 Change to multi-model mixed assembly 
line production system 

�9 Versatile operators ratio ~ max 

�9 t m --+ rain 
�9 Number of work stations ~ min 
�9 Sequencing 

Systems 
Investment 

Savings 

�9 Depends on 
equipment 

�9 Depends on 
equipment 

�9 Savings due 
to overlapping 

equipment 

Cost 

Savings 

�9 Labor cost 
savings realized 
by automat ion 
robotization 

�9 Depends on 
investment cost 

�9 Labor cost 
savings realized 
by automat ion & 
robotization 
�9 Depends on 
investment cost 

�9 Saving labor 
and inventory 

Notation ts : set up time tm:  manufacturing time per piece 
th  : handling and transportat ion time q : production lot size 
versatile operator ratio = (total number of work stations mastered by each worker) 

/ { ( number of work stations) * (number of workers)} 
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1.0 _> Amp(B ~ >_ Amp(B 1) >_ Amp(B2) ... > Amp(B k-l) 

where, the first stage is a final production or an assembly stage and the k-th stage is 
a raw material processing stage. A change for the worse in Amp(0) and Amp(B) is 
serious, causing increases in lead time, inventory levels and costs. 

In machine processing systems of multi-stage production systems, preventing large 
increases in lead time and inventory is needed to shorten processing and set up time. 
Consideration of job shop scheduling problems on multi-job and multi-process, group 
technology (GT), substitute machinery and the ratio of versatile operators is also 
important in order to try to adapt the system to management 's needs. 

In the multi-stage lot production systems, the prevention of large increases in lead 
time and inventory are needed not only to minimize set up time, processing time and 
feeding and moving out time but is also needed to hold the ordering system to the 
optimal lot size, for minimizing total lead time, for preventing work congestion between 
one stage and the immediate preceding stage, and for increasing flexibility by utilizing 
the ratio of versatile operators and available buffer systems [15,16]. 

In the multi-stage mixed type production systems, consisting of machining pro- 
cesses, lot production processes and multi-model mixed assembly line systems [17], 
the available buffer systems and the ratio of versatile operators are needed to increase 
flexibility. Factors which increase flexibility in multi-stage production and inventory 
systems are shown in Table 2. 

Reducing set up, processing and feeding and moving out time is accomplished 
by improvements in equipment and computer-aided engineering. The improvement 
of ordering systems, determination of optimal lot size and the solving of job sequence 
problems are accomplished by improving and innovating production management tech- 
nology and computer-aided engineering. Tile group technology and designing of multi- 
model mixed assembly lines are developed through improvements and innovations in 
equipment, production management and computer-aided engineering. 

Thus, the term "FMS" describes the following: 

�9 Flexible Machining Systems - systems which have automatic processing, tooling, 
loading and unloading, and handling. 

�9 Flexible Manufacturing Systems - systems which are concerned with scheduling 
and consider the demand of immediately succeeding stages based on considera- 
tion of the flexible machining systems. 

�9 Flexible Management Systems - systems which totally optimize the flexible man- 
ufacturing systems with the flexible machining systems. 

4 A comparat ive  s tudy  on the f lexibil i ty of  two 
types  of ordering sys tems  

There are two types of production ordering systems. One is the "push type" production 
ordering system and another is "pull type" production ordering system. 
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Table 2 
Factors Affecting Flexibility in Multi-stage Manufacturing System 

Evaluative 
Variables 

Types of 
Succession Process 
Systems 
Machining 
Processes 

Lot Production 
Processes 
(two stage) 

Mixed Assembly 
Line, Lot 
Production and 
Machining 
Processes 

Variety of 
Parts or 
Product 

LT 
Minimization 

Inventory 
Minimization 

GT 
�9 t.,t.~ and t .  ---. min 
�9 Job shop scheduling 
�9 Substitute machine 
�9 Versatile operator 

�9 ts, tm and th --* min 
�9 Optimization production 

lot size in multi-stage 
/ n~t.,~, 2 

M t VE,-,  .,., (3) 
N *  : 

/ /RM'.M, 
M t ' ~,V~-~'~,:, .,,2 (4) 

�9 ts, tm and th ---* min 

where, N: number'of setups; Ri: production quantity of the itl 
ri,k: production time of; the ith item at the kth stage; 

Amp(O k) - ~ ;  Amp(B k) = Y ~ ;  V(x)=Variance of x. 

(3) ~"~M 1 Ti,2 ' (  EM1 7"i,1 and ri+l,2 < ri,1 

(4) ~ M  1 T/,2 > EM1 "ri,1 and ri+l,2 < r/,x 

Amp(O) 
Minimization 

�9 Desirable ordering 
system 
�9 Available buffers 

Amp(B) 
Minimization 

(for i = 1,2, . . . ,M - 1) 

(for i =  1 , 2 , . . . , M -  1). 

�9 Desirable ordering 
system 

�9 Sequence of multi-model 
in final assembly line 
�9 Available buffers 
�9 Versatile operator 

L item per period; 
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4 .1  Concept of "push type" and " 

dering systems 
pull type" production o r -  

In the "push type" production ordering system, the ordered quantity in each stage 
is determined by forecasted demand. Forecasted demand is the length of cumulated 
lead time from one stage to the final assembly line, and of feedback information of 
product or in-process inventory in each stage. In this system, the ordered quantity of 
each production stage is ordered by a central controller. Thus, it may also be called a 
"centralized ordering system". Material flows are controlled just as if they are "pushed 
out" from the raw materials stage toward the final stage. 

In "pull type" production ordering systems, the ordered quantities in each stage 
are determined by actual quantities consumed by the immediate downriver stage. Here 
no central controller is needed. Thus, it may also be called a "decentralized ordering 
system". Material flows are controlled just as if they were "pulled" into the final 
product stage from the stages preceding final production. 

4 . 2  General model f o r m u l a t i o n  

Assumptions: 

1. Figure 1 and 2 show the schematic diagram of "push type" and "pull type" 
production ordering systems. 

2. The systems consist of K production stages. Each production stage has only one 
process. Each production process produces M kinds of products. 

3. There are two kinds of the inventory stages. The inventory stage I k(i) is the part 
inventory for the i-th product which has been fabricated by the production stage 
k. The inventory stage B k(0 is the part inventory for the i-th product which is 
the on-hand material level for the production stage k. The inventory stage B ~ 
is the final product inventory stage of the i-th product. 

4. The production lead time for the k-th stage is described as L k. The production 
quantity ordered to the stage at the end of the T-th period is completed during 
the (T + L~)th period and is stored in the fabricated inventory I k(0 at the end 
of the (T + Lk)th period. 

5. The handling and transportation lead time from the fabricated inventory I k(i) at 
the k-th stage to the on-hand inventory U k-l(i) at  the (k-1)th stage is described 
as L k. 

6. Back logs are permitted. 

7. The raw material inventory supplied for the k-th stage is always sufficient. But 
at the other stages 1, 2, ..., K -  1, the quantity ordered for production is restricted 
by the on-hand materials inventory B k(0. 
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Figure 1: Schematic diagram of the push type ordering system. 
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Figure 2: Schematic diagram of the pull type ordering system. 
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8. The production capacity of each stage is the same as in each planning period. 

9. Down time occurs at each production stage. During down time, the production 
stage stops producing. 

Notat ions :  

Lt 

L k 

L T  k : 

T:T+L 

D(~ ) 
k(i) 
T : T + L k + I  

k(i) 
T:T+Lk+I 

p~(i) 

I~.( i ) 

Sk(i) 
C k 
X k 

e(T )-- L:T 

: handling and transportation lead time at the k-th stage, 
: production lead time at the k-th stage, 
: the lead time from production starting time at the k-th stage to the 
: handling and transportation completion time at the (k-1)th stage, i.e. 

k L k - L ~ + L p  (2) 

the accumulated lead time from the final stage to the k-th stage, i.e. 

k L T  k - L~ + Lp (3) 

: the forecasted market demand of the i-th product for the (T+L) th  
: period forecasted at the end of the T-th period, 

: the actual market demand of the i-th product in the T-th period, 

: the required quantity of the i-th product for the (T + L k + 1)th period 
: at the k-th stage calculated at the end of the T-th period, 

: the ordered quantity which is determined on the basis of the required 
: quantity with restrictions on production capacity and material inventory. 

: the actual production quantity of the i-th product during the T-th 
: period in the k-th production stage, 

: the inventory of the i-th product fabricated by the k-th production stage 
: at the end of the T-th period, 
: the safety stock of the i-th product at the k-th stage, 
: the production capacity at the k-th stage during the T-th stage, 
: the down time at the k-th production stage during the T-th period, 

: the forecasting error of the i-th product for the T-th period 
: forecasted at the end of (T-L)th period i.e. 

r - D(T)L :T -  D(T ) 

A( i ,  k) : the required part quantity of the k-th production stage to manufacture 
: one unit of the i-th product. 

(4) 
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S y s t e m  equat ions :  

(1) Push type production ordering systems 

L k 
Qk(i) - A(i, k~b (i) 

r : r + g k + l  ] T:T+LTI,+I + ~ A(i k af')(i) ' ] ' " T : T + L T  k-1 +t 
t=l 

- B ~ ,  -1(i) + S k - l ( i )  

(for k - 1 ,2 , . . . ,  k and  i = 1 , 2 , . . . , M )  

L k 
nk(O 

--  E "~T-g.:T+L k - t + l  
t=l 

(5) 

k(i) 
T:T+Lk+I 

-- min / n k(i) Ck nk(i) ""~T:T+Lk+I 
~ ~"r 1 ~ M ok ( i l )  ' 

~i '=1 "~T:T+Lk+I 

pk+l( i )~  A(i , j )  } 
(B~, (i) + x T-L~ ] A( i ,  k + 1) 

(for k - 1, 1, 2, ..., k -  1 a n d  i - 1, 2, ..., M )  

(6) 

(7) 

= "J T-L~:T+Lkh +I 
p~(i) min  VT_L~:T+L~+I  , M f-}k(i') 

Ei'=l V T _ L ~ : T + L ~ +  1 

(for k - 1, 1, 2, ..., k an d  i - 1, 2, ..., M )  (8) 

IT k(0 = PT k(0 ( f o r k - l , 2 , 3  .... , k a n d i = l , 2 , 3 , . . . , M )  (9) 

k-l({) __ ]~k-l({) ]ok(i) k-l({) A(i, k) 
B T  - -  . ~ r - 1  -t-'L Z-Lkh-' - PT "A(i,k - 1) 

(for k - 2 , 3 , . . . ,  k an d  i - 1 , 2 , . . . , M )  (10) 

BT(i) ]c~0(i) p l ( i )  - -  D(~ ) (for i - -  1 2, M) = "L"T--1 -31- T - L ~ - I  ~ ""~ 

(2)  P u l l  t y p e  production ordering s y s t e m s  

QI(i) __ n ( ~ ) ( 1 ( i )  --PT (i)) ( f o r i -  1 ,2 , . . .  M )  
T:TTLI_t_I - -  -~- QT_L~,T+LI+ , 

Qk(,) k-i(i) A(i,k) (nk(,) _ p~(,)) 
T:r+/k+l = PT "A(i,k - 1) + \"~T-L~:T+L~+I 

(for k = 2, 3, ..., k and i = 1, 2, ..., M) 

(11) 

(12) 

( 1 3 )  

nk(i) = min{Ok(i) C kOk(i) } ""I~T:T+L"+I pk+l(/) A(i, k) 
nk(,,) , (B~ (') +" T-L~ ) A~, it + 1) V T : T + L k + I  "~T:T+Lk+I ~ ~iM=l ~ST:T+Lk+I 

(fork - 1 , 2 , . . . ,  k - 1 a n d / -  1 , 2 , . . . ,  M )  ( 1 4 )  
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= } p#(O r a i n  "JT-L~:T+L~+I' M ()k(i~) 
E i ' = l  "V T_L~:TTLkh TI 

for k = 1, 2, ..., k and i = 1, 2, ..., M)  (15) 

i~(i) _ rk(i) p~(i) k-l(i) A ( i ,  k )  
- -  " 7 " - 1  + - -  P T - I  �9 A ( i ,  k - 1) 

(for k = 1 ,2 , . . . ,K  and i = 1 ,2 , . . . ,M)  (16) 

B T  (i) - -  B~(i--)l "~- P(;)--L 1 - 1  - -  D(T ) (for i -- 1, 2, 3, ..., M)  (17) 

k--l(i) k-l(i) pk-l(i) A(i, k) ]ok_l(i) A(i, k) 
BT -- BT-1  + T-Llh-I" A~-k  - 1) - ~ T " A ( i ,  k - 1) 

(for k = 2, 3, ..., K and i = 1, 2, ..., M)  (18) 

4 . 3  B a s i c  m o d e l  a n a l y s i s  

Some results of an analysis of a basic model which has no restrictions on production 
capacity, inventory and down time are presented here to clarify the characteristics of 
the two types of production ordering systems. 

Bas i c  m o d e l  a s s u m p t i o n s : .  Basic model of two types of production ordering systems 
are simplified here. The parameters  of the systems are as follows; 

1. k = 9  

2. M = 1 and A(1, k) = 1 for k = 1 ,2 , . . . ,9  

3. L ~ - l a n d L ~  = 0 f o r k - l , 2 , . . . , 9  

4. There are irregular variations in the demand time series. 

5. The forecasted demand is expressed as follows: 

DT:T+L -- -D + eT:T+L (19) 

eT:T+L = a . L . u  (20) 

where, a: the degree of the forecasted error depends on the length of lead t ime 
in the forecasting period. 

u :the unit disturbance depends on the normal distribution N(0,  12). 

6. The production capacity at each stage is always sufficient. 

7. The amount of safety stock at each stage is always sufficient. 
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8. Down time at each stage does not occur. 

9. The performance measurement of the systems is defined as follows" 

v(o Amp(O k) = 
V(D) 

Y(Bk) (21) Amp(Bk) = Y(D) 

The "amplifications" in production ordering and inventory quantity 
Figure 3 and Figure 4 show the "amplifications" in production ordering and inventory 
quantities on the two types of production ordering systems. 

Results 
This analysis has the following conclusions" 

1. In the push type production ordering system, tile "amplifications" in produc- 
tion ordering and inventory quantities at each stage are more diffused in the 
stages further to final production. A larger forecasting error is likely the greater 
"amplifications" in production ordering and inventory quantities at the stages. 
Therefore, a control parameter is needed in the push type production ordering 
system to prevent these "amplifications". 

2. In the pull type production ordering system, there is no "amplification" in the 
production ordering and inventory quantities. The production ordering systems 
without "amplifications" are effective in stabilizing the multi-stage systems and 
in increasing the flexibility and productivity of the systems. However, it is neces- 
sary that inventory levels are decreased at each stage in this production ordering 
system. 

5 C o n c l u s i o n s  

In recent years, many flexible manufacturing systems have been developed throughout 
the developed countries. It is important to design and operate production systems 
which adapt to severe changes in the market and in technology and to increase pro- 
ductivity. 

In this paper, the evaluative variables of flexibility are proposed and factors improv- 
ing the flexibility of single stage production systems which have different characteris- 
tics are discussed. Currently, most company production systems consist of multi-stage 
mixed type systems. This paper also points out that the "amplification" in multi-stage 
production systems is one of the important factors affecting the system's flexibility and 
productivity. The paper also discusses some ways of reducing this "amplification" by 
utilizing available production ordering systems. 
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The multi-stage production ordering system models discussed here are simplified, 
and neglect the characteristics of each single production system which consist of total 
multi-stage production systems. The models also neglect transportation and material 
flow parameters. The flexible manufacturing system of today is merely treated as 
a stage in a succession of production stages with different characteristics; however, it 
should be considered as a way to increase the flexibility and productivity of the system 
as a whole. 
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F M S  Short  T e r m  P l a n n i n g  P r o b l e m s -  a R e v i e w  
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A b s t r a c t  
Flexible manufacturing systems use highly capital intensive equipment. A high 

system utilization must be achieved through careful short term planning. This paper 
deals with FMS short planning and scheduling issues. The purpose of this paper is 
to define and introduce the main FMS planning and scheduling problems, review the 
main related models and discuss the research studies dealing with these problems. 
Directions for future research are also outlined. 

I n t r o d u c t i o n  

Flexible Manufacturing Systems (FMS) are computer controlled batch manufacturing 
systems which combine the efficiency of mass production and the flexibility of job 
shops. An FMS consists of numerically controlled (NC) machines, automated material 
handling mechanisms, robots, and in-process storage facilities. An FMS operates in 
a large variety medium volume production environment and it is usually designed to 
produce a variety of high precision parts and products. 

There are many complex issues associated with designing and managing an FMS. 
Careful planning is very important because the versatility of the NC machines gives 
rise to a large number of alternatives that need to be considered. Also, FMSs are highly 
capital intensive and therefore a high system utilization must be achieved. Once the 
system is in place, high system utilization can be achieved through careful short term 
planning. 

This paper deals with FMS short planning and scheduling issues. The purpose of 
this paper is to define and introduce the main FMS planning and scheduling problems 
and discuss the research studies dealing with these problems. This is done with more 
emphasis on the more general methodologies and generic problems. Some directions 
for future research are also outlined. 

This paper is intended as a first informative introduction to the important FMS 
short term planning problems and as a foundation to suggest useful directions for 
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advanced study. Our goal is to provide a basic understanding of these FMS problems 
that may permit additional developments. 

Before discussing the major FMS planning and scheduling problems, we need to 
put these problems in perspective in the broader FMS framework. The important 
issues related to FMS can be divided into five phases [41]: 

1. Design: The design problem starts when the need for automation and flexibility 
in making parts and products is felt. The decisions involved, at this stage, 
include: 

(a) the system hardware; 

(b) computer system and control mechanisms; 

(c) FMS layout; 

(d) part families selection. 

2. Aggregate production Planning: This phase includes the following decisions: 

(a) selection of a production planning philosophy; 

(b) a decision hierarchy for the complex FMS environment; 

(c) design and implementation of a computerized system and human/machine 
interfaces. 

The main output of aggregate production planning is a master schedule specify- 
ing part mix, production rates, and lot sizes. 

3. Short tcrrn planning or .~y.~tem .~etup: This phase interfaces aggregate production 
planning with the day-to-day operation of an FMS. The decisions involved in this 
phase include [81]: 

(a) Part selection problem (PSP): The problem, at this stage, is to determine a 
subset of the set of candidate part types that are to bc processed simultane- 
ously during the planning horizon. Thc selected set of parts must permit a 
feasible allocation of resources. The need for the PSP is duc to the fact that 
the system has capacity limitation. The tool magazine capacity restricts the 
number of tools that can be mounted on the magazines and hence limits 
the number of parts that can be processed. 

(b) Machine grouping: This problem deals with grouping the machines of simi- 
lar types into identical machine groups. Each machine in a particular group 
is then able to perform the same operations. 

(c) Production ratio problem: Given the part types selection, this problem de- 
termines the relative part type mix ratios at which the selected part types 
should be produced over time. 
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(d) Resource allocation problem: This problem allocates the minimum number 
of pallets and fixtures of different fixture types required to maintain the 
production ratios found. 

(e) loading problem: This the problem of allocating the cutting tools of all 
operations of the selected part types to some machine's limited capacity 
tool magazine. 

The five short term planning problems briefly described above are linked to each 
other. There are different strategies for handling their interdependence in the 
proposed solution methods. Some authors combine many of these problems in 
one formulation, others disaggregate these problems and develop sequential or 
iterative solution procedures. 

The output of this phase consists of the set of parts which will be produced 
during the planning period, an allocation of tools to machines, an allocation of 
fixtures to parts, and an assignment of unit operations to machines. 

4. Scheduling: This phase determines the routing of parts through machine and 
determines start and completion times for each activity. 

5. Control: This phase deals with the actual operation of the system. The decisions 
here include: 

(a) design and implementation of procedures for handling machine tool and 
other breakdowns; 

(b) periodic and prewmtive maintenance; 

(c) quality control; 

(d) on-line data collection and processing. 

For an excellent review of most of these issues the reader is referred to the paper by 
Gunasekaran et. al. (1993)[28]. 

Our focus in this paper is on the important short term planning and scheduling 
problems arising in an FMS. Due to the high capital involved in having such a system, 
a high rate of efficient utilization of resources is needed to ensure an early return on 
investment. This can only be achieved by developing sound planning, scheduling and 
monitoring strategies. Stecke [81] proposed that the setup problem be divided into 
five subproblems as indicated earlier. However, Hwang and Shanthikumar [38] showed 
that only two subproblems, part selection and machine loading are important. 

In this paper, we consider these two important FMS setup problems which deal 
with the decisions that have to be made before the FMS can start producing parts. The 
output of the setup phase gives the detailed machine workloads and the types of tools 
required for processing the selected part types to be loaded into the tool magazines 
on the appropriate machines. In a second stage the selected part types are scheduled 
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through the system. Scheduling problems and their modeling and solution techniques 
are the object of Section 4. In section 5, we outline some directions for future research. 

First, let us consider the part selection problem. 

2 Part  se lect ion problem 

Given the set of jobs to be processed over the short-range horizon, the part selection 
problem (PSP) deals with the problem of choosing a subset of parts for immediate and 
simultaneous processing. There are two major reasons for partitioning the jobs in an 
FMS into batches [14]: 

1. Maintaining proper shop floor control may dictate that a smaller variety of jobs 
be loaded concurrently on the manufacturing facility. 

2. The FMS resources are finite and limited. It is not often possible to set up the 
equipment with the capabilities for all required operations at one time. Such 
limited resources as pallets and fixtures must be changed or reassigned, and tool 
magazines must be reconfigured after one batch is completed so as to process 
another batch. 

When a set of parts is selected, the number of tool slots needed to hold the tools 
required to process the parts should not exceed the capacity of the tool magazine. 
This is one of the constraints of PSP. Other constraints involve due dates and part 
quantities. The part quantities to be produced determine the tool processing time for 
each tool. This tool processing time distribution may be so unevenly distributed that 
there is no possibility of balancing the machine workload [35]. A common objective 
for PSP is to maximize the production rate. Hwang and Shogan [36] argue that this 
is equivalent to minimizing the number of batches. In each general form, the part 
selection problem not only selects part types but also part quantities. Also, due dates 
and other requirements have to be taken into consideration. However, taking all these 
factors into consideration turn the problem into an intractable one. In fact, deciding 
only part types is difficult enough. The problem of finding the minimum number of 
batches is called the part type grouping problem [36]. This problem can be formulated 
as a set covering problem. 

Let us now discuss the complexity of PSP. There are three factors that  make PSP 
difficult to solve [36]: 

1. a part order has many attributes; 

2. different part types may share common tools; and 
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3. an optimal solution requires simultaneously partitioning the production order 
into the minimal number of batches. 

Assume that we ignore factors (1) and (2), so that only one attribute, part type, is 
considered and there is no tool sharing among different part types. In this simplified 
case, PSP is a bin packing problem which is known to be NP-Complete [24]. So, even 
in its simplest forms PSP is difficult. This explain the use of heuristic approaches for 
dealing with this problem. 

There are basically two approaches for modeling and solving this setup problem: 

�9 mathematical programming approaches; and 

�9 group technology approaches. 

2.1 Mathematical programming approaches 

The following review gives a representative account of the research activity dealing 
with mathematical programming approaches addressing the part selection problem. 

Most approaches addressing PSP consider this problem as part of a hierarchical 
approach dealing with many FMS planning problems. Sometimes, PSP is treated 
separately. PSP was one of five production planning problems identified by Stecke [81] 
that must be solved for efficient use of an FMS. 

One of the first mathematical programming models for PSP was developed by 
Hwang [35]. In this paper, the author points out the drawback of the approach adopt- 
ing the "similarity" concept and constructs a mathematical programming model which 
considers the magazine capacity constraint. 

Rajagopalan (1986) [66] proposed a combined model for several setup problems 
including PSP. A mixed linear integer programming formulation and two types of 
heuristics were presented and tested on randomly generated problems. Hwang and 
Shanthikumar (1987) [35] discussed the production planning problem and showed that 
only two subproblems, part selection and machine loading, are important. They pro- 
posed a model for production planning in FMS which starts with the part selection 
module. They studied the effect of various part selection methods on different perfor- 
mance measures. Stecke and Kim (1988) [84] discussed a flexible approach to short 
term production planning in FMS. They demonstrated the advantages of the suggested 
approach via simulation. They also provided computational results of the procedures 
to select part types. Afentakis et al. (1989) [2] developed two heuristics for PSP for 
certain types of FMS. One of the proposed algorithms is based on a heuristic developed 
originally for bin packing (BP). The relationship between PSP and BP was discussed 
in the beginning of Section 2. Hwang and Shogan (1989) [36] proposed a maximal 
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network flow model with two side constraints. The model can be relaxed to either 
a maximal network flow problem or two independent 0-1 knapsack problems. Sawik 
(1990) [72] formulated PSP, machine loading, part input sequencing, and operation 
scheduling as a multi-level integer program. Liang and Dut ta  (1992) [55] investigated 
the combined part selection, load sharing and machine loading problem in a hybrid 
manufacturing system composed of an FMS and a conventional manufacturing system. 
The problem is formulated as a mixed integer program. 

Non-traditional optimization techniques such as simulated annealing and tabu 
search have been proposed recently (1993) for solving PSP [79]. This trend is likely to 
continue because of the success of these methods in solving several difficult problems. 

2.2 Group Technology Approaches 

Group technology (GT) approaches at tempt to identify families of parts that require 
similar processing on a set of machines, and these machines arc usually grouped into 
machine cells. Two approaches are suggested in the literature for dealing with this 
problem: the classification scheme using coding systems and the incident matrix ap- 
proach. 

Tile classification scheme ~s suggested by Kusiak [45] uses (:()(ling systems to de- 
scribe the characteristic of a part based on certain attribute such as geometrical shape, 
types of operations required and their sequence. Most coding systems proposed use 
many digits to represent a part, with each digit representing an attribute. Then, clus- 
tering methods that use some measure of similarity among these codes arc used to 
identify part families. The similarity is usually measured by the distance between two 
parts. A drawback of this approach is the subjectivity inherent in the coding schemes 
used since the attribute values are a mix of nominal and mmlericM data with arbi- 
trarily chosen scalcs. As such, thc distance between two parts depend on the coding 
system used [22]. 

Chakravarty and Shtub [10] suggested an approach which uses a part-machine 
incident matrix that has clement a/j = 1 if part i should bc processed by machine 
j ,  and aij = 0, otherwise. The main idea is that if the matrix can be rearranged so 
that the nonzero aij's arc all clustered diagonally, the part-machine association can be 
easily identified. Among the algorithms proposed to find this diagonal bloc form, the 
rank order clustering algorithm suggested by King and Nakornchai [40] is an effective 
one. 

Hwang [37] points out that these GT approaches fail to address adequately the 
differences between part families problems in GT and FMS. In FMS, one needs to 
take into consideration tool capacity constraints and due date interaction among parts 
in different batches. Also, with the enhanced variety capability, parts (:an be included 
in a family in an FMS without the same degree of processing similarity required in a 

GT setting. 
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3.1 Introduction 

When the parts to be processed simultaneously have been selected, the set of different 
operations that must be performed is known. The next step deals with the allocation 
of part operations amongst available machines for a given product mix so that some 
system performance criterion is optimized. This is the machine loading problem. 

In a random FMS, the loading decisions are dynamic and thus reviewed periodically. 
The constraints of the machine loading problem include: 

1. the number of tool slots available on the tool magazine of a machine spindle; 

2. the number of slots a tool occupies on the magazine; 

3. the nonsplitting of jobs; 

4. the capacity of machines; 

5. possibly some other restrictions. 

Many system performance criteria have been proposed. Stecke [81] has described 
six objectives for the loading problem. 

1. Balancing the machine processing times 

2. Minimizing the number of movements 

3. Balancing the workload per machine for a system of groups of pooled machines 
of equal sizes 

4. Unbalancing the workload per machine for a system of groups of pooled machines 
of unequal sizes 

5. Filling the tool magazine as densely as possible 

6. Maximizing the sum of operations priorities 

The research contributions in modeling the machine loading problem have involved 
both the development of models and solution procedures for solving the problem. 
Basically two approaches were developed to deal with the loading problem: 
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1. Mathematical programming approaches in which the loading problem is formu- 
lated as a mixed integer programming (MIP) problem and solved directly. 

2. Given the inherent difficulty with the MIP approach, especially for large prob- 
lems, various heuristics have been developed based on these formulations. 

The next section reviews the literature dealing with the machine loading problem. 

3.2 Machine loading literature 

Although not exhaustive, the following review is representative of the research contri- 
butions developed to deal with the machine loading problem either separately or with 
other short term planning problems. 

A leading treatment of the problem using a mathematical programming approach 
was developed via the 0-1 nonlinear mixed integer programming formulation of Stecke 
[81]. Five production planning problems are defined that must be solved for the efficient 
use of an FMS. The author addresses specifically the grouping and loading problems. 

The relevance of the FMS loading models to the generalized transportation and 
assignment models has been pointed out by Kusiak [46]. A different solution method- 
ology using an efficient branch and bound procedure has been developed by Berrada 
and Stecke [51. Shanker and Srinivasulu [76] developed a two-stage branch and back- 
track procedure with the objective of maximizing the assigned workload. Heuristic 
procedures are also developed with a bicriterion objective of minimizing the workload 
imbalance and maximizing the throughput for critical resources. Balasubramanian et 
al. [4] modeled the machine loading and tool allocation problems as a discrete gen- 
eralized network with simple side constraints. They also proposed an algorithm for 
solving the problem. Co et al. [14] formulated the FMS batching, loading and tool 
configuration problems as a mixed integer program. Using submodels of the original 
MIP problem, they introduce a four-pass approach. The approach assumes that the 
need for batching is primarily that of tool magazine capacity constraints, with balanc- 
ing and maximizing flexibility as secondary objectives. Stecke and Talbot [85] have 
suggested the need for fast heuristics that give good solutions for dealing with the 
loading problem. Shanker and Tzen [76] proposed a bicriterion objective of balancing 
the workloads among machines and meeting the job due dates for a random FMS. 
The heuristic methods suggested have been compared with the exact mixed integer 
programming solution. Using algorithms adapted from multi-dimensional bin-packing 
methods, Kim and Yano [39] considered the problem of assigning operations and their 
associated tools to machines to maximize the throughput for a specified steady-state 
mix of orders. 
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4 FMS scheduling 

FMS scheduling problems are far more difficult than for production lines and job shops. 
Some of the reasons are as follows: 

�9 Each machine is capable of performing many different operations. 

�9 Several part types can be machined simultaneously. 

�9 The system has the potential to permit alternative machine routings for a given 
operation giving rise to a larger number of decision variables. 

�9 The space available for storing unfinished parts between machines is limited. 

�9 There is a need to synchronize machines and the material handling system. 

Given these differences, the methodology and techniques developed for job shops may 
not apply to an FMS. 

The FMS scheduling problem includes scheduling machines, material handling sys- 
tem, and other support equipment such as pallets, fixtures and tools. The following 
tasks must be addressed in the FMS scheduling problem [69]: 

1. Scheduling job release times 

2. Sequencing the jobs and determining the start and completion times of each 
operation on a wide variety of resources 

3. Monitoring the execution of the schedule and providing effective contingency 
handling 

Scheduling is one of the most difficult aspects of FMS operations. The flexibility 
offered by such systems creates more alternatives which makes the decision process 
at this level more complex. Many researchers have demonstrated that scheduling 
decisions greatly influence FMS performance. Therefore, getting the best out of these 
systems requires that effective scheduling techniques be developed. 

According to Rachamadugu and Stecke [65], FMS scheduling has the following 
important dimensions: 

1. Operational mode: 

(a) Dedicated systems where small set of part types with moderate demands 
(i.e., 2000-200,000/year) are involved 
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(b) Random systems where a large set of part types with low demands (less 
than 2000) are involved 

2. FMS type: 

(a) Flexible transfer line (flow shop type of an FMS) 

(b) General Flexible Machining Systems (job shop type of an FMS) 

(c) Flexible assembly systems (an FMS that assembles components and sub- 
assemblies) 

3. Scheduling environment: 

(a) Static: order status changes periodically 

(b) Dynamic: order status change continuously 

4. Responsiveness: 

(a) Real-time: scheduling operation by operation or by event basis 

(b) Off-line: schedule a complete set of parts at one time off-line, then the FMS 
manufactures these parts according to this schedule 

This classification is very important in understanding and comparing studies deal- 
ing with FMS scheduling. 

The literature addressing FMS scheduling issues can be divided into three cate- 
gories: 

First there is research dealing with off-line scheduling whose purpose is to develop 
static scheduling algorithms based on analytical tools. The FMS scheduling 
problem is formulated as a constrained optimization model which is then solved 
using appropriate solution procedures. 

Second, there is literature that investigates the performance of scheduling rules 
using simulation models and FMS simulators and the design of on-line dispatch- 
ing algorithms. The performance of machines and material handling equipment 
scheduling rules are tested against different scheduling criteria. 

the third category involves expert systems and/or artificial intelligence tech- 
niques. This research emphasizes the role of the expert scheduler and the im- 
portance of qualitative factors involved in FMS scheduling. 

It is the purpose of this section to discuss pertinent scheduling issues and various 
techniques used to deal with FMS scheduling problems. 

First, we present some scheduling rules that are frequently used in studying several 
FMS scheduling problems. 
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4 . 1  S c h e d u l i n g  r u l e s  

Many FMS's are operated using dispatching rules which specify which job is processed 
next from the queue of jobs requiring processing. A more formal definition is given 
below. 

Definition: [92]. A dispatching rule is a function which assigns to each waiting job 
a scalar value, the minimum of which, among jobs waiting in the system, determines 
the jobs to be selected over all others for sequencing. 

Scheduling rules can be static, i.e., they are used for off-line scheduling and result in 
a fixed schedule for the period, or dynamic, i.e., they are used for real-time scheduling 
and they change over time. Often, they are either based upon operations and process- 
ing or upon due dates. There is a wide base of literature available on scheduling rules. 
Panwalker and Iskander [63] report more than 100 rules. 

In this section, we limit our review to the application of these rules in an FMS 
environment. The performance of a dispatching rule may be different depending on 
whether it is used to operate an FMS or a job shop. Therefore results from job shop 
studies cannot be applied directly in an FMS environment. 

First, we present several scheduling rules that are quite representative of the types 
of rules available [59]. 

I. SIO (LIO):  shortest (longest)imminent time 

2. SPT (LPT) :  shortest (longest)processing time 

3. SRPT (LRPT) :  shortest (longest) remaining processing time 

4. SDT (LDT) : smallest (largest) ratio obtained by dividing the processing time 
of the imminent operation by the total processing time for the part 

5. SMT (LMT) : smallest (largest) value obtained by multiplying the processing 
time of the imminent operation by the total processing time for the part 

6. FRO (MRO) : fewest (largest) number of remaining operations 

7. FIFO :first in, first out 

8. SLACK : least amount of slack (difference between due date, the present time 
and the remaining processing time of the part) 

9. SSLACK : least amount of static slack (difference between due date, the arrival 
time and the total processing time of the part) 

10. SLACK/RO (SSLACK/RO) : smallest ratio of (static) slack time to the number 
of remaining operations (slack-per-operation) 
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11. SLACK/TP �9 smallest ratio of the job slack time to the total processing time 

12. SLACK/RP �9 smallest ratio of the job slack time to the remaining processing 
time 

The list is by no means exhaustive. More details can be found for example in Panwalker 
and Iskander [63] and Montazeri and Van Wassenhove [59]. 

4.2 N o n - t r a d i t i o n a l  o p t i m i z a t i o n  t e c h n i q u e s  

Recently some progress has been made in solving some difficult FMS scheduling prob- 
lems using non-traditional optimization techniques such as simulated annealing, tabu 
search, and genetic algorithms. 

In the classical job shop scheduling problem there is an a priori assignment of 
operations to machines. This is not the case in an FMS environment where for each 
job a process plan is given consisting of a sequence of operations. For each operation 
a set of equivalent machines is available with possibly different processing times, and 
a joint routing and scheduling problem must be solved. A common idea used in 
the literature to solve this problem is based on the observation that when a routing is 
chosen, the joint routing and scheduling problem becomes a classical job shop problem. 

In this section, we briefly discuss these methods and how they are applied to solve 
job shop and flow shop scheduling problems since these problems form the basis for 
solving an FMS scheduling problem. 

4.2.1 Simulated annealing 

Simulated annealing methods have gained wide attention in recent years in solving 
many combinatorial optimization problems. The approach has been proposed by Kirk- 
patrick [42]. Its basic feature is the possibility of not getting stuck in a local optimum. 
This is due to "hill climbing moves" controlled by some parameter. The method is less 
and less likely to move away from the optimal solution toward the end of the process. 

Applied, for example, to the permutation flow shop scheduling problem where 
the measure of performance is makespan, the simulated annealing approach works as 
follows. Given a sequence, obtained from some other heuristic, a new sequence is 
generated by randomly interchanging two jobs. The new sequence is accepted if its 
makespan is better than that of the original sequence, otherwise it is accepted with 
some probability which decreases as the process evolves. The acceptance probability 
is of the form: 

P a  - e -~am, 
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where a is a control parameter  which is increased during the search and A m  is the 
increase in makespan. If after the random pairwise interchange makespan increases, 
the new sequence is accepted if 

Pa > r, 

where r is a random number between 0 and 1. This process is t e rmina ted  when a 
prespecified limit on the number of i terations is reached. 

4 .2 .2  T a b u  s e a r c h  

Tabu search was proposed in its present form by Glover [25]. It is now a well established 
optimizat ion technique for solving combinatorial problems in many fields. 

The basic idea of tabu search has been described in [15] as follows. Any instance of a 
combinatorial  optimization problem is associated with a finite set of feasible solutions, 
each of which is characterized by a cost. The goal is to find a solution of minimum 
(or maximum) cost. Given a problem P,  let S denote the set of feasible solutions to 
P and c : S' :=> R its cost function. In order to derive a local search based algori thm 
for P ,  it is necessary to define a neighborhood structure, that  is, a function N : S ==~ S 
which associates a set of solutions N(s)  with each solution s E S obtainable by a 
predefined partial  modification of s, usually called move. Start ing from an initial 
solution generated independently, a local search algorithm repeatedly replaces the 
current solution by a neighboring one until a superimposed stopping criterion becomes 
true. The algori thm returns the best solution found, with respect to the cost function. 

Tabu search is a local search based optimization method; the search moves from 
one solution to another,  choosing the best not forbidden element in the neighborhood. 
This method  forbids solutions with certain at t r ibutes  in order to prevent cycling and 
to guide the search towards unexplored regions. Without  using the technique of for- 
bidden solutions, the method can conceivably come back into the same local opt imum 
again. However, storing complete solutions in a forbidden list and testing if a candi- 
date solution belongs to the list is generally too expensive, both for memory  and for 
computat ional  t ime requirements. Usually, a tabu list is defined which stores only the 
opposite of the move applied during the search to transform a solution into a new one 
(i.e. the move which leads from the new solution to the old one). A solution s' is 
considered forbidden if the current solution s can be transformed into s' by applying 
one of the moves in the tabu list. In addition to a tabu status,  a so-called aspiration 
criterion is associated with each move. If a current tabu move satisfies the associated 
aspirat ion criterion, it is considered an admissible move. 

For a precise and complete description of this method,  the interested reader can 
refer to the papers of Glover [25,26]. The general framework of a tabu search algorithm 
can be described as follows. 
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Procedure  TS 

b e g i n  
<find an initial feasible solution s >; 

best := c(s); 
S* : - -  S; 

Tabu-list := | 
repeat  

Cand(s)  : {s' E N ( s ) :  the move from s to s' does not belong to Tabu-list  
or it satisfies an aspiration criterion }; 

<choose ~ 6 Cand(s)  : X has the min imum estimation of the cost funct ion>;  
< p u t  a move which leads from x to s in Tabu-l is t>;  

s :=~ ;  
if c(s) < best then 

b e g i n  
,S* : - -  S; 

best := c(s) 
e n d  

until stopping cri teria-  TRUE; 

return s* e n d  

4.2.3 Genet i c  Algor i thm 

The idea of a genetic algori thm can be summarized as follows: 

�9 Start  with a set of initial feasible solutions which can be generated randomly. 
This set is called population. The length of the set should be an even number .  
Evaluate the populat ion by evaluating each solution and storing the value of the 

best one. 

�9 Generate  another  populat ion by first randomly mat ing the solutions (i.e. each 
two solutions will become mates),  then apply a crossover procedure for each 
mate.  The crossover is done by randomly generating two integer numbers  (I and 
J), I is in the range from 1 to n, and J is in the range from I to n. The operat ions  
in the positions from I to J are switched for each mate. 

�9 A Part ial ly Mapped  Crossover (PMX) is then applied to correct any infeasible 
sequences (in the sense of repeating or missing operations) that  might result. The 
idea of PMX is that ,  for any position inside the crossover range, if the opera t ion 
that  enters is already exists outside the range, then the operat ion outside the 
range will be replaced by the one that  leaves from the same position. 

�9 Apply the evaluation criteria explained before to the new populat ion and update .  
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�9 Repeat until no substantial improvement is made. 

For more details on genetic algorithm the reader is referred to the book by Goldberg 
[27]. 

4.3 Scheduling literature 

4.3.1 Schedul ing rules 

In the following, we review the research done on evaluating scheduling rules. As we will 
see in this review, general results are hardly available since the performance of schedul- 
ing rules depends on the criterion chosen and, more importantly, the configuration of 
the FMS considered. 

The performance of scheduling rules is often investigated using simulation models 
and FMS simulators. The following literature review is limited to studies of scheduling 
rules in the context of FMS. 

Stecke and Solberg (1981) [80] studied an FMS consisting of ten machines, an in- 
spection station, and a common storage area. They tested 16 rules. Their results 
indicate that some of the rules which are known to perform well in a conventional 
job shop environment performed poorly in this FMS. E1-Maraghy (1982) [20] com- 
pared SIO with three other rules (FIFO, FRO, and random selection) in an FMS 
composed of five workstations and one load/unload station. His results indicate that 
SIO produced the highest production rate and the lowest mean flow time. The shortest 
processing time (SPT) dispatching rule has been the best performer more frequently 
than any other (e.g., Shanker and Tzen 1985 [75]), although no single dispatching 
rule clearly dominates for all criteria. Denzler and Boe (1987) [16] also performed a 
simulation-based experimental study in an existing dedicated FMS by using actual 
routing and operation times data. Their results also indicate that FMS performance 
is significantly affected by the choice of scheduling rules. Choi and Malstrom (1988) 
[13], however, performed a physical simulation to test job shop scheduling rules. Their 
model consisted of a miniature closed-loop. Results that differ from previous studies 
were presented by Co et al. (1988) [14], who investigated the effects of queue length 
on the relative performance of scheduling rules in a closed-loop FMS. They concluded 
that the scheduling decision is not likely to be as critical as in a conventional job shop. 

All the studies reported above focused only on scheduling the machines rather 
than scheduling both the machines and the material handling system. One of the first 
simulation-based experimental studies which addressed the scheduling of Automated 
Guided Vehicules (AGV) was performed by Egbelu and Tanchoco (1984) [18]. Even 
though the system studied was not an FMS and machine scheduling was not directly 
considered, they proposed different heuristic rules for dispatching AGVs and studied 
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their relative performance. In a later work, Egbelu (1987) [19] developed an AGV dis- 
patching algorithm and compared it with other vehicle dispatching rules. Acree and 
Smith (1985) [1] also tested different cart selection and tool allocation rules. Their 
results indicated a significant performance difference among the tool allocation rules, 
but they could not find a difference in cart selection rules. Sabuncuoglu and Hom- 
mertzheim (1989) [68] developed a simulation model to test different scheduling rules. 
Their results indicated that scheduling AGVs is as important as scheduling machines. 
They also reported that the number of jobs released for processing in the system has 
a significant impact on the relative performance of scheduling rules. In a more recent 
paper (1992) [69], they used simulation to compare the mean flow time performance 
of different machine and AGV scheduling rules. Their results indicate that at high 
utilization rates, the way that machines and AGVs are scheduled can significantly 
affect the system performance. Szu-Yung and Wysk (1989) [92] described a schedul- 
ing algorithm which uses discrete-event simulation in combination with dynamic part 
dispatching rules. The algorithm combines various rules in response to the dynamic 
status of the system. Intuitively, by alternating rules, they will tend to compensate 
for the undesirable effects that each produces, and thus yield a schedule that is more 
sensitive to the system objectives and dynamics. Montazeri and Wassenhove (1990) 
[59] used a modular FMS simulator [58] to analyze the effect of some scheduling rules 
on the performance of a specific system. They point out that their and similar results 
are system dependent and should not be carelessly generalized. O'Keefe and Kasirajan 
(1992) [62] point out that, in an FMS, in addition to a dispatching rule, a next station 
selection (NSS) rule is necessary to determine the station to which the job is actually 
dispatched. They studied the interaction between nine dispatching and four next sta- 
tion selection rules in a relatively large dedicated FMS. Thc NSS rules investigated 
are: 

1. NS : nearest station 

2. W I N Q  : work in queue (select the station whose input buffer contains the smallest 
total amount of work, i.e., the sum of the imminent operation times for all jobs 
in the buffer) 

3. NINQ : shortest queue (select the station with the fewest number of jobs in the 
buffer) 

4. LUS : Lowest utilized station (select the station with the smallest total utilization 
rate) 

Also, Choi and Malstrom [13] looked at both dispatching and NSS rules. 
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4.3.2 Off- line schemes 

Off-line scheduling schemes include operations research techniques and various heuris- 
tics that have been proposed for dealing with the FMS scheduling problem. Most 
formulations available in the FMS scheduling literature consider only the scheduling 
of parts on the machines. This is partially due to the difficulty in formulating dynamic 
problems analytically. 

Hitz (1979) [32] used several static problems to evaluate an off-line scheduling 
scheme for a dedicated, flow-shop-type system with limited buffer storage. He de- 
veloped an implicit enumeration scheme to minimize the idle time of the bottleneck 
machine and found that the scheme yielded substantial benefits over simple real-time 
scheduling approaches. Sarin and Dar-E1 (1984) [71] investigated an FMS which oper- 
ates in a dynamic environment. An off-line heuristic scheduling scheme was examined. 
Using a criterion of weighted machine utilization, their heuristic provided better results 
than the scheme the company was using. Chang et al. (1985) [10] examined a near 
optimal off-line scheduling heuristic for a dedicated, flow-shop FMS with a dynamic 
environment. They used mean flow times as the criterion and measured their heuristic 
against a number of real-time type schemes. They found the off-line scheme to be 
significantly better than the real-time schemes. However, when the real-time schemes 
employed look-ahead control policies, the off-line scheme was not significantly bet- 
ter. Yamamoto and Nof (1985) [93] studied a near optimal off-line scheduling scheme 
for a computer integrated manufacturing job shop facility in a static environment. 
Although alternative machine options were not allowed, they did include system dis- 
ruption as a factor (i.e., machine failures and operational delays). In comparing their 
scheduling scheme against various real-time type procedures, they found that the off- 
line scheme performed better than the real-time schemes even when disruptions were 
severe. Kusiak (1986) [50] proposed a heuristic two level scheduling algorithm for a 
system consisting of a machining and assembly subsystem. It was shown that the upper 
level problem is equivalent to the two machine flow shop problem. The algorithm at 
the lower level schedules jobs according to established priorities. Hutchison (1988) [331 
studied a near optimal off-line scheduling scheme for a random, job shop FMS within a 
dynamic environment. The procedure he used decomposed the problem into a loading 
problem and a resulting scheduling problem. This decomposed scheme was compared 
against seven real-time type schemes using an adjusted production rate criterion and 
a mean flow time criterion. The best of the real-time schemes was found to be the 
SPT dispatching rule coupled with a look-ahead control policy. However, the off-line 
scheme resulted in significantly better system performance than any of the real-time 
schemes. Hutchison also found that the performance of the off-line scheme, relative 
to the performances of the real-time schemes, improved at a faster rate as routing 
flexibility increased. Hutchison et. al. (1991) [34] evaluated three scheduling schemes: 
two off-line and one real-time scheme. The first off-line scheme solves the loading and 
resulting scheduling problem. The second off-line scheme decomposes the problem and 
solves both subproblems optimally. The real-time scheduling scheme utilizes the SPT 
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dispatching rule coupled with a look-ahead control policy. The results indicate that 
both off-line schemes performed much better than the real-time scheme with respect 
to makespan. Also, the off-line schemes take advantage of increased routing flexibility 
more than the real-time scheme does. However, it is not known what would happen if 
disruptions and delays are taken into consideration. 

It would be desirable to make all scheduling decisions simultaneously so that the 
best possible schedule can be found [67]. Because of computational intractability, 
however, hierarchical or sequential approaches are often used. Most researchers have 
decomposed the problem by making tool loading, part input sequencing and routing 
alternative operations and material handling routes a consideration in the schedul- 
ing decision. Furthermore, the dynamic nature of an FMS amplifies these problems. 
Raman et al. [67] presented an integer programming formulation of the problem of si- 
multaneously scheduling jobs on machines and material handling devices. They solved 
the static problem as a resource constrained project scheduling problem. Alternate 
heuristic dispatching procedures are suggested for the dynamic case when the work- 
loads on the machines are not balanced. Sawik (1990) [72] presented a multi-level 
integer programming formulation which includes tile following problems: part type 
selection, machine loading, part input sequencing, and operation scheduling. 

4.3.3 Non-traditional optimization techniques 

Recently somc progress has been made in solving some difl3cult FMS scheduling prob- 
lenls using non-traditional optimization techniques such as simulated annealing, tabu 
search, and gcnetic algorithms. Many papers have appeared recently dealing with the 
application of tabu search to solve various FMS planning problems. Tile list given 
below is by no means exhaustive. 

Brandimarte et. al. (1987) [8] applied simulated annealing to solving FMS produc- 
tion scheduling problems. In a more recent paper, Brandimarte (1993) [7] described 
a hierarchical algorithm for the flexible job shop problem. A two level approach has 
been devised, based on the decomposition of the problem in a routing and a job shop 
subproblem. Both problems are tackled by tabu search. Widmer (1991) [91] used 
a tabu search to solve an FMS scheduling problem considering tooling constraints. 
A simulation experiment was carried out where problems of up to 10 jobs and 10 
machines were solved using the tabu search algorithm. 

The classical job shop problem has been addressed in many papers using simulated 
annealing (see for example [54,56]), tabu search (see for example [15,60,87], and genetic 
algorithm (see for example [6,23]). 
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4.3.4 Expert systems and artificial intelligence approaches 

Many publications dealing with applications of expert systems (ES) and artificial in- 
telligence (AI) have appeared in recent years. 

Park et al [64] point out that the relative effectiveness of a given scheduling rule is 
likely to depend upon the system characteristics. In a dynamic system, these charac- 
teristics change over time. Therefore, it appears conceptually appealing to adopt an 
approach which employs appropriate and possibly different scheduling rules at various 
points in time. In order to do so, however, we need a mechanism which can distin- 
guish different combinations of system characteristics from one another. AI methods 
are appropriate for dealing with these issues. 

Today's scheduling systems, which are based on optimization techniques, misunder- 
stand the role of the expert scheduler and underestimate the importance of qualitative 
factors involved in scheduling problems. Therefore scheduling problems are prime can- 
didates for application of artificial intelligence technology. However, a more objective 
analysis would realize that, as optimization and expert system approaches have cer- 
tain advantages in solving scheduling problems, integration of the two approaches may 
yield better results as discussed by Kusiak [53]. Each approach, used alone, may be 
more appropriate for a given problem. 

For a review of expert systems in manufacturing refer to Kusiak and Chen [52]. 

5 C o n c l u s i o n s  a n d  f u t u r e  r e s e a r c h  d i r e c t i o n s  

In this paper, three fundamental FMS short planning problems have been discussed, 
namely the part selection problem, the machine loading problem, and FMS scheduling 
problems. These problems have been introduced and pertinent literature discussed. 
This section offers a discussion of future research directions in these areas. 

5.1 P a r t  t y p e  s e l e c t i o n  p r o b l e m  

Although a lot of progress has been made in modelling and solving the part selection 
problem, more research is needed to include many realistic constraints that are ignored 
in current formulations. More realistic models should consider more attributes of part 
types and address the fact that different part types may share common tools, among 
other considerations. 
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5.2 Machine loading 

Most of the models reported in the literature (see Section 3.2) dealing with the machine 
loading problem are 0-1 integer programming formulations. These models, although 
instrumental in understanding the problem and forming the basis for various heuristics, 
are very limited in addressing the problem adequately. They cannot be used directly 
to solve large problems. There is room for developing more efficient procedures for 
solving the machine loading problem. Also more attention should be given to tools, 
pallets, and fixtures management. 

5.3 FMS Scheduling 

There is a major difficulty in comparing different scheduling rules and scheduling 
schemes due to the lack of standardization among system definitions [28J. Results 
usually depend on the system configuration and cannot be generalized to other systems. 
Any standardization effort will be helpful in the evaluation of the solution methods 
developed. 

Although some work has been done to compare off-line and on-line schemes for 
FMS scheduling, more research is needed in this direction, especially when jobs arrive 
randomly and disturbances to the system, such as breakdowns, are allowed. 

More work is also needed in the area of synchronization of AGV's and machines. 
Other important issues which need further research include investigation of the effect 
of routing flexibility on scheduling methods. 

Maintenance scheduling in an FMS environment is another topic that needs more 
attention from researchers [90]. As machines become more complex and automated, 
their availability is vital to the FMS. Efficient maintenance strategies have to be de- 
veloped to prevent costly disturbances and loss of production. 

Non-traditional optimization techniques such as simulated annealing, tabu search 
and genetic algorithms have shown a lot of promise in solving scheduling problems in 
general and FMS scheduling problems in particular. This trend is likely to continue. 
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A b s t r a c t  
In this paper two different approaches to planning and scheduling in the classical 

manufacturing systems are overviewed. Based on these approaches, a planning and 
scheduling methodology for Flexible Manufacturing Systems (FMSs) is presented. One 
of the most important problems in the FMS methodology, the machine loading prob- 
lem, is discussed to a great extent. Four models of the loading problem are formulated. 
Some of the algorithms for solving the loading problems are also discussed. 

Introduction 

Flexible Manufacturing Systems (FMSs) have gained a large number of applications. 
To date hundreds of these systems have been implemented around the world. Japan is 
leading in the FMSs international competition in terms of the number of applications 
and associated management and organization successes. It would be difficult to further 
develop FMSs without knowing their nature. 

The aim of this paper is to discuss a new FMS planning and scheduling methodol- 
ogy. Based upon the framework of this methodology, a number of loading models are 
formulated. 

Planning and scheduling problems are very difficult to solve computationally (see 
Lenstra 1977, VanWassenhove and DeBodt 1980). This is probably the main reason 
why a relatively small number of planning and scheduling theoretical results have been 
applied in practice. Taking into account on one hand the limitation of theory, and on 
the other the need for optimization of planning and scheduling decisions in FMSs, 
perhaps the best remedy is to reduce the size of these problems. This can be done by 
aggregation and decomposition. 

It is not intended in this paper to survey all the planning and scheduling models en- 
countered in the classical manufacturing systems, but to show only typical approaches. 
Readers interested in the classical planning and scheduling models may refer, for ex- 
ample, to the excellent surveys written by Gelders and VanWassenhove (1981), Graves 
(1981), Elmaghraby (1978), and Silver (1981). 
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2 Planning and Scheduling in the Classical Manu- 
facturing Systems 

There are two basic approaches to production planning and scheduling in the classical 
manufacturing systems: 

1. material requirements to planning (MRP) 

2. hierarchical production planning (HPP) 

2.1 Material Requirement Planning 

To date, Material Requirement Planning (MRP) systems have been widely applied in 
industry. We should talk about a class of MRP systems rather than a single MRP 
approach, because of their diversity (Graves 1981). A typical MRP system is presented 
in Figure 1. 

Based on product requirements which are either deterministic or forecasted orders, 
a master schedule is generated. The master schedule specifies the number of products 
to be manufactured with each time period (i.e. 1 month) over a planning horizon (i.e. 
1 year). For each time period, products are exploded to parts. Of course, different 
products may consist of common parts, which are summarized. Production expressed 
in parts is split into batches. The formulae currently being applied for calculating the 
batch sizes are diverse. In general, they try to incorporate inventory holding costs and 
set-up costs. 

Part batches are then assigned (loaded) to the most appropriate group of machines, 
then scheduled to ensure high machine rat(; utilization and satisfaction of the imposed 
constraints, i.e. due dates. The decision processes behind the MRP system are of an 
iterative nature. They are usually repeatcd many times until acceptable machine loads 
and sequence of batches are generated. 

2.2 Hierarchical Production Planning 

Hierarchical production planning systems take advantage of a natural approach for 
solving complex problems. Firstly, the production planning is solved on aggregated 
data over a long planning horizon. As a result of this, the entire production planning 
problem is decomposed into subproblems which are computationally easier to handle. 
Depending on the nature of the overall production planning problem, there may be 
two or more decision levels in the structure of the hierarchical planning system. 

There are the following two advantages to an aggregate approach as opposed to a 
detailed planning approach (Bitram and Hax 1977): 

�9 aggregate demands can be forecast more accurately than their desegregate com- 
ponents 

�9 there is a reduction in a problem size and degree of data detail. 
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Figure 1" Decision blocks in a typical MRP system 

The hierarchical methodology presented in this paragraph is based on the deterministic 
approach presented by Bitran, Haas and Hax (1981). Dempster (1982), and Dempster 
et al. (1981) have discussed a stochastic approach to the HPP systems. 

Before the hierarchical production planning approach is outlined the following terms 
are defined (see Bitran et al. 1981)" 

product 
product type 

product family - 

an item delivered to the customer 
a group of products having similar production costs 
and inventory holding costs. 
a group of items pertaining to the same product 
type and sharing similar setups. 

The structure of the hierarchical production planning system is shown in Figure 2. 
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Figure 2: Hierarchical Planning System 

Mathematical formulations of each of the three decision blocks in Figure 2 are 
discussed in Bitran et al. (1981), Sitran and nax (1977), and Bitran et al.(1982). 

3 Planning and Scheduling Methodology  Applica- 
ble to FMSs 

Most literature on FMSs has been published in the last decade, and there have not 
been many successful applications of planning and scheduling methodologies in the 
classical manufacturing systems; therefore, it would be difficult to expect an efficient 
methodology applied to FMSs. 

Two recent survey papers, one by Buzacott and Yao (1982) and Sarin and Wilhelm 
(1983), are devoted entirely to the modeling of FMSs. It should be emphasized that 
most of the literature published on FMSs is based on queuing theory. An integer pro- 
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gramming approach to the problems of FMSs has been underestimated. It seems that 
the integer programming approach embedded in an efficient information system can 
be used to model and efficiently solve many of the planning and scheduling problems, 
including the dynamic problems. Such an information system is discussed in Suri and 
Whitney (1984). 

Based on the classical planning and scheduling approaches discussed in this pa- 
per, a methodology applicable to FMSs is outlined. The proposed methodology tries 
to incorporate optimization into the planning and scheduling decision process to a 
large extent. The problems being subject to optimization are of reduced sizes, either 
through aggregation or decomposition. Such an approach assures solution of these 
problems within a practically acceptable time. The new FMS planning and scheduling 
methodology is presented in Figure 3. 

The aggregate planning (level 1 in Figure 3) is, to some degree, similar to the 
aggregate model of Hax and Meal (1982). To reduce the problem size, the products are 
grouped into product types. It is necessary, however, to modify Hax and Meal's (1975) 
model to make it applicable to FMSs. The modification includes both the objective 
function and the constraints. First of all, the workforce factor can be eliminated in 
the aggregate model of Hax and Meal (1975). A typical objective function in an FMS 
aggregate model would include the sum of inventory costs, production costs and costs 
representing production capacity. It should be stressed that the production capacity 
can be a decision variable in the aggregated FMS planning model. 

In the classical systems the production capacity was varied typically by hiring 
and firing policies. In FMSs, it is possible to vary the production capacity only by 
changing the technological parameters; i.e. machining speed or feed rate. It should be 
remembered that this also influences the production costs. 

Resource grouping (level 2 in Figure 3) is a very important issue in FMSs and 
is discussed mainly in the parts context in Kusiak (1984c). Grouping of parts and 
machines enables decomposition of the overall planning problems into subproblems. 
As indicated in Kusiak (1984c), grouping of machines into Flexible Manufacturing Cells 
(FMCs) is considered as a logical grouping opposite to the physical cellular concept in 
the classical manufacturing systems. 

After the parts and the machines have been grouped, a new problem of allocating 
the part families to FMCs arises. This problem is solved in level 3 in Figure 3. In 
the classical Group Technology (GT) concept, parts have been grouped into families. 
Typically one part family would be assigned to one manufacturing cell. As mentioned 
previously, in an FMS process of grouping of machines into FMCs is of a dynamic 
nature. The modularity and flexibility of the materials handling system enables logical 
grouping of machines according to the current production needs. 

Grouping of machines in FMSs becomes a software issue, rather than the hardware 
layout problem in the GT manufacturing concept. In the planning and scheduling 
methodology proposed in this paper, the part families concept is also different than 
in the classical GT systems. We should look at generation of part families as an 
aggregation process. At this stage (level 2 in Figure 3) parts can be aggregated subject 
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AGGREGATE PLANNING LEVEL 1 

,, "4," 

RESOURCE GROUPING 

- PARTS INTO FAMILIES 

- MACHINES INTO FLEXIBLE 

MANUFACTURING CELLS (FMCs) 

LEVEL 2 

Nk" 

DISAGGREGATE PLANNING 

- LOADING OF FMCs 

- BATCHING 

- LOADING OF MACHINES 

LEVEL 3 

"4," 

SCHEDULING 

- MACHINES 

- MATERIALS HANDLING SYSTEM 

- PALLETS AND FIXTURES 

- TOOLS 

- ROBOTS 

LEVEL 4 

Figure 3" FMS planning and scheduling methodology 
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to similarity of 

�9 tools 

�9 fixtures 

�9 pallets 

�9 robot grippers 

�9 machines 

A number of different models could be formulated, however, the exact considerations 
would be beyond the scope of this paper. It should be stressed that this methodology 
assumes a relatively large number of families. On average, there will be more than 
one part family loaded to one FMC in level 3 in Figure 3. The objective function of 
the FMCs loading may have many different forms. As an example, the minimization 
of production costs or travel costs could be considered. The model's constraints could 
be concerned with the number of part families loaded on an FMC, number of tools, 
number of pallets, etc. 

In level 3, after the FMC loading problem has been solved, it may be necessary to 
split parts into batches. This, however, depends oil the length of the planning period 
of level 1 and order sizes. The short planning period and the small size of orders may 
result in small batch sizes. If this would not occur, tile batching model related to the 
aggregated model of Bitran et al. (1981) could be formulated for part families. 

After the FMCs have been loaded with part families, another optimization problem 
arises within each FMC. There is always some flexibility in assigning operations to 
machines. The problenl of loading of machines with operations (level 3 in Figure 3) 
can be modeled in a number of different ways. Loading problems of this nature have 
been formulated in Zimemia and Gerschwin (1980), Kusiak (1984b) and Stecke (1983). 

One of the advantages of the proposed methodology is that the resulting scheduling 
problems (level 4 in Figure 3) can become relatively easy to solve. The loading per- 
formed in level 3 may decompose the multi-machine scheduling problem, for example 
into a one- or two-machine scheduling problem. The number of machines involved 
in the resulting scheduling problem depends on the loading problem formulation (see 
Kusiak 1984b). As stated in Kusiak (1984a), there are other machine scheduling issues 
which would be considered in FMSs; namely, scheduling of: 

�9 materials handling system 

�9 pallets and fixtures 

�9 tools 

�9 robots 
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4 Machine  Loading P r o b l e m  

One of the most important problems in the presented FMS planning and scheduling 
methodology is that of machine loading (see level 3 in Figure 3). There is extensive 
literature on the loading problem. One of the most recent surveys on this subject is 
presented in Stecke and Solberg (1981). 

The classical loading problem falls into a class of problems known in the operations 
research literature as the assignment problem (Ross and Soland 1980), the generalized 
transportation problem (Pogany 1978), the bin packing problem (Jonson 1974), the 
multiple knapsack problem (Hung and Fisk 1978), and the loading problem (Deane 
and Moodie 1972, Christofides, Mingozzi and Toth 1979). 

Let us concentrate on two of the above mentioned formulations, namely: 

�9 the generalized assignment problem 

�9 the generalized transportation problem 

Given appropriate interpretation to these two operations research problems; they be- 
come loading problems in the manufacturing systems. In manufacturing systems, 
typically, the batches of parts are being loaded. Of course, there are a number of 
operations to be performed on each part. In this paper, for the conceptual and the 
notational convenience loading of batches of operations is considered. 

4 .1  L o a d i n g  M o d e l  B a s e d  o n  t h e  G e n e r a l i z e d  A s s i g n m e n t  

P r o b l e m  

This loading model is based on a formulation of the generalized assignment problem. 
In order to present this model let the following notations be introduced: 

I set of batches of operations to be processed 
J set of stations 
Tij time of processing batch i on station j, for each ieI and j eJ 
C 0 cost of processing batch i on station j, for each ieI and j eJ 
bj processing time available on station j, for each jeJ  

1 if batch i is processed on station j 
y i j -  0 otherwise 

The objective is to minimize the total sum of the processing costs, 

(MA) minimize E E COYiJ (1) 
i~I j t J  

subject to: (2) 

YO = 1, for each ieI (3) 
jeJ 

Tijyij _< bj , for each jeJ  (4) 
ieI 

yij = 0, 1; for each ieI and jeJ  (5) 
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Constraints (2) ensure each batch of operations is processed on exactly one station. 
Constraints (3) ensure each station availability time cannot be exceeded. 

One of the most effective algorithms for solving model MA has been developed 
by Ross, Soland and Zolteners (1980). Their algorithm is of the branch and bound 
type, with one of the bounds based on Lagrangian relaxation. They reported on 
computational results for many generalized assignment problems. 

As an example consider the problem for rn = 30 and n = 40 which was solved in 
0.207 seconds, where m is number of stations and n is number of batches. 

4.2 Loading  M o d e l  Based  on the  Genera l i zed  T r a n s p o r t a t i o n  
P r o b l e m  

Consider the assigning of a set I of batches of operations to a set J of stations. Each of 
these stations is capable of processing any batch of operations with different efficiency. 

Let us denote: 

t i j  

cij 

ai 
bj 
x~j 

unit time of processing an operation from batch i on station j ,  
for each ieI and jeJ  
unit cost of processing an operation from batch i on station j ,  
for each ieI and j eJ 
required number of operations from batch i, for each ieI 
processing time available on station j ,  for each j eJ  
number of operations from batch i to be processed on station j ,  
for each ieI and jeJ. 

The loading model to MT can be formulated as follows: 

(MT) minimize ~_~ ~ cijxij 
ieI jeJ 

subject to: 

xij = hi, for each ieI 
jeJ 

tijz~j < bj , for each j eJ 
ieI 

xij > O, for each ieI and j eJ  

(6) 

(7) 
(8) 

(9) 

(10) 

Constraints (6) specify that the required number of operations from batch i is equal 
to hi. Constraint (7) ensure that the time available on each station j is not exceeded. 
There has been only a few attempts to solve the model MT reported in the literature. 
Charnes and Cooper (1954) presented the stepping stone algorithm for solving model 
(MT), which has been generalized by Eisemann (1964). 
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4.3 M a c h i n e  Load ing  M o d e l s  A p p l i c a b l e  to  F M S s  

Based on the previous considerations we will present four new machine loading models 
applicable to FMSs. In formulation of these models we will try to stick to the following 
two principles: 

�9 formulate the models in a simple way 

�9 use the practical assumptions 

Loading Model M1 
One of the requirements in many of the FMSs is that  each operat ion could be pro- 

cessed on more than one station. The loading model M1 presented below incorpora ted  
this requirement.  

To formulate model M1, in addit ion to notat ion introduced in model MT, define 
the following parameters:  

dij maximum allowable time for processing set of operations from 
batch i on station j ,  for all ieI  and j e J  

ni max imum number  of stations the set of operations from batch i can 
be t)roccssed on, for each ieI. 

The formulat ion of model M1 is as follows: 

( M 1 ) minimize E E cij xij 
i~l j(.l 

subject to: 

(11) 

(12) 

:rij = ai, for each ieI  (13) 
jcJ 

t i jxi j  ~ dijYij, for each ieI  and j e J  (14) 

yij <_ hi, for each ieI  (15) 
jcJ 

x 0 _> 0, integer, for each ieI  and j e J  (16) 

yij = 0, 1, for each ieI  and j e J  (17) 

Loading Model M2 
There are constraints which are usually of no concern to management  of the classical 

manufactur ing  systems, but which play an impor tant  role in FMSs. These constraints 
are concerned with a limited tool magazine capacity. In order to formulate a model 
which will incorporate a tool limit constraint,  let us introduce the following parameters:  

kij space occupied by the tool required for manufactur ing of 
operat ions from batch i on station j ,  for each ieI  and j eJ 

fj  s tat ion j tool magazine capacity, for each j eJ. 
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Formulation of the loading model M2 is as follows: 

(M 2) minimize E E cij x ij 
icI j~J 

subject to: 

(18) 

(19) 
xij = ai, for each ieI (20) 

jeJ 

tijxij < dijyij, for each ieI and j eJ  (21) 

kijyij < fj,  for each j e J  (22) 
ieI 

Yij <_ ni, for each ieI (23) 
jcJ 

Xij ~> O, integer, for each ieI and j e J  (24) 

yij = O, 1, for each ieI and j eJ  (25) 

Loading Model M3 
Apart from the constraints introduced in models M1 and M2, there are also con- 

straints associated with the length of tool life. To formulate loading model M3, in 
addition to the notation in model M2, let us denote 

rij expected length of life of a tool applied in processing operations 
from batch i on station j 

(Ma) minimize E E cijaij (26) 
ieI jeJ 

subject to: (27) 

xij = ai, for each ieI (28) 
jeJ 

tijxij <_ bj, for each j eJ  (29) 
icI 

tijxij ~ rijYij, for each ieI and j eJ (30) 

~-~Yij <_ ni, for each ieI (31) 
jeJ 

x~j > O, integer, for each ieI and j eJ  (32) 

yij = O, 1, for each ieI and j eJ  (33) 

Loading Model M4 
This model incorporated features of model M2 and M3 
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(M4)  minimize 

subject to: 

ieI jeJ  

(35) 
__ ~ zij -- ai, for each ie I  (36) 
jeJ  

tijxij <_ bj, for each jeJ (37) 
ieI 

kijyij <_ f j ,  for each j e J  (38) 
ieI 

tijxij < rijYij , for each ieI  and j e J  (39) 

v,j _< ~,, fo~ e~ch id (40) 
jeJ  

x~j >__ O, integer, for each ieI  and j e J  (41) 

y~j - 0, 1, for each ieI  and j e J  (42) 

5 S o l v i n g  T h e  F M S  L o a d i n g  M o d e l s  

The presented FMS loading models (M1-M4) belong to a class of mixed integer (integer 
and boolean) programming problems. They can be solved by a general mixed integer 
programming techniques, i.e. cutting plane and branch and bound. In practice, how- 
ever, it may be difficult to obtain optimal solutions to the FMS loading models in an 
acceptable time, due to their large size (for example m = 20, n = 2000). Taking into 
account tile FMS environlnent, in many cases it is satisfactory to generate a feasible 
solution. Computational experience with models related to M1-M4 indicates that such 
a feasible solution, in fact, may be very ch)se to the optimal one. This is mainly due 
to the data  structure associated with the existing FMSs; namely, the cost coefficients 
cij in the objective function are typically uniformly distributed. 

These is also one more FMS feature which should be mentioned, namely the plan- 
ning horizon corresponding to the loading models. The models discussed (M1-M4) 
are static FMS models, but they can be applied in dynamic situations as well. In the 
static applications (long planning horizon, for example 24 hours), the time to solve 
these models is not a crucial factor. One can imagine a situation where the long hori- 
zon results become invalid, because of FMS disturbances; i.e. machine failure. This 
generates a dynamic situation which requires recomputation of the loading model. In 
this case the length of the computing time becomes a very crucial factor. In such a 
case, one might be satisfied with the suboptimal solution. 

Taking into account the features of the FMS environment discussed, a class of 
subgradient algorithms seems well suited for solving the four FMS loading models. 
These algorithms, typically generate a feasible solution in a modest computing time. 
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It may take a considerably longer time to find an optimal solution; or, in many cases 
to confirm the optimality of the previously found feasible solution. A class of subgradi- 
ent algorithms also has an advantage of indicating the quality of any feasible solution 
found. A relative distance of a feasible solution from the optimal one is very often 
used as a stopping criterion. 

To illustrate the efficiency of a subgradient algorithm, consider the following for- 
mulation of the segregated storage problem. 

(PS)  minimize E E cijx,j (43) 
ieI jeJ  

subject to: (44) 

xij = a, , for each ieI  (45) 
jeJ 

xij <_ bjyij , for all ieI and j eJ 

yij _< 1 , for a l l j e J  
ieI 

x~j >_ 0, integer, for each ieI and j e J  

yij = 0 ,  1 ,for each ieI and j e J  

This problem is a special case of the loading model M1. 

(46) 

(47) 

(48) 

(49) 

The computational results of solving the problem (PS) on the CDC CYBER 
170/720 by the subgradient algorithm are demonstrated in Table 1. 

Table 1. Computational results 
Problem size 
m n 

20 I0 
25 20 
25 25 
30 20 
40 30 

Average Number 
of Iterations 

20 
9 
15 
4 
16 

Average Computing 
Time in CPU sec. 

0.50 
0.84 
1.29 
0.88 
2.9 

The average number of iterations and the average computing time in Table 1 are 
reported for optimal solutions to the problem PS. A more detailed computational 
analysis is presented in Gunn and Kusiak (1983). 

6 C o n c l u s i o n s  

In the first part of this paper the planning and scheduling methodologies of the classical 
manufacturing systems were discussed. As these methodologies do not satisfy the needs 
of FMSs, a new planning and scheduling concept was outlined. This concept should 
fill the existing gap in the theory and applications of FMSs. It may also indicate the 
future research directions towards more efficient control strategies in FMSs. 
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The second part of this paper shows a relationship between FMS machine loading 
models and some of the known operations research models. Four new formulations 
of the FMS loading problem are presented. The strength of these formulations is in 
their linear structure. There are good prospects for applications of these models in 
the existing FMSs. This is mainly due to the constraints encompassing a large variety 
of industrial situations. 
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A b s t r a c t  

In this paper we develop a production planning model which considers the problem 
of selecting optimal routes for manufacturing various part types in a Flexible Manu- 
facturing System. We address the planning problem and its shop floor implications 
in a closed loop framework thereby making order release policies more effective. An 
hierarchical solution procedure is outlined. We illustrate the model with an example. 

In troduct ion  

Short product life cycles, mass customization, and short delivery" times are some of 
the important challenges that industries are facing today. Firms are looking for prac- 
tices and technologies that will help them in addressing such needs. Recent advances 
in manufacturing technology, which cater to the growing needs of the industry, have 
strengthened the case for improving or introducing flexibility in manufacturing sys- 
terns. Flexible manufacturing system (FMS) is such an example of this new tech- 
nology. It comprises workcenters (consisting of machines) which are connected by a 
transportation system and are capable of performing a number of different tasks - 
all under computer control, thereby achieving improved productivity and reduction in 
the costs with losing sensitivity to product quality. The machines have automatic tool 
changing capabilities which enable them to perform a set of operations while mini- 
mizing set up delays. Several different types of parts can be processed on a flexible 
manufacturing system. Parts, in general, have the flexibility to follow a variety of 
workcenter sequences and are made to demand (i.e., pull system). This reduces the lot 
size, sometimes to as low as one. The purpose of this paper is to provide an analytical 
methodology for production planning in a flexible manufacturing system. 

FMSs can be analyzed using queuing network models for performance evaluation 
and optimization for system design and planning (Chatterjee, et. al., 1984) [5]. In their 
model, a workpiece goes through a series of operations at various workcenters before 
it is unloaded from the system. A path for a given workpiece is defined as a sequential 
set of operations. The flexibility of the system allows for various kinds of parts to be 
processed at the same time. The workcenter may consist of a single machine capable 
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of performing a single job or multiple jobs (i.e., multi-tool machine with automated 
tool changing capabilities) or a group of machines. Hence, a workpiece which enters 
the system has the option of going to several different workstations. This is governed 
by the type of operation required on a job and gives rise to at least one path which 
the job may follow before being unloaded. Therefore, the network of workcenters 
and the transportation system (connecting workcenters and the load/unload center) 
allows many possible paths for a workpiece to move through the system. It has been 
found that variety and fluctuations in the demand of various workpieces or parts being 
routed influence the nature of the FMS routing procedure (Jaikumar, 1984) [6] and, 
consequently, the design of the planning system. 

The pioneering work in the area of analytical modelling of FMS was done by Solberg 
(1978)[14] with the development of the CAN-Q model based on a closed queuing 
network. Kimemia and Gershwin (1978)[81 have presented an optimization model with 
workcenter level complexity (i.e., with all machines at a workcenter having the same 
process time for all part types) for an open-queuing network. Secco Suardo (1978)[13] 
coupled a non-linear programming formulation with a closed-queuing network model 
for a single class of jobs. 

Stecke (1983)[15] has defined a set of production planning problems and attempts 
to solve the pooling and the loading subproblems. It has been suggested that work load 
should remain unbalanced when tile size of machine groupings (i.e., after maximum 
possible pooling)is unequal (Stecke, 1983)[15]. Wittrock (1985)[20] used heuristic 
algorithms to solve tile part mix allocation problem, the objective being minimiza- 
tion of makespan or total completion time of each day's mix. He argues for studying 
setup times since, often, part types are grouped into families and a machine incurs 
a setup time while shifting from one family to another. Needless to say, there is a 
nccd to carry out capacity planning ~md operations scheduling before hand in order to 
guarantee a high usage rat(; of the expensive flexible manufacturing system (Schaluch, 
1982)[12]. He observed that planning results would become better in measure as the 
degree of freedom for planning, such as alternative machines, alternative sequence of 
operations, and alternative operation variants arc taken into consideration. Stecke and 
Kim (1988)[18] have presented a model which selects a subset of part types to be ma- 
chined together and determines their aggregate production ratios over some upcoming 
period. The authors use C AN-Q for determining the relative ratios of workloads on 
machine types. 

Several authors (including Stecke and Solberg, 1981115]; Ammons et. al., 198411]; 
Chakravarty and Shtub, 198413]; Rajagopalan, 1986 [11] ) have addressed various is- 
sues related to loading and control of FMSs. None, however, incorporate the state of 
the shop in their formulations. Few attempts have been made to solve the production 
planning and scheduling problems simultaneously. Kusiak (1986)[9], Stecke (1986)[17] 
and Nelson (1986)[10] propose hierarchical production planning frameworks which in- 
volve solving the planning and scheduling problems in a top down fashion. To our best 
knowledge, this remains as the most feasible approach available. The results of Kar- 
markar (1987)[7] show the need for incorporating the shop floor status in determining 
order release policies and consequently planning decisions. Kusiak (1986)[9] outlines 
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the necessity of exploiting the "interaction between FMS and its environment".  One 
way of making production planning more reactive, in this hierarchical framework, is to 
address the planning problem and the shop floor implications in a closed-loop frame- 
work. This would render order releases to a scheduling module more relevant and 
effective. 

Given a fixed mix of parts  (as defined by its demand) and knowing the workcenters 
that  can perform each operation, we want to determine the opt imal  number  of parts  
to be processed on each feasible route and subsequently the workcenters on which to 
process them such that  the overall production rate of the system is maximized or the 
total  variable costs are minimized. Such a planning exercise becomes necessary in light 
of the above discussion, especially, since it forms the basis for production scheduling. 

In the next section we develop a mathemat ica l  programming model which maxi- 
mizes the throughput  rate of the system while the build up of queues within the system 
is modelled as a constraint. An illustrative example is provided in Section 3 and con- 
clusions are presented in Section 4. Details of the solution procedures are given in the 
Appendix. 

2 O p t i m i z a t i o n  M o d e l  for a F M S  and  t h e  S o l u t i o n  

A l g o r i t h m  

In this section we develop a production planning model for a flexible manufactur ing 
system. We also describe a solution algorithm for solving the above problem. The 
manufactur ing system comprises a set of workcenters which is a collection of machines 
with a dedicated inter-machine t ransport  facility. Each machine can perform one or 
more operations. One or more operations is required to process any given part  type. A 
route is defined as a sequence of workcenters (and machines) which a part  type visits 
before it becomes an end product.  

Given a product  mix, we seek to determine the mix of routes which maximize the 
total  production rate for all the different part  types in the manufactur ing system. The 
parameters  and variables that  describe the problem are: 

P a r a m e t e r s  

p 
d 
72 

b 
Ti 

Smt 
Oi~tj 

di 

Cl 

-- number  of part  types 
- number  of operations 
= number of workcenters 
= number  of machine types 
= number  of feasible routes for producing part  type i 
- setup time for operation rn on machine type 1 
- processing time for part  type i for operation rn on machine l 

at workcenter j 
- demand for part  type i 
- available capacity at machine l 
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a i  

I 
t(j,k) 

= fraction of part  type i in the total production 
= maximum allowable work-in-process inventory 
= travel t ime between workcenters j and k 

V a r i a b l e s  

X,j~ 

PRi 
qj(Xlj...Xpj) 

= production rate of part  type i on machine type l at 
workcenter j on route r 
production rate of part  type i over all routes 

- average queue length at workcenter j comprising different 
part  types 

The optimization problem P P which maximizes the overall throughput  rate of the sys- 
tem subject to the constraint imposed on the average level of work-in-process inventory 
can be formulated as follows: 

n 

E qJ(X,jX J) + 
j = l  

P P  �9 Maximize 

subject to: 

P 

PRi 
i = 1  

ri  

PRi - ~ X,.i.,., 
r = l  

Vj* e M(j*), Vl" e M(l*j*) (1) 
P 

Pt~ - ai. ~ PRi V, ( 2 )  
i = 1  

p ri b 

E E E(Xiljr't(j,k)) <- I V(j, k) e A (3) 
i = 1  r = l  /=1  

Y~ Xa. j., > di Vi (4) 
1- 

E E E x.j.o  ,j <_ c, vj, l (5) 
i rn  r 

Xitj~ and Pt?4 > 0 V i , j , l , r  (6) 

Constraint  1 establishes the relationship between the production rate for each part  
type and the production rates at bottleneck stations on each route for every part  type. 
The production rate on any route, for a given part  type, is given by the product ion 
rate of the bottleneck machine on that  route. Since it is possible that  a machine can 
be on more than one route, the workload at any given machine comprises amount  
produced on different routes and, may be, consisting of different part  types. It can 
also be appreciated that  the bottleneck workcenter may be different for each route. 
l* is the bott leneck machine on route r for part  type i and is determined using the 
algori thm outlined in the Appendix. Similarly, j* is the workcenter which includes 
the bott leneck machine l* on the route r. M(j*) is the set of bott leneck workcenters 
and M(l*j*) is the set of bottleneck machines in each workcenter, j*. Constraint  2 
is the ratio requirement for each part  type i such that  ~ i  ai = 1. It can capture 
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the relationship between part types as defined by the bill of material. Constraint 3 
ensures that  the average WlP does not exceed the prescribed level. The WlP level is 
the sum of average queue lengths at all workcenters and the pipeline stock (i.e., stock 
under transportation between workcenters). A is the set of all workcenter pairs which 
are connected by the material handling system. The average queue length at any 
workcenter includes arrivals from other workcenters (or other machines in the same 
workcenter) as well as external arrivals. However, if j = 1 is the load station and 
j = n is the unload station, then ql = external queue while all other workcenters have 
no external queues. Constraint 4 ensures that the production rate over all routes, for 
each part type, meets the demand for that part type. Constraint 5 ensures that  the 
amount produced on any given machine, over all possible routes, does not exceed the 
capacity of the machine. Constraint 6 are the non-negativity constraints. 

The above mentioned production planning model embodies a spectrum of issues 
ranging from the determination of routes for each part type to the determination of 
average queue lengths. We have developed an hierarchical solution algorithm (which 
is shown in Figure 1) for solving the problem PP. The heuristic procedure involves 
solving an LP along with a queuing subproblem PP. The heuristic procedure involves 
solving an LP along with a queuing subproblem - these two phases are tied together in 
a closed-loop framework. As shown in Figure 1, Phase I determines the proportion of 
a given part type that should be manufactured on each of the feasible routes (i.e., the 
starting solution); this subsequently forms the input to queue-length-determination 
problem which provides us with the average queue length at each workcenter. Phase 
II uses the average queue values from Phase I to form the production planning prob- 
lem. It determines the production quantity for each part type on every feasible route. 
Each phase provides input to the o the r -  the cycling process, thereby, updates and 
improves the optimal part-route mix at the end of each iteration until it converges. 
The hierarchical solution procedure requires enumeration of feasible routes for each 
part type in terms of operation and machine visits. Any standard route generation 
algorithm can be used for obtaining the routes (e.g., route generator of Chatterjee et. 
al., 198415] or one can be developed using the constructs in Chandra, 1993 [4]). The 
initialization of the solution procedure is done via an aggregate determination of the 
quantity of given part types that should be manufactured on a given feasible route (i.e., 
/3i~). This has been dealt as SUBPROBLEM 2 in the Appendix. SUBPROBLEM 1 
in the Appendix outlines a procedure for determining the bottleneck machine on each 
feasible route and discusses related issues. The queuing subproblem (i.e., the determi- 
nation of the average queue length at each workcenter) is solved using the following 
heuristic which modifies Suri and Hilderbrant's (1984)[19] variant of Schweitzer-Bard 
algorithm for the above problem: 

E~=~,j~n r  - 1 

v=l,vr 

Wij is the average waiting time for part type i at workcenter j and Qq is the average 
queue length at workcenter j as part type i enters the workcenter. All other variables 
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Determination of 
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Obtain 
Average Queue 

Lengths 

Phase I 

Figure 1" Hierarchical Solution Procedure 

have their defined meaning. The above heuristic is employed to determine qj(Xlj...Xpj) 
using 'Mean Value Analysis' (Suri arid Hilderbrant, 1984)[19] for the multiple product 
case. The heuristic converges in finite number of steps (convergence results are shown 
in Section 3). 

The structure of the general LP optimization problem (i.e., PP) is such that a 
solution procedure carl be developed by application of the Dantzig-Wolfe price directive 
decomt)osition procedure for solving the LP problem for the entire network (especially 
for large size problems as described in Chandra (1993) [4]). For small size problems 
one can use any standard simplex code (e.g., LINDO). 

3 N u m e r i c a l  R e s u l t s  for a Four  S t a t i o n  S y s t e m  

Consider tile system depicted in Figure 2. There are two workcenters in the system 
and the load and unload stations. There are two types of parts being manufactured. 
Each workcenter comprises two machine types. Each workcenter is connected by a 
dedicated conveyor. Three different kinds of operations can be performed by the four 
machines. Operation 1 needs to be performed on part type 1 while operation 2 and 3 
need to be performed on part type 2. 

d = 3 ---, [ m =  1,2,3] 
n = 4 ---. [j = L ,  1 , 2 ,  U L ]  

p = 2--~ [i = 1,2,1 
b = 4 ~  [ l = n l , n 2 ,  L3, n4] 

�9 Load and Unload operations take 1 minute each 
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Convey( 

---orkcenter 1 

Workcente 

Figure 2: A Four Station System 

�9 Average travel time on each arc = 1 minute, i.e., t(j,k) = 1 min. for all (j, k) E A 

�9 a l  = a 2  = 0 . 5  

�9 The average operation times (in minutes) on each machine type are given as 
follows: 

Operation 
Machine Type 
1 2 3 4 

12 - - 11 

8 7 - - 

- - 1 3  - 

R o u t i n g s  for  t h e  T w o  P a r t  T y p e s  

Part  type 1 -  
ROUTE 1 : L- WI(LI) - UL 

ROUTE 2: L- W2(L4) - UL 

Part  tyope 2 -  
R O U T E  3 :  L -  WI(L1)  - W2(L3) - UL 
ROUTE 4 :  L- WI(L2) - W2(L3) - UL 

R O U T E  5 :  L -  W2(L3) - WI(L1)  - UL 

R O U T E  6 :  L -  W2(L3) - WI(L2)  - UL 

where W l  and W2 are workcenters 1 and 2 and L1, L2, L3 and L4 are the machines 
used at those workcenters. Since this design is simple, routes can be enumera ted  by 
inspection. Alternatively, for a complex design, the route generation algori thm of 
Chatterjee et. al. (1984)[5] can be employed for this task using the constructs and 
matrices that  have been developed in Chandra  (1993)[4]. 
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The starting solutions (~ir) for the above routes were determined using Subproblem 
2. From the analysis of bottleneck machines (Subproblem 1) for the above routes for 
part type 1, the bottleneck machines are L1 for Route 1 and L4 for Route 2. For part 
type 2, the bottleneck machine is L3 over all routes. These form the starting solution 
to the overall problem as well as inputs to the queuing subproblem. 

Queuing Subproblem 

The computer implementation for determining the average queue length (using the 
modified Schwitzer-Bard heuristic given in the earlier section; this is used within the 
mean value analysis framework) was done in Fortran 77. For the base total demand of 
120 units for the entire planning period, the results obtained for the four workcenter 
system, were as follows: 

Average Queue Length at Node 1 : 4 
Node 2 : 4  
Node 3 : 4 
Node 4 : 4 

The heuristic was tested for convergence and it was found to converge in a finite number 
of steps. The following table exhibits the number of iterations taken to converge, the 
cpu time used on DEC 10, and the average queue lengths obtained for a ten workcenter 
FMS while varying the part types from 2 to 10: 

Table 1" Performance of the queueing heuristic. 

No. of 
Part Types 

2 
4 
6 
8 
10 

No. of 
Workcenters 

10 
10 
10 
10 
10 

No. of CPU Total No. of 
Iterations Secs. Parts in Queue 

6 0.47 20 
7 0.91 40 
7 1.17 50 
7 1.45 70 
7 2.01 92 

The efficacy of this implementation vis-a-vis other methods (which needless to mention 
are also approximations) still remains an exercise. 

Now that  all the subproblems have been solved the original production planning 
problem (PP) is formulated and solution obtained. The value of I is the limit on 
work-in-process inventory in the system for a given demand for each part type. Total 
number of parts in queue in the system is 16. Results were obtained for the current 
demand level (i.e., 60 units of each part type). Subsequently, the demand level was 
varied and the whole exercise repeated. Movement of parts from one workcenter to 
another with the increase in demand levels was studied. 

At the base demand levels (60 units of each part type per planning period) all of 
type 1 parts  followed route 2, i.e., L - W2(L4) - UL. The proportion of part type 1 that  
use workcenter 2 is shown in Figure 3 as a function of the work-in-process inventory. 
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When the in-process inventory is low the proportion of part type 1 using workcenter 
2 is high since it is the faster workcenter (operation time for operation 1 is lowest at 
machine L4). As the number of parts in the system increases, more type 1 parts start 
utilizing workcenter 1. Similar results were reported by Secco-Suardo (1978)[13] while 
optimizing a closed network of queues. However, in his study the proportion of parts 
visiting the faster station depended on the ready number of pallets. Figure 4 shows 
the variation of the production rate of part type 1 with I and was found to be directly 
proportional to the work in process inventory. Nevertheless, maximum production rate 
stabilizes at 10.45 parts/hr, as I tends to infinity. At that production rate both the 
machines (L1 and L2) which can perform operation 1 on part type 1 are utilized to 
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Type 2 parts, on the other hand, always follow route 4: L - WI(L2) - W2(L3) - 
UL. They go to workcenter 1 first and then to workcenter 2. Workcenter 2 (machine 
L3) is the bottleneck hence using route 6(L-  W3 (L3)- WI(L2) - UL)increases the 
work-in-process inventory correspondingly. 

4 C o n c l u s i o n s  

We have presented an optimization model for production planning in a Flexible Manu- 
facturing System. Our model takes into consideration the state of the shop in making 
decisions regarding the quantity of different products that are to be produced on vari- 
ous routes in the manufacturing system. We develop an hierarchical solution procedure 
that solves the planning and the queuing subproblems in an iterative fashion to obtain 
the results. An example was solved to exhibit the feasibility of the proposed system 
and results leading to the convergence of the queuing heuristic were reported. We also 
discuss the implications of the results that were obtained. We feel that this closed-loop 
framework at an early stage of production planning makes the plan more reactive and 
effective when implemented via the scheduling process as it considers the impact of 
loading on shop floor queues while making the production planning decisions. 

This exercise of determining tile optimal proportion of each part type to be man- 
ufactured on the various feasible routes is important from the point of view of the 
scheduling problem. Development of a scheduling heuristic for this system and a 
study of the performance of the hierarchical planning and scheduling problem would 
be the next step in this research. 
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A P P E N D I X  

S u b p r o b l e m  1 : D e t e r m i n a t i o n  o f  t h e  B o t t l e n e c k  M a c h i n e  

Let /~i~ - units of part  type i on route r; and ctj ~i - the load on machine l at 
workcenter  j on a given route r for a given part  type i (we shall currently drop the 
superscript  i since the analysis is for every part  type). 

Load can be expressed as 

m 

S T E P  1 

Calculate czjr for each workcenter on every feasible route for a given par t  type i. 

S T E P  2 

Determine if the machine l falls on a single route. In case a machine falls on two 
or more routes, then it 's effective load is the sum of the ctjr for all the routes which 
use machine 1 at workcenter j; e.g., if machine I falls on routes 1 and 2; then 

ce : Cljl ..~ Clj2 

where c ~ = effective load. 
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S T E P  3 

Choose the  workcenter  and machine  with the  highest  c ~ value as the  bo t t l eneck .  

E X A M P L E  

Consider  a s imple ne twork  showing two routes  for a pa r t  type  (F igure  5). T h e  

boxes axe workcenters  (wk) and  figures above t h e m  are ope ra t ion  t imes  (assume se tup  
= 0). T h e n  at" 

w k l  : c e = 5( i l l  -~-f12) 
w k 2 :  c ~ = 4~1 

w k 3 :  c ~ = 7~2 

w k 4 :  c ~ = 6(fll +/~2) 

"-%6 
! 4 ~ 

Figure  5. Flows be tween workcenters .  

Hence, bo t t l eneck  for the  route  = max c e over routes  1, 2, 3, &: 4. Clearly, bo t t l eneck  
shall  change as ~s change. 

S u b p r o b l e m  2 : D e t e r m i n a t i o n  of  

Let flit = uni ts  of par t  type  i manufac tu r ed  on rou te  r. ~ir must  be d e t e r m i n e d  
since it forms the  input  to the  queuing subproblem.  The  approach  is to  mode l  all 
the  feasible rou tes  into a ne twork and then  solve the  min - t ime  flow prob lem wi th  n 

workcenters .  The  object ive  is to de te rmine  ~ir such t h a t  the  flow minimizes  the  sum 
of opera t ions  and  move times. 
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Let a = (X, U) be a directed graph (assumed to be connected) .  Associated with  
each arc u(i.e., (j, k ) ) i s  an overall t ime value, T~ which is the sum of the opera t ion  
and move t ime required by a part  type on any given route.  

A is the totally unimodular ,  vertex-arc-incidence mat r ix  of graph G such tha t  

A = a j u , j = l , . . . , N  and u = l , . . . , M  

where each column corresponds to an arc of G and each row to a vertex of G, then  we 
can say tha t  for each row j ( j e X )  

w+ ( j )  

w - ( j )  

and for each column u, 

- { ~ l a ; .  - -  1 }  

- -  { u l a . ,  - - 1 }  

aju -- 1 and aku - - 1  if u - (j, k) e U 

We can say that /~i  is a vector of M elements,  i.e., 

. . . ,  . . . ,  9 , " ]  R M 

where 

/3~ = ~ [~iT (R - route  mat r ix  for r) 
r = l  ,u=(j,k),kcR 

or in o ther  words, the effectiw~ flow on an arc is the sum of flows of part  types i on all 
routes which use workcenters j and k. Now we can write the conservation of flow at 
each workcenter  on the route  

/~:'- ~ /~? v j ~ x  (s) 
. . . . . .  + ( j ) . . . . . . .  - ( J ) 

which can also be wri t ten  in terms of the vertex-arc incidence mat r ix  as 

A.[:~i - 0 

Supp ly -demand  constraint  can be wri t ten  as 

t t  

/~;r _> d, (• 
r = l  

where di is the demand  of part  type i; and the non negat ivi ty  constraint  

Z~ >_ 0 ( I I I )  

Thus,  the problem can now be expressed as the following min- t ime flow problem: 

minimize ~ / 3 ~  ~-~ 
ueU 

subject  to: 

( I ) ,  ( I I ) ,  and ( I I I )  

The  solution to this network flow problem provides us with  values of/3i~ for each par t  
type. 
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A b s t r a c t  

The flexible manufacturing system (FMS) is an alternative to conventional discrete 
manufacturing processes that permits highly automated, efficient, and simultaneous 
machining of a variety of part types. In managing these systems, technological require- 
ments indicate that scveral decisions must bc made prior to system start-up. To this 
end, previous research has defined a set of FMS production planning problems. The 
final production planning problem is called the loading problem, which is described 
as follows. Given a set of part types chosen for immediate simultaneous production, 
allocate the operations and associated tooling of these part types an long the machines 
subject to the capacity and technoh)gical constraints, and according to some loading 
objective. This problem has previously been formulated as a nonlinear mixed integer 
program for several loading objectives. Although it has been shown that the nonlinear 
MIPs are solvable on large computer systems, real-time FMS control rcquirements and 
the typical availability of minicomputers in shop environments make it impractical and 
cost inefficient to optimally solve the loading problem in many plants today. 

As a result, the authors develop several heuristic algorithms that provide good 
solutions to various versions of the FMS loading problem. We expect that these rules 
can be executed in essentially real-time on minicomputers available today. 

Introduction 

The development of highly automated flexible manufacturing systems (FMSs) has cre- 
ated new opportunities for the efficient manufacture of component parts in the metal- 
cutting industry. The effective use of these systems, however, requires the solution of 
new and complicated production planning and control problems. In an effort to make 
these problems tractable, Stecke [1983] has devised a hierarchical scheme comprising 
five production planning problems which must be solved prior to system operation. A 
brief description of these appears in Table 1. The primary purpose of this paper is 
to present heuristic solution procedures for one of these problems, the FMS loading 
problem. 
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The loading problem is one of deciding how individual machines are to be tooled 
to collectively accomplish all manufacturing operations for each part type that will be 
machined concurrently. A solution to this problem specifies the cutting tools which 
must be loaded in each machine's tool magazine before production begins, and hence, 
the machine or machines to which a part can be routed for each of its operations. 
Since a variety of products (parts) can be manufactured simultaneously on an FMS, 
where each part has its own, potentially unique, set of required operations, loading 
becomes a combinatorial problem. Some of the characteristics which make this a 
difficult combinatorial problem to solve include the possibilities that: 

1. some particular part operations may be performed on any of several different 
types of machines; 

2. operations could then require different processing times on various machine tools; 

3. different part operations may be able to use some of the same cutting tools; and 

4. tools, measured individually and collectively, require various amounts of space 
(slots) in fixed-size, limited-capacity tool magazines. 

Table 1 
Production Planning Problems 

1. Part Type Selection: 
From a set of part types that have production requirements, 
determine a subset for immediate and simultaneous processing. 

Machine Grouping: 
Partition the machines into machine groups in such a way that 
each machine in a particular group is able to perform the same 
set of operations. 

. Production Ratio: 
Determine the relative ratios at which the part types selected 
in problem (1) will be produced. 

. Resource Allocation: 
Allocate the limited number of pallets and fixtures of each fixture 
type among the selected part types. 

. Loading: 
Allocate the operations and required cutting tools of the selected part 
types among the machine groups subject to technological and capacity 
constraints of the FMS 
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Although it is possible to model these characteristics as nonlinear mixed integer pro- 
grams (Stecke [1983]), it can be time and cost prohibitive to optimally solve the resul- 
tant loading problems that are large, despite the existence of an efficient branch and 
bound procedure that can solve the nonlinear integer problems associated with one of 
the 5 FMS loading objectives of interest here (Berrada and Stecke [1983]). Hence, there 
will be a need for fast heuristic procedures that give good, if not optimal, solutions for 
large scale FMS loading problems. 

The loading problems addressed in the first section assume that the grouping prob- 
lem ((2) of Table 1) has been solved. Stecke [1981] introduced the notion of grouping 
machines as one way of simplifying overall production planning and control of FMSs. 
Grouping also automatically provides machine redundancy, which is very useful during 
machine breakdown situations. A machine group is composed of machines that are 
tooled identically so that they can individually perform the same operations. Typi- 
cally, machines in a group are of the same type and are identically tooled. Through 
the use of closed queuing networks to model FMSs, Stecke and Solberg [1982] found 
optimal grouping patterns and associated optimal allocation ratios, which indicate the 
amount of work (operation processing time) which should ideally be assigned to each 
machine group, to provide maximum expected production. Knowing how machines 
should be grouped affects other aspects of production planning, but specifically, sim- 
plifies the loading problem both by reducing the tooling options and by reducing the 
size of the problem to be solved. In Section 2, FMS loading heuristics are suggested 
that also group the machine tools. 

Table 2 
Alternative Loading Objectives 

1. Minimize part movement between machines, or equivalently, maximize 
the number of consecutive operations for a part to be processed by 
the same machine; 

Balance the workload (total processing time) per machine on all 
machines; 

. Balance the workload per machine for a system configured of groups 
of machines of equal sizes; 

. Unbalance the workload per machine for a system of groups composed 
of unequal numbers of machines; 

5. Duplicate certain operation assignment 

Several loading objectives are considered in this paper and are indicated in Table 
2. Each might be applicable in different manufacturing situations. In some systems, 
several objectives may apply. 
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L o a d i n g  H e u r s t i c s  w i t h  G r o u p i n g  

In this section, several loading algorithms are described for the situations where the 
grouping problem has already been solved. That is, we know how many groups there 
are, the sizes of each machine group, and which machines are in each group. The solu- 
tion to the loading problem will define precisely which operations, and hence tooling, 
will be assigned to each machine group. There are several machines of each type. (If 
there is only one machine of each type, then the loading problem that is solved in this 
section becomes trivial). We initially assume that each operation can be accomplished 
by only one machine type. This assumption can easily be relaxed. 

2.1 FMS Loading Algorithms for Minimizing Part Movement 

The first two algorithms are designed to minimize part movement through an FMS. 
This objective is especially important in a system having relatively high travel or pallet 
positioning times (see Stecke and Solberg [1981]) or if the material handling system is 
a bottleneck. The first algorithm, approaches the problem by examining consecutive 
operations sequentially, whereas the second, pre-groups consecutive operations before 
loading. Throughout, the algorithms are presented in increasing order of complexity. 

Algorithm 1 

1. Taking each part type in numerical order, assign each operation consecutively 
to tile lowest numbered machine tool of the correct type which has magazine 
capacity available for the tools required for the operation. 

2. Continue assigning operations until all have been allocated. 

This is a simple application of the first-fit bin packing heuristic (see Johnson [1973]) 
and involves very little computational effort beyond feasibility testing. At each tool 
magazine capacity test, common cutting tool and tool slot overlap checks as well 
as corresponding adjustments, should be made to determine feasibility. A potential 
drawback of this simple, naive approach is that the resulting solution will likely not 
conform to given commonly-tooled machine grouping goals, related to total assigned 
processing times. 

Algorithm 2 

1. For each part type, group maximally into "operation sets", consecutive opera- 
tions which require the same machine type. Calculate the number of magazine 
slots required for each operation set. 

2. Calculate a priority index for each operation set, and assign operation sets to 
machines of the correct type according to this index. Several possible prioritizing 
schemes are: 
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(a) assign operation sets to the slowest numbered machine possible according to 
the index: "largest number of tool slots required" first. This is a variation 
of the first-fit-decreasing bin packing heuristic. 

(b) assign operation sets according to the index "largest number of tool slots 
required" first, but to the machine having the cutting tools already in its 
magazine which will most reduce the number of slots actually needed by 
the operation set being assigned. 

(c) assign operation sets to the lowest numbered machine possible according to 
the index: "largest number of operations in a set" first. 

(d) assign operation sets according to the largest value of the ratio: (number 
of operations in a set)/(number of additional tool slots required). This rule 
is designed to assign as many operations as possible at the lowest cost in 
terms of additional tool magazine slots needed. 

These heuristics of Algorithms 2 will, like Algorithm 1, probably give solutions which 
do not conform to ideal groupings of machines as provided by closed queuing network 
analysis. In addition, if the use of maximally grouped sets of operations does not lead to 
a feasible solution, then alternative methods must be devised to define operation sets. 
This could be a difficult problem, although as Stecke [1981] has suggested, a starting 
point for defining sets can be provided by the L.P. relaxed solution to the nonlinear 
I.P. statement of the FMS loading problem. The L.P. solution could bc adjusted 
heuristically, to conform to the integrality requirement while remaining feasible. 

2.2 Loading Procedures for Balancing and Unbalancing Ob- 
jectives 

Closed queuing network analysis provides idealized groupings of identically tooled 
machines as well as corresponding optimal group workload allocation ratios (Stecke 
and Solberg [1982]). In general, the analysis proves that for balanced configurations 
of grouped machines, expected production is maximized by balancing the assigned 
workload per machine. Alternatively, better machine configurations are unbalanced, 
and in these situations, expected production is maximized by a specific unbalanced 
allocation of work. 

The following heuristics are designed to assign operations to machines in an effort to 
meet these optimal allocation ratios. These ratios were developed to provide guidelines 
on how to allocate work to machines to maximize expected system productivity as 
measured by the amount of processing time which can be completed in a given period 
of time. 

Before the following loading algorithms are implemented, it is useful to obtain 
an estimate of the maximum workload per machine. This is accomplished with the 
following calculations: 

1. Sum the operation processing times, weighted by the part production ratios, of 
all operations for all part types (that will be simultaneously produced by the 
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FMS over the next time period) that require a particular type of machine. Do 
this for each type of machine. (Part production ratios can be either provided by 
a production plan, or can be analytically derived ratios designed to maximize 
system productivity.) 

2. Divide each of these sums by the corresponding number of machines of each 
type to obtain an estimate of the workload per machine, if the workload were 
balanced. 

Algorithm 3 

1. Order machine groups within each machine type by nonincreasing number of 
machines in each group (as previously solved by the grouping problem). 

2. Order operations, for all part types that shall be simultaneously machined, which 
require the same machine type, by nonincreasing processing time. 

3. Assign the first operation from each of the lists developed in Step 2, to the first 
machine group of the correct type. 

4. The assignments of the remaining operations depend on whether the machine 
tools of a given type are organized into groups of equal or unequal size: 

(a) Equal Size Machine Group~ (requires the Balancing Loading Objective). 
It is necessary to assign operations from their ordered lists to their corre- 
sponding required machine types. Thus, the following allocation procedure 
is repeated for each list. Suppose there are L machine groups for some list. 
Consecutively assign the first L operations from this list to the L machine 
groups. Consecutively assign the next L operations, but in reverse machine 
group order. For example, machine group one will contain operations 1, 2L 
+ 1, 4L, 4L + 1, etc. Machine group two will contain operations, 2, 2L - 1, 
2L +1, etc. 

(b) Unequal Size Machine Group~ (required the Unbalancing Loading Objec- 
tive) 
The following procedure is repeated for each operation list as they were de- 
fined in step 3: Corresponding to each list is a set of machine groups which 
were ordered in step 2. Suppose these groups are labelled: g = 1,. . . ,L, 
with the number of machines in the gth group denoted by Me. The al- 
location rule is to assign the next Mt operations to the gth group, for 
g = 1, ..., L. When ~ Me operations have been assigned, continue the pro- 
cess with g = 1,2 e, ..., L. Repeat until all operations have been assigned. 

Figure 1 further illustrates the application of Algorithm 3(a). Here, nine machines of 
the same type have been placed into three equal sized groups. Operations one to nine 
have been allocated thus far, as indicated by the numbers in the rectangles. The height 
of each rectangle is proportional to the operation processing time. The rationale for 
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Figure 1: Three-Sized Groups Containing Nine Machines 

reversing the allocation across groups, in an effort to balance workload, is evident from 
Figure 1. If the processing times are highly variable, then it may be worthwhile to 
deviate from the rigid allocation procedure by skipping a group that appears to have 
an excess workload, or allocating an extra operation to an underloaded group, or by 
making adjustments (i.e. pairwise exchanges) after an initial solution has been found. 

Figure 2 illustrates Algorithm 3(b). There are seven machines of the same type 
placed into three groups of four, two, and one machine in each group. Operations 
one to 14 have been assigned thus far, as indicated by the numbered rectangles. The 
height of each rectangle is a measure of the operation processing time. The X2 values 
are hypothetical optimal allocation ratios which would usually be obtained from using 
the closed queuing network model. These ratios are guidelines which could be used to 
measure the "goodness" of a particular heuristic (as well as an optimal) solution. Con- 
sistent with the relative magnitude of these ratios, the heuristic procedure described 
aims to assign slightly more than an average amount of processing time to the larger 
groups and slightly less than average to the smaller groups. 

A more comprehensive example demonstrating Algorithm 3 will now be given. Fig- 
ure 3 illustrates a 13-machine manufacturing system containing three types of machines 
which have been arranged into six groups. Optimal allocation ratios X~ are specified 
for each group. For each type of machine, the groups have been ordered such that the 
largest groups are first, according to Step 1. 

Table 3 contains the ordered operations for all parts and the type of machine 
required. As specified by Step 2, operations have been ordered by largest processing 
time first. 
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Figure 2: Seven Machines Partitioned Into Unequal Sized Groups 
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Figure 3: Thirteen Machines of Three Machine Types 
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Figure 4: Allocation of Operations for the Thirteen Machine FMS 

Table 3. Operations Ordered According to LPT First 

Operations 

Machine Type 

1 2 3 4 5 6 7 8 9 10 11 12 13 

1 2 2 1 3 1 2 1 2 1 2 3 3 

Since the groups for machine type 1 are of unequal size, Algorithm 3(b) is followed. 
The number of operations assigned to each group is equal to the number of machines 
in each group. Then the process is repeated until all operations that require machine 
type 1 have been assigned. See Figure 4. 

There are three groups of type 2 machines. Since groups three and four have 
equal numbers of machines and group five has a different number, a combination of 
Algorithm 3, Parts (a) and (b), is applied. Groups three and four will be assigned 
operations on the forward and reverse pass. Group five will be assigned an operation 
at the end of the reverse pass, as displayed in Figure 4. Machine type three has only 
one group of four machines, so all operations are simply assigned to it in order. 
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2 Loading Heuristics with Grouping 

In this section, several loading algorithms are described for the situations where the 
grouping problem has already been solved. That is, we know how many groups there 
are, the sizes of each machine group, and which machines are in each group. The solu- 
tion to the loading problem will define precisely which operations, and hence tooling, 
will be assigned to each machine group. There are several machines of each type. (If 
there is only one machine of each type, then the loading problem that is solved in this 
section becomes trivial). We initially assume that each operation can be accomplished 
by only one machine type. This assumption can easily be relaxed. 

2.1 FMS Loading Algor i thms  for Minimiz ing  Part M o v e m e n t  

The first two algorithms are designed to minimize part movement through an FMS. 
This objective is especially important in a system having relatively high travel or pallet 
positioning times (see Stecke and Solberg [1981]) or if the material handling system is 
a bottleneck. The first algorithm, approaches the problem by examining consecutive 
operations sequentially, whereas the second, pre-groups consecutive operations before 
loading. Throughout, the algorithms are presented in increasing order of complexity. 

Algorithm 1 

1. Taking each part type in numerical order, assign each operation consecutively 
to the lowest numbered machine tool of the correct type which has magazine 
capacity available for tile tools required for the operation. 

2. Continue assigning operations until all have been allocated. 

This is a simple application of the first-fit bin packing heuristic (see Johnson [1973]) 
and involves very little computational effort beyond feasibility testing. At each tool 
magazine capacity test, common cutting tool and tool slot overlap checks as well 
as corresponding adjustments, should be made to determine feasibility. A potential 
drawback of this simple, naive approach is that the resulting solution will likely not 
conform to given commonly-tooled machine grouping goals, related to total assigned 
processing times. 

Algorithm 2 

1. For each part type, group maximally into "operation sets", consecutive opera- 
tions which require the same machine type. Calculate the number of magazine 
slots required for each operation set. 

2. Calculate a priority index for each operation set, and assign operation sets to 
machines of the correct type according to this index. Several possible prioritizing 
schemes are: 
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(b) If the job is either machine time or tool infeasible, the job is considered 
for splitting, either by splitting the batch size, or by splitting the operation 
sequence. Either type of splitting will likely result in process inventory, and 
a loss of batch continuity. Reducing the batch size, of course, has no effect 
on tool infeasibility, whereas splitting operations can reduce both machine 
time and tool infeasibility. The desirability of splitting would involve these 
trade-offs as well as the potential at tendant loss of machine utilization if no 
splitting were permitted. 

6. Revise priority indices for jobs remaining on the arrival list to reflect the current 
status of the system, and to include any new job which may have been added 
to the list. Repeat steps 1-6 until no jobs remain on the waiting list, or no 
additional jobs, or portions of jobs (from splitting), can be loaded. 

In step 5, partial machine grouping may be accomplished or avoided depending upon 
what is desired. Grouping requires duplicate tooling, and hence, may be uneconomical. 
However, grouping reduces the disruption machine or tool breakdowns may have on 
the completion of a particular job, it effectively increases the production rate of the 
job, and it may be required to avoid job splitting. To illustrate how partial grouping 
can be accomplished, consider a job with a batch size of N parts. Suppose that  each 
part requires four operations on machine type M, and that two machines of type M 
are available. The two machines could be tooled identically to perform all four of these 
operations or some subset of the four. Alternatively, if time and tool capacity exists, 
grouping could be avoided by providing one set of tools to one of the machines. 

Algorithm 4 is a sequential procedure as stated, but it could be modified to more 
rigorously examine the interactions between jobs. For example, once jobs have been 
found machine time and tool feasible, they could be placed on an intermediate list. 
From this intermediate list, jobs could be further evaluated two at a time (or more) 
to take advantage of common tooling requirements, or batch splitting. 

4 S u m m a r y  and future  research  

This paper presents several heuristics for determining how machine tool magazines 
in a flexible manufacturing system can be loaded to meet simultaneous production 
requirements of a number of different part types. This loading problem is multicriteria 
in nature, and hence, no one of the heuristics introduced would like meet the needs of 
all FMSs. Future research is needed to better define the variety and character of FMS 
loading objectives, how the loading problem links with the other four FMS production 
planning problems presented, and how loading and real time scheduling of parts on 
a system interact. It seems that detailed simulation of real systems could be used to 
help analyze these issues. 
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A b s t r a c t  

Unique characteristics of FMS from a maintenance management point of view are 
presented. Pertinent literature is briefly outlined. A step-by-step methodology for 
developing a maintenance policy for FMS is presented. 

Introduction 

Maintenance activities are carried out to maintain a system in as-built condition so that 
it keeps its original production capacity and quality capability. Increased competition 
is turning manufacturers to adopt automation. In the early days automation resulted 
in increased productivity at the cost of variety of products. To meet customer demands, 
i.e. reduced lead times, a new generation of manufacturing systems came into existence 
which are both highly productive and flexible. Such systems have come to be known 
as Flexible Manufacturing Systems (FMS). 

A flexible manufacturing systems can be defined as a collection of manufacturing 
units interconnected with material handling equipment under the supervision of one 
or more executive computers. Such a computer is usually programmed to control 
the machine operation, the scheduling of parts through the machining system, the 
accumulation of important data including the tool wear with each part program and 
failure diagnosis. Flexibility of a manufacturing system is the ability to respond to 
changes in product, product mix, process and environment. A brief outline of these 
factors is shown in Figure 1. 

A typical FMS is a combination of complex machinery interfaced with an equally 
complex computer system. Since flexibility is a 'trend' and not a state the complexity 
of machines and the complexity of computer systems are ever increasing. This results in 
an increased capital outlay. Each machine itself is a combination of many parts where 
these parts are inter-dependent. To be able to obtain maximum benefits out of FMS the 
management is attaching high importance to the maintenance management of these 
systems. Traditonally maintenance dealt with "stand alone" machines or machines 
coupled together having similar mechanical parts. A large volume of literature covering 
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Figure 1: Manufacturing system flexibility factors. 
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various aspects of traditional maintenance is available. FMS maintenance management 
requires a different approach than traditional maintenance. This aspect does not seem 
to have been adequately addressed. 

This chapter describes some of the unique aspects of FMS which suggest that  
renewed attention must be given to the maintenance of such systems. In addition, a 
very brief literature survey covering traditional maintenance in figure form is provided. 
Some of the recent work in respect of FMS maintenance are presented as well. A step 
by step methodology is presented which can be helpful in establishing maintenance 
policy for FMS. 

Unique Aspects of FMS 

Following are some of the unique aspects of FMS which suggest that renewed impor- 
tance be given to their maintenance management. 

2.1 Single component  failure 

Some of the salient features of FMS are its ability to produce a number of items and 
its ability to overcome internal difficulties caused by unforseen and unpredictable dis- 
turbances such as machine down time problems etc. These characteristics result in a 
minimum level of work-in-process (WIP) inventories. In cases of progressive manufac- 
ture, if the machine at the beginning of the process has a failure of one component, it 
may not cause the loss of output from this machine only, but due to a reduced WIP 
inventory the entire production process can quickly become idle. 

2.2 Life Expectancy  

FMS is able to respond to changes in product, product mix, process and environment 
and thus assist in achieving increased productivity and profitability for mid-volume, 
mid variety manufactures. The price of increased flexibility is increased complexity 
of machines and control systems. Since an FMS is programmable its life expectancy 
is greater than dedicated manufacturing systems. For example, a dedicated manu- 
facturing system for manufacturing automobiles need new design modifications etc. 
every year so that it can produce the new models. This is not the case with an FMS. 
Management uses long life expectancy as a justification for high costs of FMS using 
life cycle cost approach. 

2.3 Sys tem Uti l ization 

To have a favourable return on investment (ROI) utilization of FMS is higher than con- 
ventional manufacturing systems. A utilization greater than 80% is not an uncommon 
feature of FMS. This necessitates of high levels of maintenance effectiveness. 
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2.4 Synergistic Costs 

FMS is designed to provide a faster response to customers requests and reduce produc- 
tion control related losses. In fact the cost of an isolated failure not only reflect the loss 
of that piece of equipment but resulting synergistic costs like customer dissatisfaction 
etc. 

From the above it can be seen that maintenance policies capable of keeping FMS 
in as-built condition are required. These policies must be capable of handling complex 
systems comprising of many dissimilar components. A typical FMS in addition to 
having mechanical parts also has electronic, hydraulic, electro-mechanical software and 
hardware elements and each has different failure characteristics and different levels of 
interdependencies. 

3 L i t e r a t u r e  S u r v e y  

Articles related to maintenance have appeared in different journals over the past years. 
A brief citation of the work available in the literature is given in this section. 

3.1 Conventional production system maintenance 

A considerable volume of literature is available dealing with traditional manufactur- 
ing systems. Since providing a comprehensive review of the literature is not needed, 
important work is cited in Figure 2. 

3.2 Automated Production Systems 

Published work on maintenance policies in highly integrated, computerized manufac- 
turing environment is scarce (Lie et al, 1977), (Sherif and Smith 1981). 

Kennedy (1987) has raised several issues in planning FMS maintenance. The issues 
identified a r e :  

1. self-diagnostic equipment/requirements and justification. 

2. amount of preventive maintenance to be performed. 

3. calculating down time costs. 

4. in house maintenance capacity and maintenance to be carried out by outside 
contractors. 

5. stock levels of spares. 

He suggested that models be developed for minimizing total costs but did not develop 
actual model(s). 

Vineyard (1990) tested five traditional maintenance policies in typical FMS i.e. 
corrective 30 days, preventive 90 days, opportunistic on failure, and opportunistic on 
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Figure 2: Literature citations for conventional system maintenance. 

failure after 30 days. Using flow time, capacity, machine down time, number of main- 
tenance tasks required and equipment utilization as criteria and using a discrete event 
network simulation model representing an existing FMS, he observed that there was 
a statistically significant difference in the maintenance policies with regard to all the 
performance measures. He further concluded that choice of a particular maintenance 
policy would affect an FMS system. 

4 Step-by-Step Methodology 

The literature survey reveals the lack of adequate methods for addressing FMS mainte- 
nance problems. In this section, we provide a step by step methodology for developing 
FMS maintenance policies. The objective of this methodology is to reduce the number 
of breakdowns by developing a preventive maintenance program. It is assumed that  
record of failures in respect of the system or for a similar system are available. 

4 . 1  M e t h o d o l o g y  O u t l i n e  

The suggested methodology is described by a flow diagram given in Figure 3. 
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Figure 3: Step-by-step methodology. 
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4.1.1 Failure D a t a  R e c o r d  

The data  used for developing the maintenance plan is a record of failures of the existing 
FMS components or similar system operating at some other location. The data  usually 
gives the following details 

�9 the date of each event 

�9 the length of time out of service 

�9 the nature of the breakdown and the description of repair work done 

�9 part and equipment identification of the failed component. 

4.1.2 A B C  Analys i s  Of  Failure D a t a  

To provide maintenance an efficient and a high return on investment on these services, 
ABC or "Pareto" analysis is used. This analysis is based on a classification of failures 
in terms of costs, usually hours or minutes of down time. This is used to give an order 
of priority among the maintenance actions to be taken. 

The method starts by listing the machines in order of decreasing costs in down 
time with the number of failures of each machine and forming the cumulative sums 
of the costs and the corresponding failures. The cumulative cost is plotted against 
cumulative failures, both expressed as percentage of the respective totals. Zone A 
of this plot consists of nearly 20% of the failures that account for 80% of the costs. 
Failures falling in this category are given top priority for maintenance and repair. In 
zone B are contained the 30% of the failures that account for nearly 15~ of the costs. 
The remaining 50% of the failures that account for 5% of the costs are contained in 
Zone C. This analysis identifies the failures that cause the most disruption to the 
system. 

As mentioned earlier components of an FMS have different levels of interdependen- 
ties and as such care should be exercised in estimating the cost of time lost for each 
component. 

4.1.3 E s t i m a t i o n  of  failure d i s t r ibut ion  p a r a m e t e r s  

Vineyard (1990) has shown that with the exception of electrical failures, which had 
a lognormal distribution, all other failures namely hydraulic, mechanical, electronic, 
human error, and software related failures have weibull distribution. 

For the sake of simplicity and generalization we may assume that  all failures have 
a weibull distribution. 

A typical weibull probability density function is shown in Figure 4. 
The density function of weibull distribution is 

/3 ~-1 
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Figure 4: Weibull Probabil i ty Density Function 

for t >_ 0 and reliability at time t is 

R ( t )  - 1 - F ( t )  - ~ z p  

and failure rate is 

For each component  contained in zone A, calculate est imates of r/&fl. A compute r  
package can be easily used to obtain these estimates. These est imates can also be 
obta ined  graphically and this me thod  is explained in details in Jardine (1981). The  
es t imate  of ~&fl for every component  can be es t imated and summarized in a table 
form. If fl < 1 then A(t) is a decreasing function of t. For fl = 1, A(t) is constant  and 

i and if fl > 1 A(t) is an increasing function of t. This phenomenon  is is equal to ,7 
shown in Figure 5. 

Life Cycle  of an equ ipment  
In Figure 5 the failure rate A(t) is falling as t increases. This is the area where 

fl < 1. This can be the result of malfunctioning in manufac tur ing  processes. A(t) 
becomes nearly constant  where the machines have been properly run-in. Par t  (b) of 
the figure may be considered as the matur i ty  period where A(t) is constant.  This usu- 
ally is the case for electronic systems. Although, for mechanical  system A(t) increases 
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Figure 5: Life cycle of physical equipment (bathtub curve). 

slightly as t increases, it is considered to be constant unless this increase is statisti- 
cally significant. During part (c), A(t) is increasing and this makes monitoring of the 
equipment necessary and condition based maintenance may have to be resorted to. 

Based upon these estimates R(t) for each component can be computed. Suppose 
was found to be 3 and r I = 600 than 

Then the cost of maintaining the system is made up of a fixed cost Cp and a variable 
C~ where C~ = nC/.f(n), f(n) is the probability of n failures occuring during time 
periods 0 to T. 

4 . 1 . 4  C o s t  e s t i m a t e s  

For an on-going system the cost of planned replacement of a component is known. The 
cost of replacement of the component if it fails, which is considerably higher than the 
previous one, is known as well. Knowing the intervMs at which preventive replacements 
should be performed yielding minimum cost can be determined. 

Cp = cost of planned replacement. 
Cp = cost of failure and replacement 

= c ,  

4 . 1 . 5  E x p e c t e d  C o s t  

Let us assume that we decided to replace an item every T units of time. Then cost 
of maintaining the system is a fixed cost Cp (replace at the end of the period) and a 
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variable cost nC].f(n) where f(n) is the probability of n failures occurring during time 
period 0 -  T. Considering that probability of one failure during period T is greater 
than probability of two failure during period T thus probability of at least 1 failure = 
1 - R(t) (Layonnet, 1991). 

Let E(c) be the expected cost of replacing a component during the period 0 - T , 
then 

E(c) = C p + { 1 - R ( T ) } C :  

the estimates of/~ & 77 for components have already been obtained in 4.1.3. 

4.1.6 Minimizing E(c) 

E(c) - Cp + {1 - exp 

In this function Cp, ~, 77 & C] are known. Varying a value of t pertinent E(c) can be 
easily computed. For a starter mean time between failures (MTBF) of each component 
can be used. By varying t above and below MTBF t can be determined that minimize 
E(c). A reasonable policy of preventive maintenance for each component can thus be 
set up. 

5 C o n c l u s i o n  

An interactive, personal computer based package, based on the above methodology 
is undergoing development and testing stages. It is anticipated that maintenance 
managers will have an operational methodology which nearly minimizes the E(c). 
The assumptions regarding weibull distribution having location parameter equal to 
zero and also that failures follow weibull distributions can easily be justified. 
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A b s t r a c t  : 

In this paper  FMS Planning and Control are regarded as Control problems. 
Control terminology is used and sometimes re-defined to analyse and design a 
Convivial FMS Planning and Control System. The objective is to have a unified 
methodology leading to a specific software. After defining the general concepts, 
the Analysis phase is concerned with the Modelling tools and techniques used 
to state the Hierarchical Planning System (called Predictive Control) and the 
Control System (divided into On-line Control and Dynamic Control). Then the 
Synthesis phase defines the method to specify and build the final software. This 
software is designed so tha t  all decisions may be made through a dialogue 
between decision-maker and computer. We call it a Convivial Control. 

0 Introduction and problem formulation 

The aim of this work is to propose an Analysis and Design Methodology to 
control FMSs. That  leads to specify a Software Architecture allowing to plan 
and control FMS operation. 

According to the GRAI terminology [DOU.84], the analysis is based on the two 
fundamenta l  concepts of System and Activity. An FMS is composed of two 
systems : the Physical System and the Monitoring System. Each of them is 
split into sub-systems and each sub-system into activities. Two sets of activities 
are considered : Decision Activities when a choice has to be made by a h u m a n  
operator, and Execution Activities when the operation may be described by a 
determinist ic  algorithm. In order to integrate  FMS operation in the overall 
operat ion of the manufac tu r ing  system, FMS managemen t  is located on a 
Decision Level closely related to the upper level. 

In order to s t ructure  our Analysis and Design Methodology we have split the 
Monitoring System into three parts  : Predictive control, On-line control and 
Dynamic control. To formulate the reaction to dis turbances  we re-define a 
number  of terms commonly used in control l i terature.  In fact, controlling a 
machine is similar to controlling an FMS. But controlling an FMS makes  it 
necessary to specify a more complex technological structure,  and to take into 
account h u m a n  decisional factors, various and numerous  d is turbances  and 
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multiple objectives to reach. This is why we choose to widen the scope of some 
definitions. 

To detect and diagnose the origin of a disturbance, we propose to use Flow- 
Profiles presented in [ARC.91-1]. The consequences of a disturbance on the 
plan are calculated by means of the method of the Minimal Potential-Influence 
Zone also presented in [ARC.91-1]. 

The main aim of this paper is to solve FMS control problems convivially. This 
means tha t  the control software is open to decision-makers : they can enter  
new constraints and obtain a view of the FMS true state through synthesised 
graphic diagrams.  The co-operation between the decision-makers and the 
control software is obtained through these interactive diagrams working like 
input-output devices. Input is used by operators to t ransmit  their choices and 
output gives information on the situation of the problem-in-process. 

1 .1 .  R o l e  o f  a n  F M S  in  a D i s c r e t e  P r o d u c t i o n  S y s t e m  

An FMS is a set of machines and equipment which can be reorganised each 
time a new production program is launched. 

The objective is twofold : 

- f a s t  adaptation to multiple product types and multiple production 
program situations, 
- maximum rate of utilization (100% if possible) of the machines and 
the equipment. 

To achieve this aim, two important problems must be solved : 

- the procurement of materials and articles must suit very closely the 
manufac tur ing  needs, 
- t h e  planning and control of the FMS activities, which become 
extremely complex, must be very efficient. 

According to the objectives defined by the long-term managemen t ,  the 
medium-term management  takes care of two main tasks: 

- f i r s t ,  define and realize the procurement program, 
-second, define the manufacturing program which is realized by the 
FMS. 

Therefore, the management  of the FMS is a short-term planning and control 
task. 

Procur en~t 
pro~~n 

/ ~ e m e n t s  

Medium-Term Management System 

Orders ~ I Follow-up 

Performed Orders 
FMS 

F i g u r e  I: R o l e  o f  an F M S  
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Each order oi received by FMS has two dates: 

- di the earliest s tart ing date, 
- fi the latest  ending date. 

The main  objective ass igned to the FMS by the MTMS (Medium-Term 
Management  System) is to perform al_._!l the orders and meet these two dates. 
The role of MTMS is to determine the triplets (oi, di, fi) through a hierarchical 
planning s t ructure  described in w 2.1.2.1. 

1.2.  R o l e  o f  a n  F M S  M o n i t o r i n g  S y s t e m  

The management  of an FMS is performed by a M o n i t o r i n g  Sys tem.  Its objective 
is to match : 

- o n  the one hand,  the manufac tu r ing  programs required by the 
med ium- te rm planners.  
- o n  the o ther  hand,  the rea l iza t ion  of these  m a n u f a c t u r i n g  
programs by the FMS. 

Practical planning t a s k s :  

- d e t a i l e d  analys is  of the product ion p rogram coming from the 
medium-term according to the TPP (Technical Process Planning),  
- eva lua t ion  of the manufactur ing load; if the manufac tur ing  load is 
found insufficient or too important ,  FMS has to react and ask the 
MTMS for a modification 
-e labora t ion  of a first schedule on the basis of the util ization of the 
main  machines  
- a n a l y s i s  of avai labi l i ty  of the logistics (pallets, f ixtures,  tools, 
conveyors, set-up problem,...) 
- r e a d j u s t m e n t  of the first schedule according to the resul ts  of the 
analysis (using a Discrete Event Simulation tool) [BER 85], [ARC.87]. 

Scheduling tasks have to be flexible according to the amount  of time available to 
obtain a good solution. Strategies and algorithms have to be chosen so tha t  a 
quick solution may be found. If there is enough time the planning system tries 
to improve it. Improvement  of scheduling solutions may be obtained through 
an a lgor i thm or by a man-machine  co-operation, often by both. We try to 
determine what  strategy, what  algorithms and what  interfaces are convenient 
to perform such scheduling tasks. 

Practical control t a s k s :  

- e x t r a c t i o n  of some opera t ions  from the product ion  p rog ram 
according to the execution of the plan, 
- dispatching them, 
- elaboration of the "moving" strategy, 
- aquisition of "events" from the machines and equipment,  
- c o m p a r i s o n  of FMS true state with plan, 
- reaction and, if necessary, modification of the plan. 
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1.3. FMS Planning and Control viewed as Control problems. 

In terms of control, FMS planning and control can be divided into three par ts  
each having distinct tasks: 

(a) P r e d i c t i v e  c o n t r o l  : elaborates adequate schedules to guide the 
FMS operations. 
(b) O n - l i n e  c o n t r o l  : supervises the FMS operation and solves small 
problems caused by minor disturbances. 
(c) D y n a m i c  c o n t r o l  : helps short-term planners to solve big problems 
caused by important  disturbances. 

Those three  types of control are designed to be convivial. There is a big 
difference between automat ic  control and convivial control. In au tomat ic  
control, the control actions are completely predetermined. In convivial control, 
the real- t ime control actions are elaborated by exploiting both the na tu r a l  
intelligence of the human  monitor, and the artificial intelligence implemented 
in the computer  system, so tha t  joint ly and convivially, the p lanning  and 
control can be performed efficiently. 

In such a view of FMS Planning and Control, it is possible to state a generic 
s t ructure linking the three types of control defined above. Two criteria allow to 
define them globally: 

- running mode: per iod ic ,  e v e n t - d r i v e n  or both, 
- decision level: short or very short term. 

In this s t ruc ture  scheduling techniques are used in Predictive Control of 
course but  they are also used in Dynamic Control to react and find a new 
schedule. The difference is that  Predictive Control calculates a global new plan 
periodically, while Dynamic Control calculates a partial  new plan each time a 
significant disturbance is detected. So, the plan is adjusted as many times as 
necessary. This plan is used to guide the FMS towards its objectives; it is called 
the Reference  Plan. 

event-driven 

Predictive control Dynamic control 

On-line control 

Controlled system 

Figure 2 : FMS Planning and Control viewed as Control problems 



201 

To ana lyse  those th ree  control t a sks  it  is i m p o r t a n t  to define more  precisely  
wha t  a d i s turbance  is and wha t  the types of d is turbances  and the types of p lan 
are ? 

1.3.1. D i s tu rbances  

A d is turbance  is an event. It  is detected by a difference measu red  be tween  two 
events  : the  f irst  one is predict ive and calculated in the schedul ing  task ,  the  
second one is acqu i red  from the  control led  sys tem.  The even t s  m a y  be 
evaluated from several points of view o c c u r r e n c e  da te ,  q u a n t i t y  of  p r o d u c t ,  t y p e  
o f  p r o d u c t ,  qual i ty  of a product.  The problem of the qua l i ty  of a product  is 
equivalent  to measu r ing  a quan t i ty  of product  obtained after  a control operat ion 
on the product.  A dis turbance  is a more general  concept t han  the error  concept 
(as usua l  in control l i t e ra tu re ) ;  for us, an  er ror  is an  eva lua t ion  of some 
d i s tu rbances .  

To define a typology of d i s t u rbances ,  we use two criteria: 

- the t ime required to react,  

- t h e  consequences on the R e f e r e n c e  P l a n  if no decision is made.  This  
p lan obta ined af ter  a d i s turbance  wi thout  a d j u s t m e n t  is called the F o l l o w e d  
P lan .  

So, to define a typology of d is turbances  , we have to define the various types of 
p lans .  

1.3.2. The  var ious  types  of p lans  

In an ideal FMS operation, the R e f e r e n c e  P l a n  is identical  to the F o l l o w e d  
P lan .  

Set of normal plans 

~et of plans 

bnormal 
a r t s  

Figure 3 : The various types of plans 

In a per turbed  context, the F o l l o w e d  P l a n  is more or less far from the objectives 
defined in the  R e f e r e n c e  P l a n .  Three sets of plans are considered inside the 
whole set of possible plans: 

- T h e  n o r m a l  p l a n s  meet  the main  manufac tu r ing  objectives (to perform all the 
orders and respect  the two dates  d i  and fi). The R e f e r e n c e  P l a n  is an  ins tance  
of this set. 
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- The to lerable  p lans  meet a set of tolerable objectives (to perform .a sub-set of 
the orders and respect the two dates di  and fi with a margin mi).  All normal  
plans are tolerable. 

- The abnormal  p lans  are non tolerable plans. 

1.3.3. Typology of disturbances 

Four types of disturbances may be distinguished: 

- The i n c i d e n t s  need a light adjustment of the Refe rence  Plan.  But the Fo l lowed  
P l a n  is still a normal plan. The time required to react is not important.  On-line 
control is concerned by incidents. 

E x a m p l e :  the durat ion of an operation is increased because of a machine or 
another  equipment  breakdown but the difference is inferior to the predictive 
margin of the operation. 

Dynamic control ~ ~  

l intrusions 

( On-line control ~ ~  

Figure 4 : Typology 

dysfunctions 

faults 

incidents 

shifts 

of disturbances 

- T h e  i n t r u s i o n s  are easily detected but need a sophist icated and time- 
consuming algori thm to determine the consequences. The F o l l o w e d  P l a n  is 
abnormal. The i n t r u s i o n s  are treated by Dynamic Control. 

E x a m p l e :  machine breakdown whose durat ion is superior to the predictive 
margin of the operation. 

- The shi f ts  need not be treated immediately. Generally, the F o l l o w e d  P l a n  is 
still tolerable. An accumulation of several shifts may make it abnormal.  In 
this case, the sum of the shifts is called a f a u l t  and must  be t reated by the 
Dynamic Control. On-line control is concerned with shif ts .  

E x a m p l e :  small differences between Reference dates and F o l l o w e d  dates. 
These differences may be compensated by shifting lightly the next operations. 

- The d y s f u n c t i o n s  are due to a breakdown of the follow-up system. Their  
t r e a t m e n t  may take a long time. The F o l l o w e d  P l a n  is abnormal .  The 
d y s f u n c t i o n s  are treated by the Dynamic Control. 

Example:  a human  operator has forgotten to report the end of an operation. 

1.3.4. On-line control 

To supervise  FMS execution and solve small problems caused by minor  
disturbances, the On-line Control is concerned with two main activities: 

- Dispatching orders and moving products and some equipment,  



203 

- M a n a g i n g  two types of disturbances:  shifts and incidents. These 
dis turbances  are t reated by means  of time shifting and techniques 
us ing permutab le  operat ions group [ROU.88] or with a Discrete 
Event Simulation tool driven by a rule-based expert system [SUN.89]. 

1.3.5. Dynamic  control  

To help med ium- te rm p lanners  solve big problems caused by i m p o r t a n t  
disturbances,  the Dynamic Control has to act as a supervisor for the On-line 
Control. It uses two tools presented in w 2.1.3 and 2.1.4 : 

- Flow-Profiles, 
- M a n u f a c t u r i n g  Environment  Multi-graph. 

The Flow-Profi les  are used to detect  and diagnose d i s tu rbances .  The 
Manufac tur ing  Envi ronment  Mult i-graph is used to determine the Minimal  
Potential-Influence Zone of the plan to re-schedule in order to react efficiently. 
These tools are presented in detail in [ARC.91-1]. 

1.3.6. Predictive control 

To be able to guide the FMS towards its objectives, the FMS Control must  avoid 
the Control Reverse phenomenon. This means when the Controlled FMS is no 
longer guided towards its objectives by the FMS Control. In that  case the FMS 
Control only records the running of the FMS without being able to guide this 
running.  This phenomenon occurs when the FMS schedule is not feasible 
because of the lack of accuracy of the model or because numerous  and 
i m p o r t a n t  p e r t u r b a t i o n s  imply too many  cons t ra in ts .  The h ie ra rch ica l  
planning s t ructure  aims to avoid this Control Reverse phenomenon. 

The main objective of Predictive Control is therefore to calculate a set of 
possible schedules. This activity tries to elaborate schedules, with the following 
constraints :  

- meet the date and quantity constraints given by the MTMS, 
- run inside a limited amount  of time, 
-propose  to the MTMS to relax some constraints if there is a r isk of 
Control Reverse phenomenon, 
- accept interactive modifications made by a human operator, 
- m a x i m i s e  flexibility of schedules, i.e. minimise their  dis turbances 
sensitivity, 

1.4. D e v e l o p m e n t  o f  t h e  C o n v i v i a l  C o n t r o l  

The development  of this convivial control requires  analysis  and synthes is  
(design of the computer systems). The analysis helps to unders tand,  to s tate  
the control problems clearly and to solve them. The synthesis allows to build 
the various components of the computer system (hardware and software), and 
more particularly, to define an architecture and a methodology to program the 
software. One impor tant  objective of the software is to be convivial, therefore 
analysis mus t  state the interactions between man and computer and synthesis  
has to elaborate a good man-machine interface. 
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0 Analysis and Problem Solving 

In the analysis  phase, we propose modelling tools and the procedures to use 
them, in order to solve FMS planning-control problems. 

First,  we present  the basic concepts to model the physical system or the FMS 
controlled system. This model falls into two parts  : a kernel,  used by all the 
functions of the Monitoring System, and added elements specific to p lanning 
functions.  

Then, modelling tools for the control system (the monitor) are presented.  As 
our work focused mainly on Predictive Control and Dynamic Control, we have 
spli t  these  tools into three  par t s  : Predictive Control,  Auscul ta t ion  and 
Diagnosis for Dynamic Control and Therapy also for Dynamic Control. 

Modelling tools are used through procedures. Those describe the way these 
tools may be applied to solve planning-control problems convivially. 

2 .1 .  M o d e l l i n g  L a n g u a g e s  a n d  T e c h n i q u e s .  

The first th ing to be modelled is the FMS. For tha t  purpose, we use typical 
concepts of Discrete Event  Model and we s t ruc ture  them with an Object 
Or ien ted  Approach.  Three types of e lements  are considered : Product ,  
Resource and Time. According to the control function using these concepts, 
the detail level is not the same; so, we organise this model around a kernel. 

Then, Predictive Control Model outlines the concepts and principles of the 
Hierarchical  p lanning and discusses the coordination s t ra tegy  between the 
Decision Levels. 

To inspect the FMS operation, we use Flow-Profiles as a modell ing tool to 
reduce the number  of points to be observed in order to detect disturbances.  
Flow-Profiles are also efficient to locate the causes of these problems. 

M a n u f a c t u r i n g  E n v i r o n m e n t  Mul t i -g raph  allows to ana lyse  the effect 
produced by a disturbance on the reference plan. It determines the Minimal 
Potential-Influence Zone (MPIZ) of the plan' to re-schedule. 

2.1.1. Modelling the controlled system 

Three types of elements have to be modelled : Product, Resource and Time. 

Product  is a generic name for all the mater ia l  processed by the FMS. It 
concerns the modelling of:  

- t h e  description of the flows of products concerned by the FMS, 
descr ipt ion of main  flows, descr ipt ion of deta i led  in te rac t ions  
between products, main and secondary resources, 
- t h e  TPP (Technical Process Planning), 

Resource is a generic name for all the equipment used to process the products. 
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It concerns the modelling of:  

- t h e  main  resources" machines,  
- t h e  secondary resources: (pallets, fixtures, tools, conveyors,...); for 
each of them,  the  descr ipt ion of the i r  in te rac t ions  wi th  ma in  
resources and products, 
- t h e  informat ion  between physical  e lements  al lowing to specify 
dynamic behaviour.  

Time is a generic name for the elements  defining horizon, period, calendar ,  
interval of time. 

All these elements  need: 

- a  descr ip t ion  of the da ta  def ining the i r  s ta t ic  and dynamic  
at t r ibutes ,  
- a  descr ip t ion  of the rules  def ining the i r  dynamic  behav iou r  
according to the state of the other interrelated elements. 

Two types of dynamic behaviour have to be specified separately: 

- technologica l  behaviour  l inked to the physical  s t ruc tu re  of the 
modelled element,  
- manager ia l  behaviour linked to some choices on the way to manage  
locally the element. 

Sta t ing these two dynamic behaviours separate ly  is not a trivial task. So, we 
propose to use concepts commonly used in Discrete Event  Model [MAD.90] and 
some used in Object Oriented Programming [GRA.91]. 

The modelling task  has to emphasise a number  of elements  according to the 
Control phase.  But modelling tools have to be coherent to assume a coherent  
Information System and therefore a good data base for the FMS. 

Consequently,  we propose to build a c o m m o n  k e r n e l  defining the common 
elements  of the three phases of the Control [MER.93]. Then we define some 
added elements  for each part icular  phase. 

All e lements  of the model are objects. In many  s tandard  Class Libraries  the 
class of this object is called a Collection. For each object, you have: 

- an identifier, 
- pointers to navigate in the list of same type objects, 

2.1.1.1. Common kernel  model 

We will not give an exhaus t ive  descript ion of the kernel  but  only some 
examples to explain how to build it. 

Regarding the modelling of the T i m e  c o n c e p t s ,  we have to define the calendars 
used in the FMS. Calendars allow to define precisely the nominal availabili ty of 
each resource. A Calendar  is built from the basic concepts : Day Of The Week, 
Hour, HourIn terva l ,  WeekCalendar ,  Days Of Rest and Date. All are objects 
and are defined with their  own at tr ibutes and operators. 
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For ins tance ,  

List  of WeekCalendars .  For each WeekCalendar ,  one has: 
- s e v e n  l ists  of Hour In t e rva l  (one for each Day Of The Week),  each 
Hour In te rva l  is a couple of Hours (HourD, HourF).  

List  of Calendars .  For each Calendar ,  one has: 
- a list of Days Of Rest, 
- a list of (WeekCalendars ,  DateD, DateF).  

Regard ing  the modell ing of the R e s o u r c e  c o n c e p t s ,  we have to define several  
c l a s s e s  o f  r e s o u r c e s  (Machine, Operator,  pallets,  fixtures, tools, conveyors, . . .)  
and several  h i e r a r c h i c a l  s t r u c t u r e s  (Group, Par t i t ion,  Layout).  Hierarch ica l  
s t ruc tures  are useful to define dependence relat ions between resources.  G r o u p  
r e l a t i o n  defines sets of equivalent  resources. P a r t i t i o n  r e l a t i o n  is used to set t le  
spli t  resources  (for ins tance ,  a work table wi th  three  places,  some produc ts  
need the whole table,  others  only one place). L a y o u t  r e l a t i o n  descr ibes  an  
inclusion re la t ion be tween resources (for ins tance,  a machine  is included in a 
cell). A resource has its own calendar  and a type defining its opera t ing  mode. 

For ins tance ,  

List  of Operators  
- a Calendar ,  
- Opera tor  type (operat ing mode), 

List  of Machines.  For each Machine,  one has: 
-mode :  fully au tomated ,  ha l f -au tomated ,  m a n u a l  
- a Calendar ,  
- Machine  type (operat ing mode), 
- list of authorized Operators  
- n u m b e r  of Operators  

List  of group of Operators  
- list of Operators  belonging to the group 
- n u m b e r  of Operators  

List  of group of Machines  
- list of Machines belonging to the group 
- n u m b e r  of Machines  

Regard ing  the modell ing of the P r o d u c t  c o n c e p t s ,  we have to define several  
types  of products  (for ins tance ,  according to the type of TPP)  and  a m a i n  
h i e r a r c h i c a l  s t r u c t u r e  (Group  of Orde r s ,  Orde r ,  O p e r a t i o n ,  D e t a i l e d  
Operat ion) .  

For  ins tance ,  

List  of Orders.  For each Order  oi, one has: 
- di  the earl iest  s ta r t  date, 
- fi the latest  end date, 
- Order  type (operat ing mode), 
- quan t i ty  to perform, 
- priori ty (from 1 to 5), 
- list (or more generally,  graph) of operations,  
- For each operation, one has: 

- a code and designation,  
- operation type (operating mode), 
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- main  machine,  
- (PD,  UD, TD), Preparat ion,  Unit  and Transfer  Duration,  
- min imum size of lots, overlapping quant i ty  between lots, 
- list of substi tut ion machines,  

2.1.1.2. Elements  for Machine Scheduling 

To build the Machine Scheduling Algorithm we propose a modelling tool called 
the Control Module [BER 81]. Each machine has its own Control Module. It  
contains the par t  of the Scheduling Algorithm which concerns the machine.  It 
allows to define a d i s t r i b u t e d  a lgor i thm which is more robust  when the 
s t ructure  of the model is changed (for instance, number  of machines) and easy 
to program on parallel  computer [VEE.93]. 

Operations, Schedule of the 
constraints machine 

~~ C'~h~ ~ ~  ~ ~ ~  .... N 
................ operat!on_~.~ ~ resources, 

.~ .'~."~:"~ " ~ ..... ~~" ~ N variables, ~ 
~ lists 

Simulation of the 
running of the 

operation 

O u t p u t  Lists  

M o d u l e  

Input  Lists 
Figure  5 : S t r u c t u r e  of  a Contro l  

A Control Module owns two sets of lists: 

- Input  Lists, 
- Output  Lists. 

Input  Lists are  used to manage  the operations involving the machine.  They 
may contain the wai t ing operations with their  date of arr ival  in front of the 
machine.  They may also contain the constra ined operat ions with the date  
when they should be scheduled. 

Output  Lists record the history of the machine scheduling. The main  output  
list contains the current  scheduling solution. The others allow the algori thm to 
mark  the other a t tempted solutions and the Decision Points where it is possible 
to branch or to backtrack. 

The Control Module operation corresponds to a three step t reatment :  

-Choosing an operation according to a rule, 
- Simulat ing the operation, 
-Up-da t ing  the state variables and the Input  Lists and recording the 
scheduled operation in the Output  Lists. 
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The Control Module is one of the basic concept used in SIPA+ software to 
implement  the scheduling algori thm [BER 89]. 

2.1.1.3. Added Elements  for Detailed Scheduling 

In this par t  of the model, more detailed elements are described which allow to 
s imulate  precisely: 

- the t ransfer  system, 
- the tool system, 
- the running of a machine-type or operation-type. 

The t r ans fe r  sys tem is modelled separately.  Its aim is to val idate  TD, the 
T rans fe r  Dura t ion .  The Machine  Schedul ing gives a l ist  of t r a n s f e r s  to 
perform between machines.  (Mi, Mj, d, f) means  tha t  you have to t r ans fe r  a 
product from Machine i to Machine j s ta r t ing  at  date d and before date f. The 
objective of this t ransfer  model is to find a solution to t ransfer  all the products 
and to meet  the d and f dates. If this is not possible, it modifies the dates  and 
t ransmi ts  the delays to the Machine Schedul ing.  

The tool system is also modelled separately. Its aim is to do a first validation of 
PD, the P repa ra t i on  Durat ion.  This model describes tools t r an s f e r s  and 
machine configuration globally. 

The second validation of PD and sometimes UD is done by detailed s imulat ion 
of the operations on the machine. For this, we describe the list of Operations.  
For each Operation opi,  one has : 

- d i  the s ta r t ing  date and fi the la tes t  ending date calculated by 
Machine Scheduling, 
- related order oi, 
- list (or more generally, graph) of previous and next operations, 
- F o r  each operation, one has : 

- a code and designation, 
- operation type (operating mode), 
- main  machine,  
- UD, Unit  Duration, 
- minimum size of lots, overlapping quant i ty  between lots, 
- list of substi tut ion machines. 

The operat ing modes are described with Petr i  nets [COU.89]. They describe 
precisely the various s ta tes  of the objects involved (machine,  robot, pallet,  
conveyor, part ,  data,...). 

2.1.2. Predict ive Control  Modelling 

Predic t ive  Control  concerns P l a n n i n g  Activity,  whose r u n n i n g  mode is 
periodic. This FMS Planning Activity is nested inside a s t ructured hierarchy of 
P lann ing  Activities. In order to in tegra te  the FMS in the whole Product ion 
System properly, the FMS Planning Activity must  be defined in coherence with 
the general  P lanning Function. 

We will first explain the various Hierarchical  P lanning  St ra tegies  and thei r  
main concepts: horizon, period, Decision Frame.  We will then  show the FMS 
Planning  St ra tegy inside this hierarchical  structure.  
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2,1,2,1, Hierarchica l  p lanning  

This is a classical method in Production Control. It  consists in choosing a 
detai l  level to define tasks  and data  according to a given p lanning  horizon 
[POR.87]. Four  p lanning  levels are obtained from Long Term to Very Shor t  
Term. This decomposition is very often used in industry  [DOU.84]. 

O the r  approaches  exist, where  p lann ing  decisions are not organized in a 
pu re ly  h ie ra rch ica l  s t ruc ture .  [JON.90] proposes a combinat ion  of two 
s t ruc tures ,  one hierarchical ,  one heterarchical .  

In this  decomposition, p lanning  decisions at  each level are considered as 
cons t ra in ts  and objectives for lower levels. Each level has a dis t inct  couple 
(horizon, period) [DOU.84]. As a general rule, horizon and period decrease as 
one approaches toward lower levels. 

In order  to real ise  a plan, it is necessary  to define a co-operation and  a 
synchronisat ion between levels, to run their  planning activity coherently. Two 
solving strategies  are considered: 

- Top-down approach, 
- In t eg ra l l y  co-ordinated approach. 

We propose an in te rmedia te  approach: the Par t ia l ly  co-ordinated approach  
[ARC.91-1]. To realise this approach, one must  know how to determine the par t  
of the plan to t r ansmi t  through the lower levels. In this aim, we define the 
State  of a planning activity and the Decision Frame for a planning activity. 

a) The Top-down approach 
The Top-down approach's aim is to calculate a plan through a single Top-down 
pass. A plan elaborated at  one level is t ransmi t ted  to the lower level as a set of 
absolute objectives and constraints. 

The reliabil i ty of this approach depends on the capability for a level to know 
what  can be made on the lower level. For this, the work load of the controlled 
system is calculated but  for the moment  we do not know exactly how to do such 
an evaluation. Because tha t  depends on the set of oi and their  related TPP. So, 
a l though  this  approach  is not t ime-consuming,  it leads to sub- or over- 
evaluation of the shop capacity. 

b) The Integrally co-ordinated approach 
The In tegra l ly  co-ordinated approach's  aim is to calculate a p lan t h rough  
dialogues between adjacent levels. The number  of passes is not limited, and 
each level may contest the objectives and constraints  coming from the upper  
level. The objective is to be sure tha t  the planning solution elaborated is fully 
admissible .  

The main  objection to this approach is tha t  it is t ime-consuming. It  is difficult 
to eva lua te  the min imum amount  of t ime required to find a first  solution, 
because the lowest level may oblige to re- think the whole hierarchical  process 
p l ann ing .  

But this method has the advantage of giving a very good solution. Therefore, it 
seems interest ing to be able to use it but  if you have time. 
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c) The Partially co-ordinated approach 
The Pa r t i a l l y  co-ordinated approach tr ies  to make  a compromise  be tween  the 
two former  methods.  The objective is to combine the rapid i ty  of the first method  
and the  qual i ty  of the second one. For this, we define the s t a g e  notion. It  is one 
step in the solving hierarchical  process. 

Admissibility 

A 

high - - 

Medium- - 

Low - -  

T o t a l l y ~ ~  1 
Coordinated ] 

Partially 
Coordinated[ 
Approach [ 

I I I Time 
Low Medium high 

F i g u r e  6 : H i e r a r c h i c a l  P l a n n i n g  A p p r o a c h .  

A stage is defined in associa t ing two adjacent  levels to find a plan sa t i s fy ing  
both levels.  The control is then  given to the next  lower s tage,  w i t h o u t  a 
possibili ty to re turn.  

levels 

C 1 ~ ~ ~ 3  ~ 

f 
M1 M2 M3 M4 M5 M6 M7 M8 M9 

solving stages 

1, C2, C3 

CI, M1, C2, M3, C3, M6, M7, 
M2 M4, M5 M8, M9 

F i g u r e  7 : Solving s tage  def ini t ion w i th  a t h r ~ : l e v e l  h i e r a r c h y  
(Shop, Cell, Machine). 

On one stage,  one has  one en t i ty  on the upper  level, and n on the lower level. 
The u p p e r  en t i t y  e labora tes  a p lan and asks  the  n en t i t i es  to approve or 
d isapprove of its plan. This dialogue is stopped when the two levels agree or 
when the  m a x i m u m  n u m b e r  of passes  is reached. 

d) State of a planning activity 
In the  GRAI Method,  the  p l a n n i n g  ac t iv i ty  has  a periodic execut ion.  A 
decis ion level Li is c h a r a c t e r i s e d  by a horizon,  Hi and  a period, Pi. The 
p l a n n i n g  ac t iv i ty  (PAi) is ac t iva ted  every period Pi. An act ivable  p l a n n i n g  
activity (PAi) may  be in one of the two following states:  
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- the auto-activable state, if and only if the planning activity PAi+ 1 of level Li+ 1 
(Hi+ 1, Pi+l)  has not reached the end of its period, 

- the wai t ing state, to be activated by the planning activity PAi+ 1, if and only if 
the planning activity PAi+ 1 has not reached the end of its period Pi+ 1. 

e) Decision Frame for a p lanning activity 

Let two adjacent planning activities be PAi+I and PAi, we called the data  they 
exchanged Decision Frame  for a planning activity. This frame consists of: 

- the products to plan, 
- the TPP, 
- di the earliest s tar t ing date and fi the latest  ending date, 
- the number  of the current  pass, 
- the max imum number  of passes. 

We called Hci the Horizon of the Decision Frame for a planning activity. It is 
the par t  of the Hi+ 1 whose data has to be t ransmit ted by level Li+l  to level Li. 

Hci is bounded by Hi and Hi + Pi+l  because PAi needs information on the Hi 
horizon to make a plan. 

Hi < Hci < Pi+l + Hi 

Levels 

i + l  

[ The level is in the waiting state, to be activated 

The level is auto-activable qt• Decision 
Frame 

Hi+l 

Pi+ 1 - - - - - - - ~  -__~ 

~ H i  ~ - : - - /  

JL l 
i-1 . . . . . . . . . . . .  ~ T i m e  

t O  t l  t 2  

Figure  8 �9 Decision F r a m e  for a p l ann ing  activity. 

APi runs  every period Pi. In t2, APi receives a new frame from APi+I.  So, the 
last t ime APi needs frame information to make a plan before t2, is t l .  Then, we 
can write: 

Hci = (t2 - tO) + Hi ,  i.e.: 

Hci  = H i +  P i+ l -  Pi 
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Let (Hi = k i . P i ,  Hi+l = ki+l.Pi+l), We obtain the following relations: 

Relation between Pi+ 1, Pi and Hci 

Hci  = P i + l - ( 1 -  ki) Pi] 

Relation between Hi+ 1, Hi and Hci 

  i_(ki11), i 1(1 ,Hi 
We have determined the part  of the plan to be t ransmit ted  downto the lower 
level. Now, we have to state clearly how FMS Control dialogs with MTMS to 
elaborate the Reference Plan. 

2.1.2.2. Principles and scheme of a hierarchical planning strategy. 

Viewed from the FMS the par t ia l ly  co-ordinated approach is a dialogue 
between MTMS and the Load Evaluat ion and Machines Affectation task. The 
Decision Frame sent by the MTMS Planning activity is decomposed with TPP 
information, and the machine load is smoothed out. Load smoothing is done by 
means  of Machines  Affection. These affectat ions are obta ined t h r o u g h  
algori thms and by a man-machine co-operation through a convivial interface. 
We design and develop such an interface in [BER 90]. An example of a screen 
is presented in w 3.5.2. If Flexibility Knowledge is specified, it is also possible to 
make these choices through an inference engine (w 3.3.1.1). 

MTMS Planning) I 

- 

f FMS Predictive control ~ . . . . . . . . . . . . . . . . . . .  , 
Oad Evaluation and"~ I 
achine Affectation J 

Machine 
Scheduling _1 [ , 

(tools ~~T~tranfersDetailed Scheduling )) I[Plan ready to launch ',, 

(operations) # ,' 

[ --- Partially coordinated approach 

FMS Control 
" . . . . .  "perio(lic . . . . . .  [ . . . . .  event'-driven . . . . . .  

F i g m ~  9 �9 Decision F rame  for a p lann ing  activity 
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Having the machine scheduling task  run  inside a limited amount  of t ime is 
the main objective to reach, even if some of the date objectives are not respected. 
The reason is tha t  if no Reference Plan is elaborated the FMS Control is blind. 
This is why we suggest to use a List Method (for its rapidity) and an improving 
process  based on a lgor i thms  and Man-Machine  In te rac t ions  both. The 
improv ing  a lgor i thm is based on p e r m u t a t i o n s  made by a S i m u l a t e d  
Anneal ing algorithm [ELO. 92]. 

For the machine scheduling task, the manufactur ing operations are modelled 
by means of three durations: 

- P D ,  Preparat ion Duration, the amount  of time required to prepare  
the machine for a lot of parts, 
- UD, Unit Duration, the amount  of time required to process one part,  
- TD, Transfer  Duration, the amount  of time required to t ransfer  the 
part  to the next machine. 

In the FMS, these  dura t ions  are not known with the same precision.  
Generally,  UD is the best known durat ion because it is related to a fully 
automated  process. PD is often well-known, but if a tool is shared with another  
machine PD may vary. And TD is the less well-known duration,  because it 
depends on the work load of the transfer  system. 

The machine scheduling task  elaborates a first schedule, using these three 
dura t ions .  Then,  the detai led schedul ing t a sk  makes  a Disc re te -Event  
Simulat ion to check if PD and TD durat ions have been evaluated correctly. If 
necessary,  the PD and TD dura t ions  are increased,  and the schedule is 
adjusted. We use the SIMGRAI tool to perform this task [BER 85]. [MON.90] 
proposes an interest ing analysis of dispatching rules and how to select them 
with a discrete event simulator. [MUK.91] has developed an integrated model 
to realize jointly tool allocation task  and sheduling tasks for parts ,  pallets, 
machines and conveyors. 

2.1.3. M o d e l l i n g  the  A u s c u l t a t i o n  an d  D i a g n o s i s  o f  d i s t u r b a n c e s  by  
Flow-Profiles 

The auscultation-diagnosis method that  we will suggest is based on the use of 
FLOW-PROFILES [ARC.91-2]. These flow-profiles establish a link between the 
theoret ical  product ion program and the actual  manufac tu r ing  s i tuat ions .  
Other  similar methods are proposed, see [WAR.91] and [BOC.91]. 

The problem of auscultat ion is basically a problem of reduction of the set of 
points to be observed (tested) when a dysfunctioning symptom appears .  In 
simple cases, such as machine or tool failures, the point to be observed is 
directly indicated by the location of the symptom. In complex situations,  such 
as bot t lenecks  or impor tan t  man u fac tu r i ng  delay (the symptoms) ,  it is 
necessary to check every preceding point in the flow of parts  and in the circuit 
of machines. Thus, the number of points to be observed may become very large 
and incompatible with the production program. The flow-profiles will allow, 
first of all, to locate the hidden causes of the symptoms, and then, to reduce the 
number  of points to be observed. 

A flow-profile is a 3-attribute diagram indicating the load si tuations of a 
given machine with respect to time (figure 10) : 
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Pf = ( load L, Wait ing Time WT, colour C) 

Level of load flow 
Processing starting of 

machine B 

processing end 
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0 Time 
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F igu re  10 : F l o w - p r o f i l e  

Let th is  mach ine  be called mach ine  B; the load may  come from a n o t h e r  
machine,  called A. Load-level L indicates the amount  of work tha t  the machine  
B is going to under take .  Wait ing t ime WT indicates the period dur ing  which 
the in te rmedia te  stock between machines  B and A remains  constant .  Colour C 
indicates the type of par ts  on which the machine B will operate. It indicates in 
fact one type of operat ions,  or one group of operations.  With respect  to the 
auscul ta t ion  problem, the aim of the flow-profiles is to reflect var ious t rans fe r  
s i tuat ions  between machines.  For instance �9 

(a) At t l ,  end of one processing by machine A 

(b) Between t l  and t2, the in termediate  stock remains  constant  

(c) At t2, end of another  processing by machine A, hence, an increase of 
the wai t ing  stock. 

(d) At t3, mach ine  B s t a r t s  to work,  therefore ,  a decrease  of the  
in te rmedia te  stock level. 

(e) Between t3 and t4, the in termedia te  stock remains  constant  

(f) At t4, more work comes from machine A 

The d i ag ram is re la ted  to the pair  of machines  A and B. Should mach ine  B 
receive work from several other machines  A1, A2, A3,..., one has to es tabl ish 

- firstly, several flow-profiles A1-B, A2-B, A3-B, .... 

- secondly, one global flow-profile by summing  up the individual  ones. 

For  auscu l t a t i on  and diagnosis ,  we need a Reference Flow-Profi les  (RFP) 
which reflects the given production program (Reference Plan). One should be 
aware  t h a t  the theoret ical  performances  of the machines,  as a s sumed  in the 
product ion program,  may  be different in reality. Therefore, this RFP m u s t  be 
permanent ly ,  (or periodically), adjusted according to the real si tuation.  
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Figure  11 : Detec t ion  process 

Practically,  RFP use for auscul ta t ion and diagnosis proceeds as follows : 

step 1 - Occurrence of a significant symptom at  t ime tn 
step 2 - Determinat ion of the RFP, the par t  from tO to tn 
s tep3  - De te rmina t ion  of the ac tual  flow-profile which is 

different from the RFP (even up-dated) (The RFP reflects s i tua t ions  
which are wi thin  the "Earl iest-Latest" margin  of the operations.  Any 
fa i lure-Symptom indicates tha t  some operat ions are on the fringe or 
even beyond this margin) 

Modelling the Therapy by Manufacturing Environment Multi- 2.1.4. 
graph 

The model l ing approach  may be summar ized  as follows. From the not ion of 
Reduced Manufac tu r ing  Env i ronmen t  we define a Mul t i -graph  whose edges 
are the  predicted pa th  of the products,  and whose nodes are the machines .  
Using connex graphs,  we define the Minimal  Potent ia l - Inf luence Zone of the 
plan af ter  a d is turbance  has occurred. 

2.1.4.1. Manufac tur ing  Envi ronment  of a General  Workshop (MEGW) 

For a given [0,T] horizon, the MEGW is defined as the set of usable e lements  
(machines  and equipment)  a n d "  

- products  to be manufac tured  

- TPP and sub-TPP associated with these products 

- physical configurations of the manufac tu r ing  elements  
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2,1,4,2, Reduced Manufac tur ing  Envi ronment  (Ev) 

For  a given horizon [0,T], the Ev is defined under  the following conditions" 

- P r o d u c t s  a s s o c i a t e d  w i t h  l i n e a r  T P P  r e p r e s e n t i n g  the  
p rogrammed  and non-executed operat ions 

- Feasible machines  with non-blocking resource supports .  

2.1.4.3. Mul t i -graph of a Reduced Manufac tur ing  Env i ronment  Ev 

The mul t i -g raph  is defined as �9 G=(S,A), where �9 

S: is the set  of nodes associated to machines  and equipment ,  defined by the 
following bijective function 

f: M ~ S verifying the conditions 

V (mi,mk) �9 M2 f(mi ) #f (mk)  

V m i � 9  M 3 s i � 9  S / f ( m . ~ = s  i 

A: is the set of edges such as we construct an edge between s i and Si+l, if there  
exists  a product  whose predic ted pa th  in the workshop  t r a n s i t s  in e i ther  
direction between m i and mi+ 1. Between s i and Si+l, for a given product,  there  
will be as m a n y  edges as t r ans i t i ons  predicted be tween  the  2 assoc ia ted  
m a c h i n e s .  

For  a given workshop s t ructure :  m l ,  m2 , . . . ,mi_ l ,mi ,mi+ l , . . . ,mk ;  for a given 
product  Pi associated with a l inear TPP gi, we construct  a sub -Graph  with k-1 
links defined in the following way: 

v i=l,...,k-1, we connect with one edge the nodes si, s i+l  associated with  
machines  m i and m i+ l  

The Mul t i -graph of the manufac tu r ing  environment  of a given workshop is the 
union of the set of sub-graphs associated to the products of the manufac tu r ing  
env i ronmen t .  

Example  

Operations "~ 
I ~ op.1 op.2 op.3 op.4 op.51 

pl 1 5 3 6 2 
I 1~ 3 6 1 4 

p3 7 9 8 

a, pt 6 2 4 ~ /  

ps 3 s 3 s" 
p6 8 4 2 9 

Machines 
/ 

F i g u r e  12 : M a n u f a c t u r i n g  process .  
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F igu re  13 : Associa ted  mul t i -graph.  

1 

Figure  14 : Associated va lued  mul t i -graph.  

Let us consider a production program in which" 

- six products (Pl to P6) are involved 
- each product may involvel to 5 operations (opl to op5) 
- 9 machines are used: (1 to 9) 

Using the TPP associated to the products,  the scheduling task  assigns a 
machine to each operation for each product. The schedule-table (figure 12) is 
obtained. 

From the schedule-table, we deduce the associated multi-graph of figure 13: 

- e a c h  node represen t s  the s i tua t ion  of a machine  (s 1 to s 9 
correspond to the 9 machines), 

- t h e r e  is one edge (non-oriented link) each t ime there  is an 
in te rmedia te  succession of manufac tur ing  sequences ei ther  of the 
same product,  or between two different products  (example: edge 
between s 8 and s9). 

- t h e r e  are as many edges as immediate successions (example: 2 
edges between s 6 and s2). 

In some product ion programs,  especially when there  are few machines  
(multiple-purpose machines and conveying robots), the associate mul t i -graph 
becomes heavy and difficult to manage.  In such a case, the mul t i -graph of 
figure 13 is replaced by the valued mult i-graph of figure 14 where the multi- 
edge is replaced by a single-edge associated to a number  represen t ing  the 
number  of edges. 

2.1.4.4. Absorbing Capacity of an operation 

In a manu fac tu r i n g  schedule, there  are often gaps. A gap occurs e i ther  
because a machine is waiting or because a product is waiting. This gap can be 
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defined with respect to an operation, by considering the consecutive operations 
of this operation. There are two types of consecutive operations: (figure 15) 

- operation Sm(ij)  linked by the machine 
- toperation (i+ l~j) linked by the product. 

For the therapy, these gaps can be used for dividing adjusting reactions. 

The Absorbing Capacity CA(ij) of an operation (i j)  can therefore be defined as 
the maximum margin  which can be employed to annihi late  a per turbat ion  on 
this operation without  dis turbing the consecutive operations. The CA(ij) can 
be calculated in the following way. 

In the following expressions, the symbols dd,  df, de  stand for: 

dd (ij) s tar t ing date of operation (ij), 
df (ij) ending date of operation (ij), 
de (i) due date of product i, 

Let �9 

Let �9 

ATp(ij) be the margin between operation (ij) and its successor ( i+ l j )  

- if the operation (i+ 1j) exists, then ATp(ij) = dd (i+ 1j) - df (i j)  

- if the operation ( i+ l j )  does not exist, then ATp(ij) = Max ( 0, de(j) - df 
(i,j)). 

ATM(ij) be the margin between operation (ij) and its successor Sm(i j )  

- if operation Sm(ij) exists, then ATM(iJ) = dd(Sm(ij)) - df (ij) 

- if operation Sm(ij)  does not exist, then ATM(iJ) = oo. 

The local absorbing capacity of operation (ij) is then: 

i CA(iJ)= Min ( ATp( i j ) ,  ATM(iJ) ) 

M a c h i n e s  

M4 _ 

M3 

M2 

M1 ii:i!!:!!!:i! 

. . . .  ~ ( 2 , 2 ~ ~ , : .  

ATp(1,2) 
A T M ( 1 , 2 )  

~"~",i" ~-~':i~,.'~ '~/"~~!" 'i~ x x 

�9 _ _  U _ 

ii:i!!:!!!:i!i:i!~i::::i!:ii!:ii::! 

~ - ~  T ime  

Figure  15 : Margins  of an  ope ra t ion  (ij) 

2,1.4,5. Minimal Potential-Influence Zone (MPIZ) 

One of the key-ideas for solving the NP-complexity scheduling problems, is to 
decompose the NP-complexi ty  into isolated small  ( n r p k ) - c o m p l e x i t i e s  
([BUR.S6], [POR.88]). 
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If this idea is applied to our method, we need to decompose the Manufac tu r ing  
Env i ronmen t  of the workshop into small  manufac tu r ing  envi ronments .  Thus  , 
the MPIZ is defined as follows (figure 16) : 

- the zone is init iated by a per turbat ion,  
- the zone has a spatial  range in machines and equipment ,  
- the zone has a temporal  range,  
- any adjus t ing react ion in this  zone has a m i n i m u m  influence on 

the following operations. 

2.1.4.6. Connex Graphs  

Local zones (nrpk) reflect the s i tuat ions of the manufac tu r ing  capacities of the 
env i ronmen t s .  The connex graphs  are  opera t iona l  tools, which t r a n s f o r m  
zones (nrPk) into a model, from which the monitor  can calculate his ad jus t ing  
reactions quant i ta t ively.  

realised Zone 

temporal 
M a c h i n e s  I range I minimal 

. ~ ~ ootential-influence 

MS 

m 

Set  o f  a c t i v i t i e s  

- T i m e  

Di: 

F i g u r e  16 : Min imal  po ten t i a l - in f luence  z o n e .  

A connex  g r a p h  is a s u b - g r a p h  of the  m u l t i - g r a p h  r e p r e s e n t i n g  the  
m a n u f a c t u r i n g  env i ronment .  The ini t ia l  mu l t i -g raph  may  conta in  i sola ted  
connex-graphs (connex components of the mult i-graph).  

A connex component  may appear  after  the execution of some m a n u f a c t u r i n g  
operat ions (figure 17, figure 18). 

Operations 

• op.1 op.2 op.3 

pl 1 5 3 

ti 2 3 6 1 

p3 7 9 8 

p4 6 2 4 

p5 3 5 3 

op.4 op.5 

6 2 

4 

. /  
5 

Machines 
/ 

F igure  17 : New schedule- table .  
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F igu re  18 : Va lued  mul t i -g raph  associa ted  to the  schedule- table  of  f igure  17. 

E x a m p l e :  Let  us s t a r t  wi th  the  schedule- tab le  in f igure 12. Severa l  
m a n u f a c t u r i n g  operat ions  have been executed so t ha t  the produc t  P5 is 

achieved.  Severa l  m a c h i n e - a s s i g n m e n t s  have occurred,  r e s u l t i n g  in the 
schedule-table in the figure 17. The mult i -graph in figure 13 becomes then tha t  
of figure 18. The la t ter  now contains two connex components. One on the left, 
and the other one on the right. 

2.2. P l a n n i n g  o r  P r e d i c t i v e  C o n t r o l  

2.2.1. Convivial  p l ann ing  

The first principle to respect when specifying a Convivial Planning Software is 
tha t  the Human  Operator  responsible for the scheduling task mus t  not be idle 
in front of his computer,  or the P lanning  Software is not convivial and the 
Human  Operator  does not use it. 

Secondly, the H u m a n  Opera to r  mus t  be able to en te r  his solut ions or 
constraints  easily. 

Thirdly,  the Convivial P lanning  Software must  explain the solutions it has  
found. 

So, the Convivial Planning Software relies on [BER 87]: 

- a n  Interact ive Man-Machine Interface, 
- a very quick basic algorithm, 
- s e v e r a l  improving a lgor i thms runn ing  in the background,  which 
can explain the solutions found, 
- many utili ty functions to analyse the scheduling situation. 

2 . 2 . 2 .  Man-Mach ine  In te r face  

The hear t  of the Man-Machine Interface for a Convivial P lanning  Software is 
the Interact ive Graphic Representat ions for Planning,  i.e. a Gant t  d iagram or 
a Load diagram. 

The meaning  of Interact ive is tha t  the Graphic Representat ions are the media 
used by Man and Computer  to co-operate towards a solution. The Graphic  
Representa t ions  have to be reactive, i.e. tasks  on a d iagram mus t  be easily 
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movable with the mouse, and a double-click should open an informat ion  
window on the selected task. 

A Graphic Representat ion for Planning is a 2D view of a 3D Abstract  Object: 
the planning. The three dimensions of a planning are: 

- T ,  Time used to represent  P lanning  Horizon, Period, operat ion 
durat ion, . . .  
- P, Product, a generic term used for all the materials t ransformed by 
the FMS, 
- It, Resource, represents all the objects tha t  serve as support  for the 
FMS operation. 

To specify a Graphic Representation for Planning, we have to define: 

- a s e l e c t i o n  among these three sets (T, P, R); i.e. an interval of Time, 
a sub-set of Products and a sub-set of Resources, 
- a g r a p h  type:  Gantt, Load, Day planning, 
- the set of t o o l s  used to Interact with the planning. 

- r - ]  Interactive Graphical Representntions for P l a n n / n g  ~ [ : : ] ' ] ~  

IS electron v I 
Res. 1 

Res.2 

Res.255 

(Tools) 

r ~  
G 2  

cD 

Horiz. ~cale 
I i l , ,  I I I i I I I 

period 

i 

iMi 
i 

_AAI  I •!!!•!!!!!!i!!•!!!•i•i•iii•i•i•i•i!i•i•i•i•i!iiiii!!!i!i!i••T••i!i!i!i•i•i•i•i•i•i•i!i!!•!ii!i!i•i•i•i•i•iiii!!!!i•i•i•i•ii!!i!i• I 0  
F i g m ~  19 : Proposi t ion of a P lann ing  Interface 

I , i ~  m e t h o d  2 . 2 . 3 .  

The proposed List  Algorithm is based on the use of the [BER.83] Control 
Module. 

H is the horizon, TO is the beginning date of the plan, T is the current  date, the 
g l o b a l  a l g o r i t h m  dispatches operations in the input  lists of the Control 
Modules. Each Control Module with its loca l  a l g o r i t h m  manages the choice of 
operations in its input  list. 
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T is set to TO 
WHIIJE T < T0 + H DO 

F O R  each free machine DO 
Activate C o n t r o l M o d u l e  of the Machine at date T 
Update the Input  Lists of others Control_Modules 

END OF FOR 
Increase T 

END OF WI-III,E 

F igure  20  : Global a lgor i thm 

To C h o o s e  an operation Oi in the Input List according to a rule, 
IF  Oi is chosen THEN 

S i m u l a t e  the operation on the Machine at date T 
U p d a t e  the state variables and the Input  Lists and r e c o r d  

the scheduled operation in the Output  Lists 
END OF IF 

F igure  21" Local a lgor i thm o f  t h e  Control_Module 

This a lgor i thm is very simple in its general  s t ructure .  This d ispatched 
structure makes it easy to execute by a parallel computer. This is important  to 
reduce the amount  of time required for scheduling. 

2.2.4. Improv ing  s o l u t i o n  with  a S imula ted  Anneal ing  a lgor i thm 

The Simulated Annealing algorithm to improve Shop scheduling solutions is 
in teres t ing because of its generality.  Its s t ructure  is not dependent  on the 
structure of the Shop. 

The first task to perform is to choose an evaluation criterion to measure  the 
quality of the scheduling solution. This criterion may be used : 

- t o  minimise the total processing time, 
- t o  minimise the total processing time of a set of manufac tu r ing  
orders (for example, those with a high priority), 
- to maximise the load of bottlenecked machines. 

The Simulated Annealing algorithm [BON. 91] is as follows �9 

Begin 
To evaluate criterion C for the current scheduling solution 
k <-- 0 (initialisation) 
To evaluate start ing temperature T(0) (T is temperature)  
While  (the stop criterion is not verified) Do 
Begin 

Repeat_Count <-- 0 (initialisation) 
W h i l e  (Repeat_Count < N(k)) Do 
Begin 

Change a product choice for one machine 
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Make a new schedule 
To evaluate criterion C' for the new scheduling solution 
If  (criterion value C' better than C) T h e n  

the new scheduling solution becomes the current  one 
Else 

A(T) = exp ( ( C - C' ) / T ) 
a random number p is generated in the range [0, 1] 
I f  p < A(T) T h e n  

the new scheduling solution becomes the current  one 
Else 

the product choice Change is cancelled 
End  of If 

End  of If 
Repeat_Count <- Repeat_Count + 1 

End  of w h i l e  

k <- -k+  1 
To evaluate T(k) 

E n d  o f  w h i l e  

End 

F i g u r e  2 2  : T h e  Simula ted  Annea l ing  a lgor i thm 

Temperature  T and probability P aim to allow the criterion C to grow between 
two decreases. Tempera ture  T is a decreasing geometric function T(k) = a.T(k- 
1); "a" is a constant  strictly inferior to 1. The number  of repetit ions "N(k)" is 
linked to the maximum number of a t tempts  accepted between two decreases of 
the criteria; it is often constant. The main loop depends on a stop criterion for 
the improving process. For us, this stop criterion depends on the amount  of 
time allowed by the user to the computer to devise this improving process. 

The Simulated Annealing algorithm is based on the following parameters  : the 
initial schedule and temperature ,  the decreasing geometric function, the stop 
criterion and the rule to make the change of product choice. 

2.3. S u p e r v i s i n g  o r  O n - l i n e  C o n t r o L  

The On-line Control is the part  of the FMS Control tha t  is most developed in 
industry .  Few generic studies about it are available. The modelling tools 
commonly used are : 

- S A D T  to s t ructure  the physical elements, mainly resources whose 
work load is l imited (machines,  equipment ,  mate r ia l s ,  stocks) 
[KER.93], [BOW.91], 
- GRAI-nets [PUN 83], [PUN 84]: 

- to model the activities and the situations of the product flows, 
- to model the command signals and their reception points, 
- to model of the supervising points in the product flows. 

To make real-time scheduling decisions, the most common approach is to use 
dispatching rules [HUT.91], [MAH.90], [MON.90]. 
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2.4.  D y n a m i c  Control  

We have presented  above (w 2.2.3 and 2.2.4) the modelling tools to be used : 

- f l o w - p r o f i l e  m o d e l l i n g  to r e f l ec t  m a n u f a c t u r i n g  s i t u a t i o n s  
( m a n u f a c t u r i n g  load), 
-capacity-diagram m o d e l l i n g  to re f l ec t  and  u n d e r s t a n d  t h e  
s i tua t ions  of the capacity uti l isation.  

We will now explain the procedures to solve the following dynamic  problems : 

-auscultation and diagnosis,  
- the rapy .  

2.4.1. Me thodo logy  for  Ausc td ta t ion  a n d  Diagnosis  

In t e rms  of FMS p lann ing  and control, the auscu l t a t ion  process occurs when  
the  causes  of the  p e r t u r b a t i o n s y m p t o m  cannot  be clearly detected.  Once the  
causes  a re  d e t e c t e d  the  d i a g n o s i n g  process  t a k e s  place.  In t e r m s  of 
"supervis ing"  and  "dynamic adjus t ing"  act ivi t ies ,  the d iagnos ing  process  is 
lies between these  two activities. This process, in fact, consists of two activi t ies : 

(a) perception,  which in te rpre t s  the resul t s  of the auscul ta t ion ,  namely ,  w h a t  
the causes of the dysfunct ioning are; and (b) de te rmina t ion  of a field of possible 
actions which will guide the therapy.  

In our method,  both auscul ta t ion  and diagnosis  are based on the use of 
the  S i t u a t i o n a l  D i a g r a m  of the f low_Profi les of the  Workshop  m a c h i n e s  
(Figure 23). 

Let : 

SIT-P : s i tuat ion of a machine  which produces a load 
SIT-C : s i tua t ion  of a mach ine  which receives and  consumes  a 

load 
n : t h e  number  of machines  used in a workshop. 

The S i tua t iona l  D iag ram shows relat ions be tween various s i tua t ions  of Flow- 
Profiles be tween the machine-s i tua t ions  : 

(a) Level 0 : S i t u a t i o n  of Flow-Profiles of n machines  in SIT-P and n mach ines  
in SIT-C (top par t  of the diagram) 

(b) Level 1 : Two si tuat ions of Flow-Profiles 

(b l ) S i t u a t i o n  of Flow-Profiles of n machines  in SIT-P and the whole of 
the  n mach ines  in SIT-C considered as one machine  (middle left) 

(b2) S i tua t ion  of Flow-Profiles of n machines  in SIT-C and the whole of 
the n mach ines  in SIT-P considered as one machine  (middle r ight)  

(c) Level 2 : Si tuat ion of Flow-Profiles of the s i tuat ion (bl) plus (b2) (bottom of the 
d i a g r a m )  
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Figure  23 : S i tuat ional  Diagrmn of  Flow-Prof i les  
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The Flow-Profiles reflect the s i tua t ions  of the m a n u f a c t u r i n g  operat ions.  It  is 
i m p o r t a n t  to note tha t ,  theore t ica l ly ,  when  the re  are  n m a c h i n e s  in the  
m a n u f a c t u r i n g  process, the total  number  of Flow-Profiles is n*n (100 only for n 
= 10). This  is why auscu l t a t ion  is difficult. However,  for a given product ion  
program,  th is  n u m b e r  is much  smal ler .  If  each mach ine  is used  once, th is  
n u m b e r  is 9 for n = 10. This  n u m b e r  r e m a i n s  smal l  even if some of the  
machines  are to be used several  t imes.  

The global auscu l t a t i on  and d iagnos ing  process comprises  th ree  m a i n  s teps  
(each one including several  sub-steps) �9 (Figure 24). 

- de te rmina t ion  of the observable critical point 
- identification of the critical activity 
- identif ication of the faul ty actor or actors. 

Step 1- De te rmina t ion  of the observable critical point 

For  this,  we use the S i tua t iona l  D i a g r a m  of Flow-Profi les  (Figure  2). The 
process s t a r t s  when  a significant per tu rba t ion  is detected. 

Step 1.1 - Evaluat ion of the tendency 

The " tendency" informat ion  accelera tes  the search  for the  observable  
critical point. This informat ion is obtained by compar ing the reference Flow- 
profiles (up-dated)  and the per turbed  one of level 2. An uphil l  t endency  (some 
mach ines  PRODuce  too much load) indicates  t ha t  the pe r tu rba t ion  is on the 
"PROD" side. A downs t r eam tendency (some machines  have too much  load to 
CONSume)  indicates  tha t  the per turba t ion  is on the "CONS" side. 

Step 1.2- Dete rmina t ion  of the first machine  

At this sub-step,  we compare the Reference and the per turbed  Flow-profiles a t  
the level 1. When  the tendency is "PROD", we identify as the first machine ,  the 
pe r tu rbed  producer.  When  the t endency  is "CONS" we ident i fy  as the f irst  
machine ,  the  pe r tu rbed  consumer.  

Step 1.3- De te rmina t ion  of the second machine 

At this sub-step,  we compare the Reference and the Per tu rbed  Flow-Profiles a t  
Level 0, which contains  all the e l emen ta ry  flow-profiles. Note tha t ,  from Sub- 
step 1.2, only one producer  or one consumer  is identified. Therefore,  a t  Sub- 
s tep 1.3, according to w h e t h e r  th is  is a producer  or a consumer ,  we only 
compare  one se t  of n co r r e spond ing  c o n s u m e r s  or of n c o r r e s p o n d i n g  
p roducers .  

The final r esu l t  of Step 1 is one flow-profile connecting a pair  of well-defined 
producer  and consumer.  The search for the observable critical point  requi res  �9 
1 comparison at  level 2, n comparisons at  levels 1 and 0. We therefore reduce a 
problem of complexity O(n 2) to one of complexity of O(2n+ 1). 

Step 2. Identif ication of the critical activity 

Once the observable critical point is located, we identify the critical act ivi ty  in 
space and in t ime. This is done by using the load d iagram corresponding to the 
flow-profile a round  the critical point. The various types of causes are identif ied 
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F i g u r e  24 : C o m p a r i s o n  o f  l o a d  d i a g r a m s  

(a) The lengths are different �9 L~ v dr 
Fu r the rmore ,  load-levels are also different : 

(al)  L~ < d randN~ +1 >N~ 
The per tu rba t ion  causes may be : 

- m a c h i n e  failure of the uphill  uni t  A 
- under -eva lua t ion  of the processing t ime of A 

(a2) k~ < l i randN~ +1 <N~ 
The causes may  be : 
- machine  failure of the B downst ream uni t  
- p rocurement  delay at  B because of conveying problems 

(a3) Lb > ~randNir +1 > dr 
The causes may be : 

- over-evaluat ion of the processing t ime at A 
- c a p a c i t y  of B larger  than  previously assumed 
- problems in the percentage of waste  par ts  

�9 

(a4) Lb > ~r and Ni~l< I~r 
The causes may be : 

- the t ransfer  between A and B is too fast 
- p r o c u r e m e n t  problems of the machines  
- wrong choice of machines  

(b) Diagnosis on the waste-ra te  

This  h a p p e n s  if N ~  ~rand~p= dr. The s i t ua t ion  conf i rms t h a t  the  
under ly ing  activit ies are critical. 
(c) Diagnosis on the sequencing 

This happens  if ~.p r ~r 
The causes may  be 
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- either a misconveying of parts  
- o r  a wrong sequencing of operations 

Step 3 Identification of critical actors 
Locating the critical activity allows identification of the critical actor or 

actors. This is done by represent ing the activities by means of the GRAI-nets 
(Graphs  wi th  Resul t s  and Activi t ies  In t e r r e l a t ed )  [PUN 84]. In th is  
representat ion,  each activity is symbolically characterised by : 

- input  and output events, 
- intellectual supports, 
- mater ia l  supports,  
- operator. 

The interrela t ions between activities are always defined by the fact tha t  the 
support  of one activity always comes from the result-event of another  activity. 
Based on the GRAI-nets ,  the var ious  causes ident if ied at  step 3 are 
symbolically t ransla ted into real elements. 

2.4.2. Therapy  Procedure  

The aim of the procedure is to help the monitor, after the per turbat ion  has 
occurred, and after the critical e lements  have been located, to de termine  
adjust ing reactions with a minimum of consequences. 

Step 1: Initiation 

Auscultat ion and diagnosis have identified the critical elements, causing the 
pernicious per turbat ions .  The Monitor displays the schedule-table and the 
Gant t  d iagram of the manufactur ing  program. From the Gant t  diagram, the 
Monitor identifies the per turbat ion  date dp (figure 26). Its task  is now to 
ident i fy  the MPIZ. For this,  he carr ies  out a spa t ia l  and t empora l  
decomposition. 

Step 2: Spatial Decomposition 

The MPIZ is character ised by a spatial  and a temporal  range. From the 
schedule-table and the Gant t  diagram, the Monitor generates  the associated 
Multi-graph.  (An automatic  generator  must  be implemented in the decision- 
aid system). If the mult i -graph possesses 2 or more connex components,  the 
monitor chooses the smallest  one. If not, the Monitor carries out a temporal  
decomposition. 

Step 3" Temporal Decomposition 

Each t ime a manufac tur ing  operation is performed, a rup ture  may occur in 
some link of the multi-graph. As a consequence, new connex components may 
occur. There are three types of ruptures:  

t.ype a. The operation achieved is associated in the valued graph with a 
link of a value superior to one. The value decreases by one unit. No rupture  in 
the graph. The connexity remains the same. 

type b. The operation achieved is associated in the valued graph with a 
link of a value of 1 between nodes s i and Si+l. After this rupture,  there exists 
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no circuit between these two nodes. The initial graph splits into two connex 
components .  

tvoe c. The operation achieved is associated in the valued graph with a 
l ink of a value of 1 between nodes s i and si+ 1" After this rupture ,  there still 
exists some circuit between these two nodes. No new connex components are 
created. The connexity of the initial graph remains the same. 

For the tempora l  decomposition, the Monitor displays the schedule- table  
(figure 25) and the corresponding Gant t  diagram (figure 26). He simulates the 
successive achievements  of the manufac tur ing  program (automatic pointer to 
be implemented in the decision-aid system). 
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Figure 25 : Schedule~table under temporal decompositiom 
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F i g m ~  26 : Gant t  d i ag ram u n d e r  t empora l  decomposi t iom 

After each operation has been completed, he analyses the new structure of the 
mul t i -g raph  of the manufac tu r ing  env i ronment  (connection be tween the 
pointer  and the mult i -graph generator  to be implemented in the decision-aid 
system, the la t ter  mus t  have a mult i-window possibility). The succession of 
mult i -graphs is shown in figure 27. 

The various steps of the decomposition are the following. 
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a- Initial structure A0 of the multi-graph at date do. 
b- At date dl ,  operation(I,3) ends. Rupture of link (s6, s8). Graph A0 

splits into two connex components A1 and A2. 
c- At date d2, operation(2,5) ends. Rupture of link (s6, sl). Sub-graph A1 

splits into two connex components A l l  and A12. 
d- At date d3, operation(2,2) ends. Rupture of link (s9, s8). Sub-graph A2 

splits into two connex components A21 and A22. 
e- At date d4, operation(3,5) ends. Rupture of link (sl, s4). Sub-graph A12 

splits into two connex components A121 and A122. 
f- At date d5, operation(3,6) ends. Rupture of link (s3, s6). Sub-graph A l l  

splits into two connex components A l l l  and Al12. 
g- At date d6, operation(3,1) ends. Rupture of link (s7, s8). Sub-graph A21 

splits into two connex components A211 and A212. 
h- At date d7, operation(3,7) ends. Rupture of link (s3, s5). Sub-graph 

A l l l  splits into two connex components A l l l l  and All12.  
i - A t  date d8, operation(4,6) ends. Rupture of link (s2, s6). Sub-graph 

A l l 2  splits into two connex components Al l21  and Al122. 

co,_ :,_ 

T 

A2 A1 

A 1 2  
A.11 

Ittlttll 
Figure  27 : Temporal  decomposition of a multi-graph. 
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At each step a, b, c, .... , i, the monitor tries to determine the adequate  adjust ing 
reactions. If he does not succeed at one part icular  step, he goes to the next  one. 
The earl ier  he succeeds with the dates, the bet ter  the adjust ing reactions are. 
This procedure  is in t r ins ica l ly  an opt imis ing procedure.  The min imi sed  
criterion are the consequences of the per turbat ion on the production program. 

Step 4: Adjusting through permutat ion (figure 28) 

Once the  connex component  is ident i f ied ,  the  Moni tor  d i sp lays  the  
corresponding schedule- table  and Gan t t  d iagram.  He t r ies  to absorb the 
per turbat ion  through permutat ion.  Two operations (i~j) and (k,1) scheduled on 
the same resource mi are said to be permutable  if 

Max (df (i-l j) ,  df (k-l,1)) < Min (dd(ij),dd(k,1)) 

Max (df (ij) ,df (k,1)) < Min (dd(i+l~), dd(k+l,1)) 

(Automatic computation of these conditions to be implemented in the decision- 
aid system). 

Step 5: Adjusting through transfer  (figure 29) 

An operation (i~j) scheduled on resource mi is said to be t ransferable  if there  
exists at  least  one al ternat ive resource mk r mi available between dd(i j )  and 
df(i,j). 

(Automatic prospecting to be implemented in the decision-aid system). 

Permutation 

M3 ~ ~~%~(2 ,3~ .~~(3 ,4~  

_ 

~_~ time 

Figure 28 : Permutation of manufacturing operations. 

Reassigned operation 
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Figure 29 : Transfer of m a n u f a c t u r i n g  operat ions .  
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1 Synthesis and Software architecture 

From the tools and methods chosen for solving FMS Control problems this part  
proposes a methodology to build the Software architecture. The aim is not to 
describe a trivial programming method but to insist on the difficult points: 

- general principles to organize the global architecture, 
-construct ion of the various elements of the Software: Database,  
Knowledge, Programs, Interfaces, 
- language and development methodology. 

The FMS Control we propose is a Convivial Control. For this reason, the 
presentation emphasises the heart  of a Convivial Software: the Man-Machine 
interface. Then the FMS Control has to be integrated in the overall Enterprise 
Control. So, the software architecture must be designed and developed with a 
modular organisation [SAN.91]. 

3.1. General  architecture.  

3.1.1. Logical Archi tecture 

The following scheme (figure 30) defines the general architecture of the FMS 
Planning and Control System for one part  of the FMS, i.e. Cell control or 
Central control in figure 31. 
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Figure  30 : FMS Planning  and  Control System. 
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Co-operative control concerns exchange with upper level to find solution when 
the Decision frame cannot be respected. 

Local Database  is used to mainta in  an image of the controlled system. Some 
aggregation functions allow to t ransmit  to the upper level the results achieved 
by the controlled system. 

3 . 1 . 2 .  Physical  Archi tec ture  

The practical aim of the Physical Architecture is : 

-opera tors  must  use the Control Software, 
-opera tors  have to be motivated to obtain the best "score" with their  
FMS, 
-opera tors  have to be involved in the improvement  of functions and 
interfaces.  

For this, the FMS Control Software must  be: 

- a n  agreeable software to use, it must  encourage to "play" with all 
the functions, 
-efficient to obtain information, to print reports on all the aspects of 
the FMS, 
- a  media allowing the decision makers  to communicate  between 
them but  also providing all opera tors  with  infnrmat ion  and 
knowledge, 

So, the actual trend is to install a local network of Workstations : 

- one station for the Central Control, 
-one  station for each human  cell responsible for a par t  of the FMS 
(Cells, Complex machines,. . .) ,  
- one  s tat ion for each function (transfer,  database,  tools, storage, 
Direct Numeric Control). 

Each workstat ion has the following specifications : 

- connected to the other workstations by a network, 
- running with mult i- task and real-time operating system, 
- o w n i n g  a multi-windowing interface capable of connecting several 
colour screens, 
-equipped  with office utilities for operators: mail, word processing, 
spreadsheet  and copy/paste functions between office software and 
control software. 
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P h y s i c a l  c o n t r o l  A r c h i t e c t u r e  
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F igure  31 : Physica l  Archi tec ture .  

A number  of principles have to be respected when us ing this  physical  
a r ch i t ec tu re :  

- D e c i s i o n - m a k e r  code  : each operator liable to use the workstat ion 
must  have a card or a badge to control access to a number  of critical 
functions of the FMS Control Software, 
- F l e x i b i l i t y  in  c o n t r o l  �9 each operator must  have access to its tasks 
from all the Workstations, 
- A c c e s s  t y p e  : each task or program may be used under  different 
modes (consultation, modifications, information) according to the 
responsibility of the operator. 

3.2. B u i l d i n g  o f  t h e  D a t a b a s e  ( o b j e c t - o r i e n t e d  a p p r o a c h ) .  

The Database is a fundamental  element of the FMS Control Software. It mus t  
be a Real-time Database with the following problems to solve : 

- Access  t i m e  : when a disturbance is detected or when a schedule is 
computed a lot of data has to be reached rapidly. 
- U p d a t i n g  : all the shared information must  be recorded in and 
retrieved from the Database to prevent inconsistencies between two 
p rograms .  
- M u l t i p l e  d o m a i n s  : the Database contains several aspects of the 
same data according to the domain : routes operations for schedules, 
operations for D.N.C. 

In an FMS Control Software, we are essentially concerned with Access  t ime .  
So, we propose to realise a RAM Database through an object language (RAM: 
Random Access Memory, a work memory whose Access t ime is quicker than  
disk memory). This Database will be managed by a dedicated workstat ion with 
a great amount  of RAM memory to be accessed rapidly from any workstation. 

The contents of the Database are essentially: 

- the object  mode ls  of the Controlled FMS 
- object model of the FMS (Common kernel), 
- added  models: Machine Scheduling, Detailed Scheduling, 
- object model of the Flow-Profiles 
-object model of the Manufacturing Environment  Multi-graph 
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- the objec t  m o d e l  of the FMS Planning Control System 

Each p rogram of the global software is an object in this  s t ructure .  This concept 
allows to design an Open Control Sys tem easy to develop and ma in t a in .  The 
software development  t a sk  is unified in one p rog ramming  envi ronment .  

3.3. B u i l d i n g  o f  t h e  K n o w l e d g e - b a s e  ( p r e d i c a t e - l o g i c  a p p r o a c h ) .  

We will t ry  to specify two points about  the building of the Knowledge-base �9 

- the content  of a Knowledge-base for an FMS Control Software,  
- the way to enter  knowledge in the base. 

Two other  impor t an t  quest ions are not t r ea ted  in this pape r "  the m a n a g e m e n t  
of the  knowledge  coherence and  Knowledge-base  o rgan i sa t ion  to m a n a g e  
joint ly  object models  and sets of rules.  For  a first  response  to this  r e sea rch  
problem, see [PAC 92]. 

3.3.1. Contents of the Knowledge-base 

General ly,  the Knowledge-base contains information about  how to use da ta  and 
models in the FMS Control Software. This knowledge may  be divided into four 
parts" 

- Knowledge about Flexibility, 
- History of the FMS operation, 
-Knowledge  about  Man-Machine  Interact ions ,  
- Knowledge about Dynamic Control. 

3.3.1.1. Knowledge about Flexibili ty 

In m a n y  control s i tua t ions ,  the opera tors  or the programs  need in fo rmat ion  
about the flexibility of the shop. Two main  types of flexibility are considered �9 

- Machine or equipment  Flexibility, 
- Product  Flexibility. 

Each e q u i p m e n t  of the FMS has  var ious opera t ing  modes. A normal  mode is 
chosen bu t  one may  have to switch to ano the r  mode in order to solve some 
d i s tu rbance  s i tua t ions .  This  technical  in format ion  is often u n k n o w n  to the  
Control Software. It  is impor tan t  to describe all these modes and to en te r  t hem 
in the Knowledge-base.  Each machine  m a y  also have several  configurat ions.  
These  conf igu ra t ions  are  r e l a t ed  to the  tools, the  p r o g r a m s  or specific 
e q u i p m e n t  a t t a c h e d  to the  m a c h i n e .  If  a formal  desc r ip t ion  of t h e s e  
configurat ions  is avai lable  in the Knowledge-base,  the FMS Control  Sof tware  
(or the  opera tor )  will be able to sea rch  a s u b s t i t u t i o n  solut ion w h e n  a 
d i s tu rbance  occurs. 

To mee t  a m a n u f a c t u r i n g  order, several  TPP may  be used to obtain one same 
product .  In the  same  way,  wi th in  a route ,  for ce r ta in  opera t ions ,  severa l  
machines  m a y  be used. This flexibility knowledge about  the product  should be 
described to give the operators and the software a capabil i ty to react  and  adjus t  
the plan. 

All these  possible choices (opera t ing mode, mach ine  configurat ion,  route , . . . )  
may  be guided (or inferred) by an Analysis  of the set of m a n u f a c t u r i n g  orders 
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sent by the MTMS. This analysis may be made by a rule-based expert system 
[SUN.S9]. 

3.3.1.2. History 

This part  of the Knowledge-base concerns the record of the FMS operation and 
its Control Software. The history of the shop allows operators or software to 
compare present situations with past situations. We propose to classify this 
historical knowledge into four parts: 

- Disturbance situations, 
- Strategies used to solve disturbances situations, 
-AI solving strategies for generic situations, 
- Statistics about each route type. 

3.3.1.3. Knowledge about Man-Machine Interactions 

This par t  of the Knowledge-base is concerned with the manner  to introduce 
situations to the Decision-Makers. In a disturbance situation, the FMS Control 
Software must  show the operator the identified situation and the result of the 
Dynamic Control analysis  (Auscultation, Diagnosis and Therapy).  But,  
according to the disturbance situation and to the operator, the Man-Machine 
Interact ions are different. So, the FMS Control Software must  adapt  its 
interface and must  learn new ways of presentation. 

3.3.1.4. Knowledge about Dynamic Control 

This part  of the Knowledge-base is concerned with how to use the Flow-Profiles 
and Manufac tur ing  Environment  Mult i -graph tools to solve d is turbance  
problems [ARC.91-3]. 

3.3.2. P r i n c i p l e  o f  H u m a n  k n o w - h o w  and knowledge integrat ion 

Formalising Human know-how is difficult, which makes it necessary to adopt 
a pragmat ic  approach. Today, in FMS Control, we are not capable of 
programming the computer learning of Human know-how. So, we propose a 
progressive integration by defining Software Intelligence Levels (Esprit Project 
n~ [Milin 87]). 

The principle of this approach is to integrate gradually Human know-how by 
observing Man-Machine Interactions. This allows to develop the software step 
by step without re-programming the lower levels. 
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Intelligence 

Man-Machine Interactions 

Software Level in project 

More abstract Software Levr 

More deterministic and less abstract Software Level 

Figure 32: Integration of Human know-how in Software Intelligence 
Levels 

The intelligence of a Software Level is related to the lower levels a l ready 
implemented.  In such a structure,  the capabilities of the new level become 
simple functions of the new software. Once implemented ,  they are not 
intell igent any more. Then, Intelligence is in the user  and in the way to use 
these new functions. Accordingly, we have to analyse how this is done and try 
to design the new software level. 

So, in order to integrate knowledge in the FMS Control Software, we propose 
the following steps : 

-Observe  and record the FMS Control Software operation including 
the Man-Machine Interactions; 
- A n a l y s e  the previous records to define new concepts in the 
Knowledge-base; 
-Design a Man-Machine Interface to allow operators  to use this 
Knowledge-base convivially; 
-Obse rve  and record the Man-Machine Interact ions  on this new 
interface to identify generic behaviours; 
- Design and program new functions using the new concepts of the 
Knowledge-base. 

3.4. B u i l d i n g  t h e  p r o c e s s i n g  m o d u l e s .  

Each processing module is a instance of an object Application. 

object Application) 

( o b j e c t V i e w l )  ( o b j e c t V i e w 2 ) (  objectViewn ) 

Figure  33 : Object s t ruc tu re  of a program.  
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An application is a task  or a computer job. It manages  several views. A view is 
general ly located in a window. 

The skeleton of the object Applications depends on the Graphic Envi ronment  
used (X-Windows, Windows, Motif, OpenLook, Macintosh,. . .) .  P r o g r a m m e r s  
should refer to the related "toolbox". 

3.5. B u i l d i n g  M a n - M a c h i n e  i n t e r f a c e s .  

Before p r o g r a m m i n g  in ter faces ,  one should ana lyse  the  M a n - M a c h i n e  
Interact ions precisely [BOY 92]. This can be done by the Scenario Method based 
on the analysis  of Decision Activities, whose operating mode depends both on 
Man and Machine through an interface. When the scenarios are defined, the 
interface screens or windows must  be specified. Each interface is an instance 
of the object View. Programming  a Man-Machine interface is very expensive. 
Tha t  is why, it is important ,  for the work to be reusable,  to build software 
components  independent ly  of computer  languages  and machines  [NEE.90]. 
For this, Graphic Abstract  Data  Type is a good tool to design the more difficult 
par t  of an interface: namely the Interactive Diagram. 

3.5.1. Scenarios  Method to define Man-Machine Interactions.  

This par t  presents  an analysis and design method for Interact ive Decision Aid 
Systems using advanced Man-Machine  Interfaces (pull-down menus,  multi-  
windowing,. . . )  [BER 90]. The basic principle is the same as in the GRAI's 
method: decision activities are first analysed, then those supported by Man and 
Machine both are detailed. To build a scenario it is necessary to identify Man 
act ions and Machine  act ions and therefore  the events  r e l a t ed  to the 
synchronisat ion of these actions. 

First ,  we will present  a form of GRAI net adapted to the modelling of Man- 
Machine Decision Activities. Then, the second tool is the scenario using a 
three columns table for s ta t ing Man-Machine Interactions and Events.  

3.5.1.1. Man-Machine Decision Activities 

Man reasoning may be character ised by active phases (Decision Activity) and 
passive phases (Decisional Situations). These two concepts and the Activity and 
Event  concepts in Discrete Event  Modelling are very similar.  To describe a 
reasoning process is to define and relate all these active and passive phases. 

The GRAI Net is used to make a global description of the reasoning process as 
shown in figure 34. 
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F i g u r e  34 : D e c i s i o n  Ac t iv i ty  w i t h  
Man-Machine Interactions 

E a c h  Decis ion Act iv i ty  begins  wi th  an  ini t ia l  s i t ua t ion  Si  a n d  ends  wi th  a f inal  
s i t u a t i o n  Sj .  E a c h  dec is iona l  s i t u a t i o n  is a s tep  in the  r e a s o n i n g  process ,  
c h a r a c t e r i s e d  by a s c r een  E l .  The  Dec is ion  Ac t iv i t i e s  w i t h  M a n - M a c h i n e  
I n t e r a c t i o n s  a re  s u p p o r t e d  both  by M a n  M a n l  a n d  Mach ine  M1.  In the  u p p e r  
l e f t -hand  corner  it is ind ica ted  w h e t h e r  the  suppor t  is the  Ma in  or a S e c o n d a r y  
suppor t .  The  M a i n  s u p p o r t  m a n a g e s  the  I n t e r a c t i v e  process .  B e t w e e n  t h e s e  
two suppor t s ,  a t r a p e z i u m  formal ise  the  in te r face  I n t l .  

The  E i  screens  cha rac t e r i s e  the  decisional  s i tua t ions  and  are  specified by : 

- the  list  of act ive pul l -down menus ,  
- the  list  of opened  windows and  the active window Fi ,  
- the  objects (icons), outs ide  the  windows,  
- a copy of the  screen in its more  classical s tate .  

Overload Situation 

Sj - an origin is found 

Simulate and 
evaluate the 

effect of a 
modification 

SI=Si 

Q k = situation without  
overload 

F i g u r e  35 : D e c i s i o n  P r o c e s s  w i t h  M a n - M a c h i n e  I n t e r a c t i o n s  
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F i g u r e  35 shows an example  of Decis ion Process  w i th  M a n - M a c h i n e  
Interact ions.  The objective is to solve an overload problem before scheduling. 

This i terat ive Decision Process consists of two activities: 

- the first activity is concerned with the search for the origin of the 
overload; it is dr iven by the man  aided by the machine  (H1 is the 
main  support) ,  

- t h e  second act ivi ty  a ims at  modifying the p lan  and m a k e  a 
s imula t ion  to eva lua te  the  consequence of this  modificat ion;  it is 
driven by the computer  (M1 is the main  support); two s i tuat ions  may  
be obtained Sl--Si where there is still an overload and S k  where  the 
overload problem is solved. 

Two different interfaces I n t l  and I n t 2  support  this interaction. 

3.5.1.2. Scenar io  

To define the scenario concept, we have to recall the two main  types of Man- 
Machine Dialogue" 

- t h e  modal dialogue, 
- t h e  non-modal dialogue. 

The  m o d a l  d i a l o g u e  is run  under  computer  control. This dialogue asks a 
precise in format ion  from the h u m a n  operator.  As long as the man  has not 
given his answer  wi th in  the f rame defined by the dialogue, he cannot  t ake  
ano the r  step. This type of dialogue is in teres t ing  when there is a r isk of da ta  
incoherence.  This mode is easy to manage  (and to program) but  it is ha rd ly  
interact ive.  

The n o n - m o d a l  d i a l o g u e  is run under  man control. He is free to select a menu,  
to activate a window or any object on the screen. This type of dialogue is highly 
interact ive and allows a software to help a h u m a n  user  efficiently. 

A Man-Machine  scenario has to characterise these two interact ion modes. It is 
composed of a three-column table" 

- the first column describes man  actions ( A m a n  i), 
- t h e  second one con ta ins  the  e v e n t s  e i  and s c r e e n s  S c r i  
charac ter i s ing  the beginning of a man  or machine action, 
- the th i rd  one defines the machine actions (Am i). 

Scri 
Menu: New model ~ Open window 

Mouse: Close window .1~ Save Dialog 

Aman ~ Am 
Scrj 

F igure  36 : Example  of a scenar io  

Events  are symbolized by arrows (figure 36). 
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Each Decision Activity is general ly detai led by a scenario. Tha t  is why it begins 
wi th  a sc reen  S c r i  ( ini t ial  s i tua t ion)  and  ends wi th  a screen  S c r j  (f inal  
s i tuat ion) .  This  example  shows t h a t  a m a n  action on the menu:  New model  
leads to open a window. 

The scenario of figure 37 describes a Decision Activity beginning wi th  a modal  
dialogue. The ini t ial  screen S e r i  leads necessar i ly  to the m a n  action A m a n l  
which leads to machine  action A m l .  The end of the Decision Activity is decided 
by m a n  action A m a n 2  which au tomat ica l ly  leads to machine  action A m 2  a n d  
screen S c r j  (final situation). 

Aman -----Tscri I AmX I 
I 

Aman2 ] --- Am 2 

S c r j ~  

F i g u r e  37 : Scenar io  w i th  even ts  l inked  to ini t ial  a n d  f inal  s i t u a t i o n s  

Aman 1 Scri ~ l P . -  Am 1 

Aman2 ~ ~ . -  Am 2 
Scrj 

F i g u r e  38 : Scenar io  w i t h  non-moda l  d ia logue  

In figure 38, all the ar rows of the scenario go from man  to machine.  No event  
asks  for a compulsory  response  from man.  He can choose freely b e t w e e n  
A m a n l  or A m a n 2  action. This is a purely non-modal scenario. 

Scri 
Aman 1 Am 1 

Aman2 .At--"" ~ l P - -  Am 2 
Scrj 

F i g u r e  39 : Scenar io  w i t h  m o d a l  d ia logue  

F igure  39 r e p r e s e n t s  a pure ly  modal  scenario.  Man act ion A m a n 2  is the 
consequence of machine  action Am1.  

3.5.2. G r a p h i c  Abs t r ac t  Da ta  Types  t o  specify In t e rac t ive  Diag rams .  

Graphic  Abs t r ac t  Da ta  Types are a way to describe an In te rac t ive  D i a g r a m  
i n d e p e n d e n t l y  of a p r o g r a m m i n g  l anguage .  The a im is to fo rma l i se  the  
In terac t ive  Diag ram at  two levels: 
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- i t s  geomet r i c  form, 
- i ts  behaviour .  

A Graph ic  A b s t r a c t  D a t a  Type is composed of t h r ee  par ts :  

- a geomet r i c  form and  its var iab les ,  
- a t t r ibu te s ,  
- m e t h o d s  d e s c r i b i n g  t he  d y n a m i c  b e h a v i o u r  of t h e  I n t e r a c t i v e  
D i a g r a m .  

H e r e  is an  example  of a geomet r ic  form and  of some of its var iab les .  H1 a n d  Lc 
a re  two v a r i a b l e s  c o r r e s p o n d i n g  r e spec t ive ly  to the  h e i g h t  of a l ine a n d  the  
w i d t h  of a co lumn.  The  v a r i a b l e s  a re  r e l a t e d  to the  g e o m e t r i c  fo rm of t h e  
I n t e r a c t i v e  D i a g r a m .  

If  we use  th is  basic  Abs t r ac t  D a t a  Type to def ine a Resource  G a n t t  D i a g r a m ,  a 
l ine is a s soc ia t ed  to a resource  and  a co lumn to a period.  These  de f in i t ions  a re  
a t t r i b u t e s  of the  Graph ic  Abs t r ac t  D a t a  Type. The  a t t r i b u t e s  a re  r e l a t e d  to the  
s e m a n t i c  con ten t s  of the  In t e rac t ive  D iag ram.  

The  class ical  m e t h o d s  are: 

- c r e a t i o n  of a new In t e rac t ive  D ia g r a m,  
- de s t ruc t i on  of an  In t e r ac t ive  D ia g r a m,  
- d r a w i n g  me thod ,  
- access to a t t r i bu t e s  and  var iables ,  
- m a n a g e m e n t  of mouse  act ions,  m e n u  act ions,  k e y b o a r d  ac t ions . . .  

(o,o) 

(xo,Yo) 

Horizontal 

Vertical Scale 

a line is a resource ........ ........ ...:~:~:::!'~i::.l ~ H I  

i a column 
�9 , . 

Graph 

F i g u r e  40 : G e o m e t r i c  f o r m  o f  a G r a p h i c  A b s t r a c t  D a t a  T y p e  

The  fol lowing G a n t t  D i a g r a m ,  Load D i a g r a m  and  Day  p l a n n i n g  D i a g r a m  are  
t h r e e  e x a m p l e s  i nhe r i t ed  from this  Graph ic  Abs t r ac t  D a t a  Type.  
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Milling man , ~ - ~ - ~ - ~ - ~ - ~ - ~ - ~ - ~ , - ~ - ~ - ~ . - ~  l e l  i i ~  i ~ l  ~ l  I ~ l l l ~U l l l l l i l l  
�9 . �9 : : ." . �9 . . -  

M i l l i ng  dnc " �9 . . . .  ~ . . . . .  �9 . . . .  ~ ^ ^ ^ �9 

Milling x25 �9 " " " " 

DNC7222  
1 I ! I I ~ 1 I ! 1 

DNC651 . . . . .  ~ '~"~"~"~ '~ '~ '~"~  _,  
. . . .  . ~ ~ 

Tool 621 I I i i I . . . . . . .  - ; _ _ _ _ ~ % ' ~ ' ~ v ~ l  �9 Z -  
. . . . .  

P a i n t i n g  _ " " " �9 . . ~ l ~ . l ~ . l ~ . l ~ . ~ _ -  
. . .  

Control 1 i. i i, i i ~ " 

W a s h i n g  

F i g u r e  4 1  : E x a m p l e  o f  G a n t t  D i a g r a m  

�9 . 

l"- Illlllll!i'llllllli_ 
v a c .  

F i g u r e  4 2  : E x a m p l e  o f  L o a d  D i a g r a m  

Monday Tuesday Wednesday Thursday Friday 

�9 / , i  i ~, / i , i  / ~ . . . . . . . . .  . . . . . . . . . .  :~ .... ~i ~ 

-~ % % % % % % % 
% % % % % % % %  . . . . . .  

," / s ,  ,,r / / / , t  ,,,, . . .  .. . . .  
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10h30 
-20h - -  

Day of 
rest 

F i g u r e  4 3  : E x a m p l e  o f  D a y  p l a n n i n g  D i a g r a m  
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This generic approach presents a number  of advantages: 

it gives added precision to the model, 
it makes generalisations easier, 
it helps software development, 
it defines a software component independently of computer languages,  
these software components may be specified by users, 
it facilitates automatic generation of programs. 

3.6. E l a b o r a t i o n  o f  a s u i t a b l e  p r o g r a m m i n g  l a n g u a g e .  

The choice of a suitable programming language has to be made according to 
the following criteria : 

- M o d e l l i n g  c a p a b i l i t y  : t h e  programming data types of the language 
should facili tate the description of the various models used in the 
Software; to program lists and trees, the data type pointers and handles 
must  exist. 

- R a p i d i t y  �9 to compute the scheduling algorithm or to search in graphs,  
the language have to be very quick. So, it is not possible to use an 
Artificial Intell igence P rogramming  Env i ronment  based on Lisp or 
Prolog. We therefore need a procedural language. 

- O b j e c t s  �9 the conceptual models for Controlled FMS, for Software 
Arch i tec tu re  or for In te rac t ive  Diagrams  are based on objects. 
Therefore,  we need an object-oriented language to p rogram these 
models.  

- R e u s a b i l i t y  o f  t o o l s  : This criterion may be regarded as reusabil i ty of 
software components : 

-wi th in  one same software, 
- from an FMS Planning and control software to another  one, 
- f rom an FMS Planning and control software to another  P lanning  
and control software applied to a correlated problem such as Course 
Scheduling, Project planning,. . .  

For this, the language must  support the notion of encapsulation to build 
software components (with one interface part  and one implementat ion 
part  ). 

- P o r t a b i l i t y  : the software must  be portable from a platform (hardware,  
operat ing system, multi-windowing environment) to another  one. 

- I n t e r a c t i v i t y  �9 this criterion is very much linked to the multi-windowing 
env i ronmen t .  Today, th is  cr i ter ion is often incompat ib le  wi th  
portabil i ty;  choosing a common object l ibrary is a way to increase 
portability. 

C++, ADA or an Object Pascal may be good choices for the basic language. The 
choice of the Basic Object l ibrary will be made so tha t  it runs  on several 
computers and operating systems. 

3 . 7 .  D e v e l o p m e n t  m e t h o d o l o g y .  

Once a processing module or program is specified, we need a method to write 
the program, to modify it and to rationalise its s t ructure in order to make it 
reusable [SAR.93]. 
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MODEL PHASIS 

Data Object l ibrary  of 
p rog ramming  
env i ronmen t  

First object  

S t ruc ture  of the 
main  o rog ram 

Definit ion of a subset  of 
classes for the Model 

Specific Object l ibrary  
for Planning and  

~ Control  

;pecific Object l ibrary  
for FMS Planning and  
_ Control 

I Testing and  in tegra t ion 
5 in the main  o rogram 

Writing of a set of  methods  
on a given subject  

Modification of the 
objects concerned  

and  val idat ion 
of me thods  

Rat ional | sa t |on  

Scenarii me thod  gives 
the user  specifications 

PROTOTYPE PHASIC 

Complete object 

Testing and  in tegra t ion  
in the main  p rog ram 

ng of a set of me thods  
on a given subiect  

12 
Modification of the 
objects conce rned  

esting and  val idat ion 

F ~  Rat iona l | sa t |on  ~ - ~  

Figure  44 �9 P r o g r a m m i n g  M e t h o d o l o g y  
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Today, we are not able to design a final interactive program directly. Even with 
methods like the Scenarii Method, it is necessary to test  the feasibility of the 
most interactive functions with the future users. 

So, the development methodology is an iterative process consisting of two main 
phases [BER 91]: 

- t h e  Model phasis  aims at val idat ing the main concepts of the 
program, to prove its feasibility. This phasis consists in defining a 
first h ierarchy of object classes and test ing its capability to model 
simple cases. Only the main interactive functionality is programmed 
to show the principle of Man-Machine Interactions. 

- t h e  Prototype phasis gives the first program that  can be used for 
real  cases. The Proto type  mus t  real ise all the funct ional i t ies  
described by the scenarii method. 

The flow diagram shows the successive steps of the method and the main  
supports of these phases: 

- the Scenarii Method gives the user specifications, 
- three object libraries are used to build the program: 

-Basic Object library of programming environment,  
- Specific Object library for Planning and Control, 
- Specific Object library for FMS Planning and Control. 

The Basic Object l ibrary belongs to the programming environment  and mus t  
not be modified by the program. This l ibrary allows to manage  the basic 
elements  of the software: files, mouse and keyboard, menus,  screens and 
windows, basic controls of the windows such as buttons, scroll bar, pictures,...  
All the programs in the FMS Software must  use the same Basic Object library. 

The Specific Object l ibrary for Planning and Control concerns objects such as 
In t e rac t ive  Gan t t  Diagrams ,  Ca lendars ,  Resources ,  Products ,  Routes ,  
Tasks,...  Many concepts of the Kernel Model are inherited from objects in this 
library. For the purpose of FMS Control they can be modified by inheritance to 
fit better with FMS modelling. 

The Specific Object l ibrary for FMS Planning and Control contains all the 
objects designed specifically for our software. They may be inherited from the 
two other libraries. The objects must  be able to be used in several programs of 
the software. 

The use of this three related libraries is a good manner  to save time (and 
money) when  p r o g r a m m i n g  an FMS P lann ing  and Control  Software.  
Reusabil i ty of objects saves time, in addition, encapsulat ion of code avoids 
wast ing time in debugging programs. 

MODEL P H A S I S  

Step 1 : Data  Dictionary 

It is a classical step in program analysis .  It consists in 
describing all the data  enti t ies with their  a t t r ibu tes  and 
relations. Most of these entities have to become objects. 
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Step 2: 

Step 3" 

Step 4: 

Step 5" 

Step 6" 

Step 7" 

Step 8" 

Step 9" 

First object hierarchy 

The F i r s t  object h i e r a rchy  is des igned from the Da ta  
Dictionary. It is an object hierarchy specific to our problem. 
The rules to choose which objects have to be created are issued 
from the two specific Object libraries and from the know-how 
of object p rogramming  in the envi ronment  tha t  has been 
chosen. 

Structure o f  the main program 

The Structure  of the main program is directly related to the 
p rog ramming  envi ronment  and to its Basic object l ibrary.  
Each environment has its own way to organise the skeleton of 
a main program. This step is also concerned with the design 
of main menus and windows. 

Definition o f  a subset o f  classes for the Model 

The purpose of the Model is to test the feasibility of the main 
concepts concerning the program. So, this step selects a set of 
classes that  are significant for these concepts. 

Testing and Integration in the main program 

The aim is to achieve compat ibi l i ty  between the object 
h ie rarchy  designed for our FMS Control problem and the 
more s tandard object structure of the main program. 

Writing o f  a set of  methods on a given subject 

The global s t ruc ture  of the program is now defined. The 
programming job begins. Steps 6, 7 and 8 are a loop. For each 
loop, a subject is chosen (for instance, saving objects in the 
Database) and all the related methods are programmed for all 
the objects concerned. 

Modification of  the objects concerned 

P r o g r a m m i n g  an object method may lead to modify an 
attr ibute of the object or the interface (external view) of another  
object. 

Testing and validation of  methods 

This step builds simple cases to use and validate the method 
a lgor i thms.  

PROTOTYPE PHASIS 

Complete object hierarchy 

From the first object hierarchy and the results  of the Model 
this step builds the object hierarchy specific to FMS. Some 
at tr ibutes are added to model FMS real cases better. 
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Step 10: Testing and Integration in the main program 

Idem step 5 

Step 11: Writing of  a set of  methods on a given subject 

Idem step 6 

Step 12: Modification of the objects concerned 

Idem step 7 

Step 13: Testing and valhtation of methods 

Idem step 8 

Rat /ona/ /sa t /on  

The r a t i o n a l i s a t i o n  step a ims at  c rea t ing  or u p d a t i n g  objects a f te r  a 
deve lopment  phasis .  It is a t eam work be tween  p r o g r a m m e r s  bu i ld ing  
different par ts  of the same software. Even if this step is not included in the 
deve lopment  methodology,  it is very impor t an t  to improve both specific 
l ibraries.  The more extended these l ibraries will be, the less expensive the 
programs will be to develop. 

4. Conclusion 

FMS Planning  and Control is an interdiscipl inary field. Required tools come 
from O p e r a t i o n a l  Resea rch ,  Contro l  Theory ,  Sof tware  E n g i n e e r i n g ,  
Manufac tur ing  Systems Modelling. 

To design an efficient Software Architecture we th ink tha t  it is necessary  to 
have a global and integrated approach of the problem. We therefore propose to 
view this problem as a Control Problem, as the main objective is to guide the 
FMS towards manufactur ing objectives defined by the upper Decision Levels. 

In order to mas t e r  the complexity of FMS our basic option is to design a 
convivial Control Software. The second option is to design an Open and 
Evolutive System. 

The p rog ramming  option to choose an object envi ronment  allows to reuse  
software components and to realise a true Open and Evolutive Software. So, it 
is a good way to a t t empt  to reduce prohibitive development and main tenance  
costs. 

To continue and to improve the efficiency of the Control Sys tem we use a 
m u l t i p l e - a g e n t  a p p r o a c h .  To put  it shortly, this approach t ransforms each 
object into an agent  by giving it an objective to reach and its own knowledge. 
The schedul ing a lgor i thm is based on a cooperative agent  net. It  may  be 
act ivated according to several s t rategies  depending on the agent  summoned.  
For instance, it is possible to activate only one operation agent  or one machine 
agent. In tha t  case, the agent  activated controls the algori thm by exchanging 
messages  wi th  others .  So, the schedul ing  a lgor i thm possesses  severa l  
s trategies according to the agent  activated. Each agent  is potentially an input  
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point of the algorithm. This operation structure should improve the scheduling 
algorithm flexibility. On-line and dynamic control will be able to use it to make 
par t ia l  plans.  This should also help users  to enter  thei rs  decisions more 
quickly and to obtain partial  plans more easily. 
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A modern systems theory point of view is offered for the design of sequencing controllers 
for flexible manufacturing systems, whereby the controller is considered as separate from 
the workcell. An algorithm is given to design an intelligent rule-based controller with inner 
loops where no shared-resource conflict resolution is required, and outer loops that require 
extra control inputs to resolve conflict where needed. The controller design is based on 
standard manufacturing tools such as the BOM, task sequencing matrix, and resource 
requirements matrix; it is described by matrix equations over a nonstandard algebra. 
The equations of the closed-loop manufacturing system can be used to derive the Petri 
net or max/plus dioid description of the system for rigorous performance analysis. 

Introduction and Background 

Although a great deal has been done on the analysis of discrete event dynamic systems 
(DEDS), very little has been done in the way of design for guaranteed performance. 
Popular current approaches for analysis of cellular and flexible manufacturing systems 
(FMS) include probability models, Petri nets (PN) [7], [19], [30], [32], [36], [40], [41], [43], 
[47], language-based approaches [37], sample path approaches [12], [13], object-oriented 
techniques [9], rule-based expert systems and multi-agent approaches [4], and constrained 
search techniques [42]. See [22] for a survey. An approach that casts DEDS into the 
framework of a linear system over the max/plus or dioid algebra is given in [6]. 

Unfortunately, it is very difficult to write down, for instance, the PN description of any 
real manufacturing system. Various authors are making efforts to correct such problems, 
but they generally need to define hierarchical PN, colored PN, extended PN, and other 
refined notions [10], [17], [31], [38], [46]. 

1The research is supported by NSF grants MSS-9114009 and IRI-9216545. 
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On the other hand, in manufacturing engineering there are tools available for manu- 
facturing scheduling such as the partial assembly tree [45], bill of material (BOM), task 
sequencing matrix [8], [44], and resource requirements matrix [21]. The relation of these 
to DEDS approaches using PN and max/plus is obscure. A body of work exists for shared- 
resource conflict resolution in industrial engineering, namely, the work on dispatching and 
scheduling (e.g. [21], [33]). Standard dispatching rules show how to operate manufactur- 
ing cells in the presence of limited resources such as pallets, transport robots, machines. 
Recent work [20], [27], [28] brings a system theory flavor into manufacturing dispatching, 
with performance often being guaranteed via mathematical proofs. Unfortunately, it is 
not fully understood how such dispatching results fit into the design paradigm of PN and 
other DEDS analysis approaches. 

We confront D EDS controller design from a rigorous point of view by examining FMS 
from a systems theory perspective [3]. Thus, a distinction is made between the plant or 
workcell, comprised of the machines and resources to be controlled, and the controller, 
consisting of the decision-making scheduler. Briefly, all the places in a P N are part of the 
plant, and all the transitions are part of the controller. A design algorithm for discrete 
event (DE) control systems is given that affords a very convenient approach to the initial 
design of FMS, as well as redesign to incorporate modifications (e.g. resource reallocation, 
failure modes). 

The proposed controller has an intelligent rule-based structure that is explicitly given 
in terms of the problem structure and standard industrial engineering tools. It is based 
on the task sequencing matrix and the resource requirements matrix. It consists of inner 
loops, where no resolution of shared-resource conflicts is needed, and outer loops with 
additional control inputs to resolve conflict. In the outer loops, all the standard dispatch- 
ing rules can be used. The FMS controller is described in terms of matrix equations over 
a nonstandard algebra, and affords a framework for rigorously checking the effectiveness 
of the dispatching rules proposed in terms of deadlock removal and effective resource 
allocation. 

Given the FMS controller, it is easy to determine the corresponding PN, so that PN 
techniques can be used to analyse the closed-loop system to verify suitable performance in 
terms of absence of deadlock, and so on. The controller equations can also be manipulated 
to yield the max/plus (dioid) description of the closed-loop FMS. The result is a step- 
by-step procedure for constructing a P N for real workcells, including their controllers, 
starting with the standard manufacturing engineering tools of the BOM, task sequencing 
matrix, and resource requirements matrix. 

We begin by discussing some basic building blocks for DE control systems. 

2 Discrete  Event Controller Des ign Components  

To provide systematic techniques for the design of discrete event (DE) controllers, it is 
important to have some basic modular functional design components. In this section we 
provide such components, representing them in terms of Petri net transitions and places, 
and also in terms of sequencing matrices. 

The sequencing matrix has been used for specifying sequencing requirements in task 
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planning [S], [44]. In this matrix, the columns and rows correspond to tasks, and entries 
of '1' in a row indicate the tasks or conditions that are prerequisites for that task. Thus, 
an (i,j) entry of 1 indicates that task j is a prerequisite for task i. For instance, the 
matrix in Fig. 2a shows that to start task c it is first necessary to complete both tasks a 
and b. 

We use the sequencing matrix in a more general and rigorous way in this chapter, 
allowing two sorts of operations. Fig. 2 uses the standard 'and' operation (denoted A), 
while Fig. 3 uses the 'or' operation (denoted V). It is necessary to specify the base 
operation associated with any given sequencing matrix. 

In DE controllers it is useful to speak in terms of task paths and resource loops. The 
motivation is that tasks are performed on parts which enter and leave the cell, while 
resources are assigned and subsequently released on task completion, being then available 
for reassignment at the same location. 

2 . 1  Discrete Event System Design Elements  

We begin with the most basic DE design elements, which can be combined to form more 
complex components. 

2.1.1 Ser ies  Sequenc ing  E l e m e n t  

A standard sequencing element for series tasks is given in Fig. 1. This element is useful 
in the task path for describing temporal precedence requirements among tasks. 

a t~ b t2 c ts d 

O tOJ-,  J �9 1 ~ 1 

a b c  d 

a 0 0 0 0  

b 1 0 0 0  

c 0 1 0 0  
d 0 0 1 0  

Figure 1: Series sequencing element 

2.1.2 Logical  Des ign  E l e m e n t s  

There are four logical design elements, as shown in Fig. 2 and Fig. 3. The case of three 
places is shown; they can all be generalized to more places. 

The two 'and '  elements In Fig. 2 are useful in the task path. The logical element 

I f  (a.and.b) then (c) (2.1) 

will be called a conditional transition and is useful for synchronizing events prior to 
commencement of a task (e.g. part present and resource available). The element 

I f  (a) then (b.and.c) (2.2) 
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a 

b 

r 

�9 

a b c  .I~176176 
b O 0  0 
c 1 1 0 

( Base operation A ) 

(a) IF ( a .and. b ) THEN ( c ) 

a 

�9 

b 

c 

a b c  

a I O 0  0 1 
b 1 0 0  
c 1 0 0  

( Base operation A ) 

(b) I F ( a )  THEN (b . and .  c )  

Figure 2: 'AND' design elements 

is important at the end of a task, where several actions are next required (e.g. request 
next task and release resource). 

As a word on terminology, the left-hand sides of rules are called the antecedent (or 
conditions) and the right-hand sides are called the consequent (or actions). 

The two 'or' elements in Fig. 3 are generally useful in resource loops when there are 
shared resources (i.e. a robot arm that must perform two tasks). The element 

I f  (a) then (b.or.c) (2.3) 

is useful in assigning shared resources (e.g. if robot carrier is available then perform 
transport task b or transport task c). This element is generally ill-defined, involving 
conflicting requirements for the same resource, and requires additional decision-making 
to remove the conflict. This involves conflict analysis and conflict resolution. 

The element 
I f  (a.or.b) then (c) (2.4) 

is important in the resource loops when releasing shared resources (e.g. If task a is 
complete or task b is complete, then set robot carrier idle). 

2.1.3 Dual i ty  

Design elements (2.1) and (2.3) are said to be dual, where duality is defined by inter- 
changing 'and' with 'or' and reversing the rule conditionality (i.e. swap antecedent and 
consequent). Note that their sequencing matrices are transposes of each other, though 
under different base operations. 
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tl  b 
a 

r 

a b c Iooo l b l 0 0  

c 1 0 0  

( Base operation V ) 

(a) IF ( a ) THEN ( b .or. c ) 

a a b c 

I~176176 1 b 0 0 0  

c 1 1 0 

b t2 

( Base operation V ) 

(b) I F ( a . o r . b )  THEN ( c )  

Figure 3: 'OR' design elements 

A similar duality holds for (2.2) and (2.4). The duality of these elements results in the 
fact that part routing and job scheduling are duals as well; such notions are beginning to 
appear in the literature [39]. 

2 . 2  C o m b i n i n g  L o g i c a l  D e s i g n  E l e m e n t s  

The logical design elements can be combined in several ways into basic design components 
or blocks. 

2.2.1 Task P e r f o r m a n c e  and  Resou rce  Schedu l ing  

In the task path, a useful block is shown in Fig. 4, which shows parallel operations. 
Another useful block is the task synchronization in Fig. 5: For instance, to perform task 
c, task a must be complete and resource b must be available. When task c is done, task d 
is requested and resource e is released. (If resources b and e are the same, then a resource 
loop should be closed by identifying b and e as the same place.) 

In the resource loop, the useful design block is shown in Fig. 6, which depicts a shared 
resource: For instance, when task a or task b is done, release resource c. Then, assign 
the resource either to task d or to task e. Unfortunately, this block causes most of the 
thorny problems in the representation and analysis of DEDS. In fact, most references 
disallow this case [6], [19]. A Petri net with no 'or' elements such as those in Fig. 3 is 
called decision-free and is nothing but an event graph. These admit simplified analysis 
techniques. Equally unfortunately, the 'or' elements are often required to model practical 



258 

b 

r 

a b c  d 

a 0 0 0 0  

b 1000 

c 1 0 0 0  

d 0 1 1 0  

( Base operation A ) 

Figure 4: Parallel sequencing block 

abcde 

a 00000 
a d b 0 0 0 0 0  

d 0 0 1 0 0  

e 0 0 1 0 0  
b e 

( Base operation A ) 

Figure 5: Synchronization for task block 

FMS where scarce or expensive resources (e.g. robot arm) may be shared for several tasks. 
It is generally important to use only the canonical elements shown in Fig. 2 and Fig. 

3, as the next example on deadlock shows. 

2.2.2 Dead lock  

Deadlock can occur in a FMS with shared resources; it is an undesirable condition where 
there are parts in the workcell but no jobs can be performed. For instance, a transport 
robot R1 is required to unload a machine M1, but R1 is holding a part that it cannot 
release until machine M1 is unloaded. Deadlock often requires manual intervention to 
restore the FMS to operation. If a system has potential deadlock, then incorrectly ser- 
vicing requests for shared resources (e.g. incorrect dispatching) can make it occur. That 
is, improper management of shared resource conflicts can manifest deadlock. There are 
various techniques for making it impossible for a system to deadlock, that is, for making a 
system deadlock-free. It is advisable to take steps to avoid deadlock prior to implementing 
any dispatching rules. The controller design algorithm in Section 4 does this when it is 
possible. Then, though there are still shared-resource conflicts, their resolution will never 
deadlock the system. 

E x a m p l e  2.1: Avoid ing  Dead lock  
Fig. 7 shows a FMS with two operations, O1 performed by a CNC machine tool and 

02 performed by drilling robot DR. Parts arrive at PI and depart at PO. Two moves are 
needed, M1 to carry the parts to the CNC tool, and M2 to carry them to the drilling 
robot. The label 'I' means a resource is idle. 

Assigning two transport robots R1 and R2, one for each move, as shown in Fig. 7 
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, •  tt ts d 

b �9 

a b c d e  

0 0 0 0 0  

0 0 0 0 0  

1 1 0 0 0  

0 0 1 0 0  

0 0 1 0 0  

( Base operation V ) 

Figure 6: Shared resource block 

results in a suitable strategy with no deadlock. Note that in this figure there appear 
transitions of a form not shown in Figs. 2, 3. 

Unfortunately, transport robots are expensive. Using the same rule structure as in Fig. 
7 and assigning only one transport robot R for both moves yields Fig. 8. This figure gives 
deadlock if there are tokens in places M1 and O1. The meaning is that a part is being 
held by the transport robot to load into the CNC tool in preparation for O1, but there is 
also a part in the CNC tool waiting to be removed by the transport robot. This reveals 
a problem unless the transport robot is ambidextrous. 

Traditional approaches to avoiding deadlock [46] would require the initialization of R1 
with two tokens. This puts us back to two transport robots. We call this a shared resource 
pool. An alternative is shown in Fig. 9. 

This figure shows how to avoid deadlock without increasing the number of resources by 
modifying the antecedents of the synchronization rules. Thus, the availability of the CNC 
tool is checked at transition t l ,  before move M1 is initiated. There is now no deadlock 
using only one transport robot. Note that the modified DE controller structure has only 
elements like those in Figs. 2, 3. 

This deadlock-free structure is achieved by moving the antecedent conditions on idle- 
ness of the nonshared resources upstream (e.g. move condition CNC= I from t2 to t l )  
so that the transitions releasing the shared resources are never conditional In fact, this 
corresponds exactly to kanban feedback, since a pull, corresponding to the availability of 
the CNC tool, is required to request part entry to the cell. A rigorous analysis of this can 
be carried out [11], [34]. 

Note that, though the system is now deadlock-free, shared resource conflict can still 
occur, so that some sort of dispatching rule is still needed to assign the transport robot 
to M1 or M2 when both moves are requested simultaneously. �9 

2 . 2 . 3  B u f f e r s  a n d  Q u e u e s  

An important design block is the buffer or queue shown in Fig. 10. There, the maximum 
queue length L corresponds to the number of initial tokens in place d. These initial tokens 
may be considered as kanban cards which must accompany the parts into the queue (place 
b). When the cards are expended, no more parts may enter the queue. 

The realistic situation occurs when place b has a processing time Tb which must elapse 
before tokens may fire transition f2, or when an additional condition (not shown) is needed 
to fire t2 besides the presence of a token in place b. 
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CNC- I DR= I 

Ol M2 02  

R l - I  R2-I 

Figure 7: FMS with no shared resources 

CNC= I DR= I 

O2 

R=I 

Figure 8: FMS with shared resources and deadlock 

CNC= I DR= I 

PI O 

02 

R- I  
Figure 9: FMS with shared resources and no deadlock 

~xO PO 

The buffer is nothing but the series sequencing element with an extra row and col- 
umn for the kanban card place d. The next example shows the usefulness of buffers in 
decoupling (buffering) series operations. 

E x a m p l e  2.2: Add ing  a Buffer for Decoupl ing  
Fig. 11 shows a FMS with two series tasks: move M1 (executed by transport robot 

R) brings the part to a CNC tool which performs an operation 01. In the figure, it is 
necessary for CNC to be idle prior to executing M1 (see Example 2.1); this could result 
in a part being held in place PI for some time, and thus in a backlog of requests in the 
FMS upstream of place P I. 

To correct this, one may insert a buffer B as shown in Fig. 12. Now, CNC idle is no 
longer required for move M1, so that the execution of task one is no longer dependent on 
the state of task two. A suitable value of the maximum queue length L depends on the 
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a b c  d 

QueueCards a [  0 0 0 i O  ] 

O lOiO{ 
~ . 0  d L-~ ...... i ...... b-!ci-j  

a tl Queue t2 c (Base operation A ) 

Figure 10: Buffer design block 

CNC= I 

PIO "1 ,0 o 

R=I 
Figure ll" Series FMS 

CNC= I 

R- I  
Figure 12: Series FMS with buffer 

- ' ~ P O  

arrival rate of parts into PI as well as the execution time of O1. In fact, adding a buffer 
can also often correct deadlock problems if L is large enough. 

Note that transition t~ is not in a standard form shown in Figs. 2.2, 2.3. The buffer 
appears to be one case where nonstandard elemental forms are acceptable. �9 

3 Represent ing Discrete Event Systems 

At this point it is necessary to discuss three approaches to representing discrete event sys- 
tems: Petri nets (PN), max/plus algebra, and sequencing matrices/resource requirements 
matrices. We shall use the manufacturing workcell shown in Fig. 13 as an illustrative 
example; though simple, modifications of this workcell reveal several problems of manufac- 
turing control, including deadlock, shared resources, and conflict resolution dispatching. 

In the workcell, there are 2 machines and 1 buffer; 2 robots unload the 2 machines. 
The buffer has a finite length of 2, and there are 4 pallets. Machine 1 is loaded with a part 
(M1P) when a part comes into the cell (PI), pallets are available (PA), and machine 1 
is available (MIA). Robot 1 unloads machine 1 (RU1) when the machine operation MIP 
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MIP 

Parts Input 

, . . .  . 

* ~ ~ . . . ~ _ _ ~ A M a c h i n e  1 

(Robots) 

, ~ R U I ~ /  \ 

I .a Buffer Machine 2 
) BA 

PO 

PA (Pallets) 

Final Products M2A 

Figure 13: Illustrative FMS workcell 

is completed and robot 1 is available (RIA). The part is put into the buffer (BS) when 
move RU1 is complete and buffer space is available (BA). Machine 2 is loaded with a 
part (M2P) when a part is in the buffer (BS) and machine 2 is available (M2A). Robot 2 
unloads machine 2 (RU2) when the machine operation M2P is completed and robot 2 is 
available (R2A); then, a product is sent out of the cell (PO) and a pallet is released. 

3 . 1  P e t r i  N e t s  

It is assumed that the reader has a basic familiarity with Petri nets [30], [36]. However, 
some P N notions need to be clarified and refined for application to practical FMS. We 
use timed P N where the places have associated duration times. The transitions are all 
immediate. 

The examples so far presented reinforce the importance of the notions of task path and 
resource loop. Moreover, an important distinction is evident between task or operation 

resourc  (which oCCur in loop  of the m in p th) [15l, [46], 
[47]. It is clear that task places generally need no initial markings, while resource places 
need initial markings corresponding to the number of resources available for that resource 
loop. If enough initial tokens are not available in a given loop, deadlock can result if the 
antecedent structure of the synchronization rules is not correct. 

A PN is said to be conservative if its total number of tokens is constant. This is indeed 
not a very useful concept in FMS design. However, the number of tokens in any loop 
corresponding to a nonshared resource should be constant. Moreover, the sum of tokens 
in all the loops corresponding to a single shared resource pool should be constant. 

E x a m p l e  3.1: P e t r i  N e t  R e p r e s e n t a t i o n  of F M S  
A Petri net representation of the manufacturing cell of Fig. 13 is shown in Fig. 14. 

Initial markings are needed on the resource places, denoting initially available resources. 
There are no shared resources in this example. 

It is clear that drawing P N for complex manufacturing systems is not easy. There is 
no algorithm for P N design, therefore, different design engineers are doomed to produce 
different PN representations for the same system. Various authors are making efforts to 
correct such problems, but they generally need to define hierarchical PN, colored PN, 
extended PN, and other refined notions [10], [171, [311, [381. The notions of top-down and 
bottom-up PN design [15], [46], [47], [7] are very useful. In Section 4 we present a direct 
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MIA BA M2A 

PA 

Pl (x  t M1P ~" RUI_ [ x,') B S kx  4 ) M2P... x', RU2.,_. C J  PO._,. 

RIA 
R2A 

Figure 14: Petri net representation of the workcell 

algorithm for FMS controller design from which it is very straightforward to derive a PN 
representation. 

3 . 2  M a x / P l u s  A l g e b r a  

The max/plus algebra [6] is a formalism for representing DEDS in the form of a linear 
system of dynamical equations, which for the case of a delay of one appears as 

xk+, = Azk (9 Buk (3.5) 

where k is the iteration index. The state variable zk is an n-vector with components 
[x~ z~ ..- z~] r ,  where superscript 'T'  denotes transpose. It is straightforward to draw 
a correspondence between such a system and a PN representation if there are no 'or' 
elements (i.e. no shared resources and no choices in the task path). The value of zik 
denotes the time of the k-th firing of transition i. Thus, each transition ti in an P N has 
an associated state component x~. The input uk is an m-vector representing the arrival 
times of external tokens into the P N. 

Matrices A and B contain the duration times of the PN places. The standard matrix 
multiplication, where A (resp. B) has dements % (resp. b~j), is written as 

l l ,  . 1 ~  . 

xik+, = ~ aijx~ + ~ bi~u~ (3.6) 
j '-I j=l 

It uses two operations: multiplication (.) is performed between the matrix elements (e.g. 
% )  and the vector elements (e.g. z~). Then, addition (+) collects all such products into 
the value for xg+ 1. 

To allow PN to be represented in the form (3.5), it is necessary to replace the two 
standard operations of multiplication and addition respectively by 

| denotes sum. (3.7) 
@ denotes max value 
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u 1 

u 2 

a13 

x 2 

X 3 

Figure 15: Example of max/plus representation 

That is, matrix multiplication is defined over the max/plus algebra. Then, the compu- 
tations in (3.5) are performed as follows, illustrating one line of (3.5) for the case n=3, 
/ 7 ~ = 2 :  

= + a , ,  + + b,, + + (3.8) 

(where + denotes the usual addition). Fig. 15 shows the PN equivalent of this equation. 
Suppose zJ, denotes the times of the k-th firing of transition tj, and ai.i is the duration 

time of the place connecting tj to transition ti. Then, tl can fire for the (k + 1)-st time 
only after tl, t2, t3 have fired for the k-th time, and the associated place duration times 
alj have elapsed. The sums in (3.8) add the transition firing times to the duration times 
of their downstream places, and the 'max' operation says all conditions must be satisfied 
prior to the firing of transition ti for the (k + 1)-st time. (Note, 'max' corresponds to the 
'and' operation at tl). 

The issue of initial markings in the max/plus algebra is interesting. Suppose there are 
L initial tokens in place ax2. Then k tokens can depart ax2 only after k -  L tokens have 
arrived. That is, tz can fire for the k-th time only after t2 has fired for the ( k -  L)-th time. 
Thus, initial markings correspond to the delays in the equation (3.5). In Fig 15 there is 
one initial marking in each place, corresponding to a delay of 1 in each connection. Thus, 
t~ fires for the (k + 1)-st time only after each tj has fired for the k-th time. 

If transition tj is not connected to transition ti, then element a//is set to -oo,  denoted 
in max/plus algebra as the max operation zero element ~. This means that the firing of 
tj is not a precondition for the firing of ti. 

It is only possible to write the linear max/plus form (3.5) for a given PN if the PN 
has no dements of the form in Fig. 3. That is, there must be a unique transition 
downstream of each place (i.e. no forks), and a unique transition upstream of each place 
(i.e. no joins). Then, the PN is a marked graph and requires no 'or' operations. An 
'or' operation corresponds to the operation 'min', and cannot be accommodated with the 
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'max' operation to yield a linear system like (3.5). Thus, shared resources are not allowed 
in the max/plus representation. This is a serious limitation not satisfied by practical 
FMS; it will shortly be addressed. A partial solution to this problem (which only solves 
the problems associated with Fig. 3a, i.e. with the forks, not with the joins) is indicated 
in [5]. 

E x a m p l e  3.2: M a x / P l u s  R e p r e s e n t a t i o n  of F M S  
For the P N in Fig. 14, the state is defined as 

X - - [ X  1 X 2 X 3 X 4 X 5 X6] T, 

with one component for each transition. Denote the times associated with the places 
as t with the appropriate subscript. For the machines, these represent operation times 
(including setup), and for the resources, they represent reset or release times. Using 6) to 
represent addition and ~ to represent 'max', the max/plus equations of the transitions 
are 

Xlk = tM1a 63 X~_I (~ tpA 63 X~_ 4 (9 tp t  63 Uk 
X~ -- tM1P Q) X~ (~ t m a  63 X~_l 
x~ -- tRU1 63 X2k 0 tBA 63 X~_ 2 
X~ -- tns  Q x~ (~ tM2A (3] X~_ 1 

6 xSk -- tM2P 63 X~ (~ tR2A 63 Xk_l 
z~ = tnv~ o x~ 

The delays in these equations correspond to the initial markings as noted in Fig. 14. The 
time of the k-th part entry is denoted by the input variable u~. The time of the k-th part 
output is given by the output variable 

Yk = tpo Q) x~, 

where teo  is the time needed to get the part out of the cell (e.g. by conveyor). 
The max/plus matrix representation is therefore given by 

x lk ~ ~ ~ ~ ~ s X lk 

x~ tMIP ~ ~ ~ ~ : x~ 

x5k ~ e e tM2P e : x5k 

: : tMXA 
~ tR1A 

~ tpA z -3  

tBA z -1  ~ 

~ tM2A 

~ tR2A 

Xlk_l t p I  

X2k_ l 

X~_ 1 

X5k_l 6 

X~_ 1 g 

uk (3.9) 

where e represents -oo  and z -1 denotes a delay operator, e .g . ,  z - l x ~ _ l  = x~_ 2. (There 
is also a corresponding equation for the output.) This may be denoted as 

xk = Aoxk @ A,.zk_~ @ BUk_l. (3.10) 
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where it is understood that matrix multiplication is replar~d by standard addition. The 
matrix A,(z -1) is a function of the delay operator z -1. This is equivalently written in 
terms of constant coefficient matrices as 

xk = Aozk ~ Alzk-1 ~ A2Xk-3 (~ A3Zk-3 (~ A4xk-4 (~ BUk-1. (3.11) 

The matrices A1, A2, A3, A4 are found from A, taking into account the delay operator z -a, 
that is, A,(z  -~) = A~ + A2z -1 + A3z -2 + A4z -3. 

There are two major problems with th~ max/plus representation. First, it only applies 
for systems with no 'or' elements, which rules out the important case of shared resources, 
and it is very difficult to obtain if no PN is available. In Example 3.1 we have already 
mentioned the problems associated with obtaining a PN representation of a manufacturing 
cell. In Section 4 we shall present an FMS controller design algorithm that gives the 
max/plus representation directly without the need for first finding a PN. 

In this example, matrix A0 represents the required sequential order of the tasks (which 
here is in the series form of Fig. 1), while A, is closely related to the matrix of resource 
requirements. In Section 4 we shall show that the task sequencing matrix [8], [44] and 
the resource requirements matrix [21], both standard manufacturing engineering tools, do 
in fact provide the basis for a design algorithm for FMS controllers from which can be 
derived both the PN and max/plus representations. �9 

3 .3  S e q u e n c i n g  M a t r i x  a n d  R e s o u r c e  R e q u i r e m e n t s  M a t r i x  

Steward's design structure matrix has been used extensively in representing task sequenc- 
ing for complex manufacturing processes [8], [44]. Here, we call it the (task) sequencing 
matrix;, it represents the temporal sequencing relations among the tasks required to pro- 
duce a finished product. 

The resource requirements matrix, as used, for instance, by Kusiak [21] is an important 
industrial engineering tool in workcell design and dispatching. It tabulates the resources 
needed to perform each job. 

It is not obvious from current practice how these manufacturing engineering tools are 
related to either Petri nets or the max/plus representation. This problem is corrected in 
Section 4. 

3.3.1 Sequencing Ma t r ix  

In the sequencing matrix, the columns and rows correspond to tasks, and entries of '1' in 
a row indicate the tasks or conditions that are prerequisites for that task. Thus, an ( i , j )  
entry of 1 indicates that task j is a prerequisite for task i. In the matrix A0 of Example 
3.2, replacing all times by l's and all e by O's yields the sequencing matrix associated with 
that FMS. 

Using established techniques of task decomposition, one may derive a suitable sequenc- 
ing matrix for a given FMS. The sequencing matrix may also be derived from a partial 
assembly tree [45], which comes, e.g, from the BOM. A simple partial assembly tree is 
given in Fig. 16. The associated sequencing matrix is 
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Figure 16: Partial assembly tree 

a 

F~=  b 
c 

d 
e 

a b c d e  
0 1 1 0 0  
0 0 0 0 0  
0 0 0 1 1  
0 0 0 0 0  
0 0 0 0 0  

Unfortunately, this sequencing matrix is unsatisfactory, since it does not correspond 
to an obviously implementable causal time sequence of tasks. Using a reordering of rows 
and columns described by 

F'~ = TF~T T (3.12) 

with T a unitary matrix (i.e. T -x = T T) describing elementary row exchanges, this 
sequencing matrix F~ can be brought to the lower triangular form 

e d c b a  
e 0 0 0 0 0  

0 0 0 0 0  
c 1 1 0 0 0  
b 0 0 0 0 0  
a 0 0 1 1 0  

(3.13) 

In this modified sequencing matrix, the temporal sequencing of the tasks is evident, for 
the appropriate causal task sequence is edcba. The lower triangular form implies a causal 
sequence of tasks. Transformations of the form (3.12) are called unitary transformations. 

With any sequencing matrix is associated a sequencing rulebase. The rulebase for 
(3.13) is 

I f  (d.and.e) then (c) 
I f  (b.and.c) then (a) 

The sequencing matrix, plus unitary transformation operations, affords a very convenient 
method for determining the task sequencing rules, as well as ordering them so they can 
be executed in a causal fashion. The rulebase is nothing but a set of Petri net transitions. 

Extensive discussion of the sequencing matrix is given in [44], where techniques are 
given to find transformations T that reveal the hidden structure in the sequencing matrix, 
yielding hierarchical sequencing among the tasks and groups of tasks. Thus, a convenient 
form results that should give a PN diagram containing subsystems of operations that are 
connected into the overall system diagram. Unfortunately, the relation between PN, the 
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F2 

F1 

Figure 17: Subassembly tree 

max/plus representation, and the sequencing matrix is not yet understood. This issue will 
shortly be addressed. The connection is important from the standpoint of FMS design, 
since well-understood techniques exist for deriving the sequencing matrix for a given FMS. 

Unfortunately, the sequencing matrix cannot always be made causal. A sequencing 
matrix that cannot be brought to lower triangular form is 

a b c d  
o 

c 0 0 
d 

This sequencing matrix reveals that tasks b and c must be done in parallel or simultane- 
ously. Thus, there is no ordering of the sequencing rulebase that allows causal sequential 
firing of the rules. 

It is always possible to find a transformation T that brings a sequencing matrix to lower 
block triangular form, wherein F~ is lower triangular, but may have blocks on the diago- 
nal instead of single elements. This corresponds to causal interconnections of noncausal 
(simultaneous) processing subsystems. In manufacturing workcell sequencing, however, 
the operations can generally be done in a causal or sequential order. 

3.3.2 Resource Requirements Matrix 

The sequencing matrix does not include any information on the resources needed or 
available to perform a job; this information is provided by the resource requirements 
matrix. In Example 3.2, the resource requirements matrix is closely related to matrix At. 

In Fig. 17 is shown the partial assembly tree of Fig. 16 with fixturing and insertion 
information as specified by a production engineer and the available resources. It reveals 
that part d is inserted using tool R1 into part e, which is fixtured in F1, to produce part 
c. Then, part c is inserted using tool R2 into part b, which is fixtured in F2, to produce 
part a. The resource requirements matrix corresponding to this situation is 
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F1 F2 R1 R2 
e 0 0 0 0 

Fr = d 0 0 0 0 (3.14) 
c 1 0 1 0 
b 0 0 0 0 
a 0 1 0 1 

In this situation, there are no shared resources. Shared resources are revealed by the 
presence of more than one '1' in a single column of Fr; then, dispatching rules [33] must 
be used when shared-resource conflicts arise. In the case of shared resources, Kusiak [21] 
has shown that the resource requirements matrix provides the basis for a dispatching 
algorithm that resolves conflicting requests for the same resource. 

Clearly, the sorts of information contained in the sequencing matrix F~ and the re- 
source requirements matrix Fr are not the same. F~ comes directly from a BOM, task 
decomposition, or partial assembly tree. On the other hand, Fr comes from manufac- 
turing engineering considerations on fixturing, resources available, etc.; some judgement 
comes into the picture at this point. Moreover, a change in resource allocations effects 
only F~, which should aid in redesign or reconfiguration of the FMS. Unfortunately, Petri 
net and other DE design approaches have been severely limited by not distinguishing 
between such information of different types; some efforts are now being made to correct 
this problem (e.g. 'top-down' and 'bottom-up' design [15], [46], [47], [7]). In the next 
section we provide a FMS controller design scheme that naturally takes such IE design 
tools into account. 

Note that the resource requirements matrix does not include any information on the 
numbers of resources available (i.e. how many fixtures F1 are there?). On the other hand, 
this information is included in the max/plus matrix A~ in Example 3.2. 

4 An FMS Controller Design Algor i thm 

In this section we shall give a design algorithm for FMS rule-based controllers. The 
algorithm is straightforward and repeatable so that two engineers will obtain the same 
results (modulo some design decisions). The algorithm uses the standard manufacturing 
engineering task sequencing matriz and resource requirements matriz to produce a rule- 
based controller for workcell sequencing control. The controller has inner loops where no 
shared-resource conflicts occur, and outer loops where dispatching is needed to resolve 
shared-resource conflicts. The controller is described mathematically in terms of matrix 
equations that implement its decision rules. The controller equations allow a formal 
approach to design for deadlock-free operation. 

The Petri net description can be directly determined from the controller matrix equa- 
tions. Therefore, this algorithm provides a step-by-step method for constructing PN 
descriptions for manufacturing systems. It contains some formalized aspects of the 'top- 
down' and 'bottom-up' design techniques in [15], [46], [47]. Once a dispatching rule has 
been selected for the outer loops, the system is 'decision-free' (c.f. [19], [5]) and an ex- 
tended max/plus description [6] can be directly determined from the controller matrix 
equations. 
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The key issue is the separation of the task specification and the workcell operations 
from the sequencing controller. Thus, the overall task is considered as a partial ordering 
of jobs (or subtasks), the workcell is considered as a collection of resources available to 
accomplish those jobs, and the controller is a separate decision-making system that uses 
information about the workcell status to generate on-line real-time commands for the 
next jobs to be performed by the workcell. This separation between the plant and the 
controller is standard in modern systems theory design [3], and the lack of it is the key 
reason that a convenient standard FMS controller design strategy does not currently exist. 
This philosophy leads to a real-time feedback controller for workcell scheduling. 

4.1 R u l e - b a s e d  Contro l l er  for N o n s h a r e d  R e s o u r c e s  C a s e  

The case of nonshared resources does not correspond to practical FMS systems. However, 
in this case the controller equations are simplified, so that it is suitable for introduction of 
concepts. The completely general shared-resource case is covered in the next subsection. 

In the case of no shared resources a rule-based controller can be designed for a manu- 
facturing system using the following algorithm. The algorithm uses standard tools from 
industrial engineering to produce a set of equations for the controller that can be com- 
puted in real-time on a digital comupter to implement the FMS controller. To cover 
general FMS, Steward's task sequencing matrix F. must be complemented by a matrix 
S~ defined below. Likewise, the resource requirements matrix Fr requires a complementary 
matrix Sr defined below. 

A l g o r i t h m  4.1" Con t ro l l e r  Des ign  wi th  No S h a r e d  R e s o u r c e s  

Product Job Sequencing; Information: 
1. Using the BOM, partial assembly tree, task decomposition techniques, etc, de- 

termine the rules needed for task/job sequencing. Resources are not considered here. 
Define the controller state vector x as a vector with one component corresponding to each 
sequencing rule. 

2. Define the task vector v as a vector with elements corresponding to all the tasks 
or jobs involved. Determine the task sequencing matrix F,, for the operations. In F~, all 
elements are 0, except for l 's included in positions (i ,j)  if task j is a condition for firing 
sequencing rule i. 

3. Define the task start matrix S,, relating v to x. In S~, all elements are 0, except 
for l 's included in positions (i,j) if task i is to be started when the conditions for rule j 
are met. It is often the case in practical FMS that this amounts to setting elements (i, i) 
equal to 1; that is, task i should start when the conditions for rule i are met. 

Raw Material Inputs and Product Outputs: 
4. Using information on which input parts are needed for which tasks, define the part 

input vector u as a vector with elements corresponding to all the parts that enter as raw 
materials into the workcell. Determine the part input matrix F~. In F=, all elements are 
0, except for l 's included in positions (i,j) if entering part j is a needed for task i. 

5. Using information on which products result from which tasks, define the product 
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output vector y as a vector with elements corresponding to all the finished products. De- 
termine the product output matrix Sy. In Sy, all elements are 0, except for l 's included in 
positions ( i , j )  if product i results from task j .  

Resource Availability Information: 
6. Using information about the available resources (fixtures, machines, transporters, 

robots, tools), define the resource vector r as a vector with elements corresponding to all 
the resources involved. Determine the resource requirements matrix F, for the workcell. 
In F,, all elements are 0, except for l 's included in positions ( i , j )  if resource j is a needed 
for task i. In the case of no shared resources, all columns in F, have at most a single 1. 

7. Using information about which resources are needed for which tasks, determine 
the resource release matrix S, for the workcell. In St, all elements are 0, except for 
l 's included in positions ( i , j )  if resource i is to be released on completion of task j .  In 
the case of no shared resources, all rows in this matrix generally have at most a single 1. 

In terms of these constructions, the Rule-Based Sequencing Controller is given by the 
equations: 
Controller State Equation 

Task Start Equation 

Resource Release Equation 

Product Output Equation 

z = F~v, + F~r, + F,u~ (4.15) 

v~ = S~x (4.16) 

ro = Srx (4.17) 

y = S~x (4.18) 

In these equations, subscript 'c' denotes completed tasks (vc), or the current status of 
resources (re) or parts in (u,). Subscript 's' denotes a command to the workcell to start 
tasks (vo) or to release resources (ro). 

A graphical depiction of the rule-based controller is shown in Fig. 18, where the 
workcell is separated from the controller (there are some items remaining to be explained 
in the next subsection). The controller receives from the workcell the status of completed 
tasks through vector vc, of available resources through vector r~, and of parts in through 
uc. The controller state vector x checks the conditions needed to fire the sequencing rules 
and hence to start the next tasks and release resources. Two vectors contain commands 
sent to the workcell: the next task start vector vo indicates which tasks to start next, 
and r, indicates which resources are to be released. The controller scans the rules and 
fires the active ones only when an event occurs, as is standard in DE system computer 
simluation (e.g. job finished, part in, etc.). 

We now explain the method of computation of the controller equations. Unless properly 
interpreted, the equations are only a heuristic device for visualizing FMS operations; 
this has indeed been a major drawback of Steward's sequencing matrix and the resource 
requirements matrix. By the next artifice, they are turned into rigorous mathematical 
equations useful for analysis and computer implementation of FMS controllers. 
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Fig. 18 Rule-Based FMS Controller 
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Thus, define all vectors x, v,r, u ,y  as expressed in negative logic- that is, all entries 
are 1 by default, and an active or high entry is set to 0. For instance, if a resource 
is available, its corresponding entry of rc is set to 0. Next, the matrix operations in 
the controller equations are carried out in the or/and algebra. That is, the standard 
multiplication between coefficient matrices and vector elements is replaced by the logical 
operation 'and', and standard addition is replaced by the logical 'or'. 

Example  4.1: Ma t r i x  Opera t ions  in the  O r / A n d  Algebra  
The partial assembly tree of Fig. 16 has F~ given by (3.13) and Fr given by (3.14). 

The task vector is v = [e d c b a] T and the resource vector is r = IF1 F2 R1 R2] T. A 
formal representation of the logical controller is therefore given by (4.15), whose third row 
is 

x a =  (l-e) + (1.d) + (0.c) + (0.b) + (0-a) + ( l -F1)  + (0.F2) + (1.R1) + (0-R2). 

Replacing the operations (-, +) by (A, V) yields 

x s =  (1Ae) V (lAd) V (0Ac) V (0Ab)V (0Aa)V (1AF1) V (0AF2) V (1AR1) V (0AR2), 

whence negation and de Morgan's laws yields 

x a = (0V~) A (0Vd) A (1V~') A (1Vb) A (1V~)A (0VF1) A (1VF2) A (0V/~I) A (1VR-2) 

o r  

x a = e  A d A F1 A R1. 

Since all vectors are represented in negative logic, this is exactly the required rule for 
initiating job c = x a. 

It is important to note that the use of negative logic and matrix or/and algebra makes 
the entries corresponding to O's in F. and F, 'don't care' entries; for instance, the status 
of jobs b and a is of no concern when deciding when to fire job c. Thus, the nature of the 
job sequencing rules as a partial ordering is captured. 

The operations required in the controller equations can easily be carried out using 
standard real-time control software on a Personal Computer, including MATLAB, MA- 
TRIXx, and Labview. It is noted that the coefficient matrices in (4.15) are sparse, so that 
real-time computations are very easy even for immense manufacturing systems. �9 

Example  4.2: Contro l ler  Desisn  with No Shared  Resources  
Consider the manufacturing workcell in Fig. 13, for which the P N was drawn in 

Example 3.1 and the max/plus form was found in Example 3.2. The description of cell 
operation is given in the discussion introducing the figure. Carrying out design Algorithm 
4.1 it is direct to define the task vector, input vector, output vector, and resource vector 
respectively as: 

v = [M1P RU1 B S  M 2 P  RU2] T 

u = P I  

y = PO 

r = [PA M 1 A  M 2 A  B A  R1A R2A] T, 
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where the ordering of v and r is not fixed; one possible ordering was selected in each case. 
There are six sequencing rules, therefore select the controller state vector 

Then, one may immediately determine the task sequencing matrix F~, resource require- 
ments matrix Fr, and part input matrix F~ to write the controller state equation 

z = F~vo + F~r, + F~u, 

a S  

x 1 0 0 0 0 0  M I ~  
x 2 1 0 0 0 0  RUI~ 
x a 0 1 0 0 0  B ~  
x 4 = 0 0 1 0 0  M 2 ~  
x 5 0 0 0 1 0  RU2~ 
x e 0 0 0 0 1  

1 1 0 0 0 0  
0 0 0 0 1 0  
0 0 0 1 0 0  
0 0 1 0 0 0  
0 0 0 0 0 1  
0 0 0 0 0 0  

PAc 
M 1 A  
M 2 A  
BAc 

R1A,  
R2A,  

1 
0 
0 p /~  
0 
0 
0 

(4.19) 
Even at this point, it is intriguing to compare this to the max/plus equation (3.9). 

In this example, there is one rule for each job, so that matrices S~ and S v are direct 
to write down, yielding the task start and output equations 

x 1 

M1Po 1 0 0 0 0 0 x2 
RU1,  0 1 0 0 0 0 x3 
B S ,  = 0 0 1 0 0 0 x4 

M2Po 0 0 0 1 0 0 xs 

RU2,, 0 0 0 0 1 0 x6 

= S~,x (4.20) 

x 1 

x 2 

x 3 
y - -  

x 5 

x 6 

Finally, taking into account the resources needed for the jobs, matrix Sr is constructed 
to yield the resource release equation 

P A ,  0 0 0 0 0  1 x 1 
M 1 A  0 0 1 0 0 0 x 2 
M 2 A  0 0 0 0 0 1 x 3 

r , =  B A ~  = 0 0 0  1 0 0  x4 = S r x  (4.22) 

R1A~ O 0  1 0 0 0  x 5 

R2A~ 0 0 0 0 0 1 x e 

In Fig. 19 is shown the rule-based controller thus derived; its function is clearly sepa- 
rated from the workcell so that it can be implemented as code on a Personal Computer. 



275 

Start Jobs/Release Resources 

External Input - 

P a r t  Into Cell 

Plant Commands 

C O N T R O L L E R  R U L E S  

[-- M 1 A  
jr 

R U 1  b M 1 P = D o n e  
-,, L,, R 1 A  

P 
MIA x 3 
BS L. 
RIA ~ R U I  = Done 

" I.. B A  P 

~ P  !., 
c" BS 
p M 2 A  

RI.12 ~ M 2 P  - Done 
" ~ R 2 A  

r"  
~ a  x' 
R2A l~. R U 2  = Done 

~' PA I ~' 

P L A N T  O P E R A T I O N S  

@ .- 

Jobs Complete/Resources Idle 

Status/Interrupt 
Outputs 

External Output - 

P a r t  Out of Cell 

Figure 19" Rule-based FMS controller for Example 4.2 

The rules are shown as PN transitions. It is interesting to compare the figure to the PN 
representation in Fig. 14, where the functions of the workcell and of the controller are 
not distinguished. 

It should be clearly understood that F~ comes from the required job sequence and is 
usually not open to debate. On the other hand, resource matrices Fr and Sr are fixed 
in general structure, but some of the details could be determined differently by different 
production engineers. For instance, in matrix Fr moving the (3,4) entry of I up to position 
(2,4) means that buffer availability is checked before performing move RU1. This amounts 
to kanban feedback. In [11], [34] is given a formal method for introducing kanban feedback 
to avoid deadlock by modifying the structure of the resource requirements matrix F~. 
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4.2  R u l e - b a s e d  C o n t r o l l e r  for S h a r e d  R e s o u r c e s  C a s e  

The realistic case for manufacturing systems is when some resources are shared. In this 
case there are major  problems in applying many of the analysis techniques in the litera- 
ture. PN analysis becomes awkward in some cases, and the max/plus  equations are no 
longer linear. We demonstrate  here that  the rule-based controller algorithm can easily 
be extended to cover shared resources. It can also cover the case of choice tasks, which 
includes job shops with variable part  routings, as well as variable assembly sequences. 
The t rea tment  of choice tasks is not given in this chapter, but appears in [14]. 

If there are shared resources, the FMS controller equations (4.15)-(4.18) must  be ex- 
tended as follows. The basic issue is that  shared resources can be used for more than one 
job so that ,  on allocating these resources, one must at t imes make a resource allocation 
choice. This requires the addition of a conflict resolution input uo (c.f. [19]). This input 
is selected using manufacturing dispatching rules [33], [21]. 

On the other hand, when any one of the jobs using a shared resource is completed, that  
shared resource is released; this requires an 'or' condition in the controller (e.g. if task a or 
task b is complete, then release resource c). In P N parlance, the shared-resource allocation 
problem corresponds to a 'fork' while the shared-resource release problem corresponds to 
a 'join'. 

A l g o r i t h m  4.2: C o n t r o l l e r  Desi~;n w i t h  S h a r e d  R e s o u r c e s  

1.-5. These steps are identical to those in Algorithm 4.1. 

Resource Allocation Information: 
6. This step is the same as in Algorithm 4.1. The only difference is that  in the 

resource requirements matrix Fr there are some columns with more than one entry of 1; 
these correspond to the shared resource columns and are ordered as the last columns of 
F~. Corresponding to these columns, partit ion matrix F~ and the resource status vector 

rc as 

Fen ]~ 
Y'c$ 

where a second subscript of 'n '  and 's '  indicates respectively nonshared resources and 
shared resources. 

Resource Release Information: 

7. The resource release matrix Sr and resource release command vector r ,  are likewise 
conformably parti t ioned according to nonshared and shared resources as 

S~ [ S ~ n  

rsn 

rss 
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As before, in S~, all elements are 0, except for l 's included in positions ( i , j )  if resource i is 
to be released on completion of task j .  In the case of shared resources, e.g. in matrix St~ 
there are multiple entries of 1 in each row, since multiple tasks release the same resource. 

In terms of these constructions, the rule-based controller for the case of shared resources 
is given by 
Controller State Equation 

z = F~v~ + F~.r~ + F~or. + F~ur + FDUD 

Task Start Equation 

Nonshared Resource Release Equation 

(4.23) 

vo = S~x (4.24) 

ro, = S~nx (4.25) 

Shared Resource Release Equation (nonlinear) 

rss = V xj' where V denotes 'or', and {ji} is defined by S r s ( i , j i ) =  1. (4.26) 
J, 

Product Output Equation 
y = S~x (4.27) 

In these equations, all vectors are in negative logic and the matrix or/and algebra is used. 
See Fig. 18. 

In equation (4.23), the new vector UD is a dispatching input selected to resolve conflicts 
between simultaneous requests for the same shared resource. Dispatching input matrix 
FD is selected to match q components of UD to each column of the shared resource re- 
quirements matrix Frs, where q is the number of l 's in that column. Only one of these 
q entries of UD may be high (i.e. '0') at any time, so that only one task is selected for 
activation based on the availability of that shared resource. The UD is selected using 
dispatching rules [33], [21], [20] or using the techniques of [19]. 

Equation (4.26) shows how to compute the /-th component of the resource release 
command vector rss using 'or' operation. In this equation, the index set {ji} for the 'or' 
operation is defined to correspond to the 1 entries of matrix S~, in row i. An illustration 
is equation (4.31) in Example 4.3, which derives from S~, in (4.30). Since 'or' operations 
between the components of x are needed, this equation cannot be represented as a linear 
matrix equality in the or/and algebra. However, the expression is still easily computed, 
which is all we care about for FMS controller implementation. 

The next example illustrates these notions. 

E x a m p l e  4.3: Con t ro l l e r  Design wi th  Sha red  Resources  
The point of this example is to illustrate controller design for shared resources, as well 

as to show how to modify an existing FMS controller. It is important to see that single 
matrices can be modified in a very easy manner as resources change. 
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Consider Example 4.2, but with only one t ransport  robot so that  moves RU1 and RU2 
are both  performed by a single robot R. The revised resource vector is 

r = [ P A  M 1 A  M 2 A  B A  RA] T, 

a n d t h e r e s o u r c e r e q u i r e m e n t s m a t r i x b e c o m e s  

1 1 0 0  
0 0 0 0  
O O 0 1  

~ = [ ~ "  ~ ' ] =  0 0 1 0  
0 0 0 0  
0 0 0 0  

0 

1 

0 

0 " 

1 

0 

Note that  there are two l 's  in the last column, corresponding to Fr,,  as robot  R is needed 
for two jobs. 

To resolve potential  conflict arising from simultaneous requests to perform moves RU1 
and RU2, one adds the outer loop term Foun as required by (4.23) to obtain the controller 
state equation 

x = F~vc + F~.r~ + Fr~ + F.u~ + FDUD 

o r  

z 1 0 0 0 0 0  
x 2 1 0 0 0 0  
x 3 0 1 0 0 0  
x 4 = 0 0 1 0 0  
x s 0 0 0 1 0  
x 6 0 0 0 0 1  

MIP~ 
RUIr 
B& 

M2Pr 
RU2r 

1 1 0 0 
0 0 0 0  
0 0 0  1 
0 0 1 0 
0 0 0 0 
0 0 0 0  

0 PA ,  0 0 1 
1 0 0 

1 MIAc 0 0 [ U D 1 ] +  0 
0 M2Ac + 0 0 UD2 0 
0 B A ,  
1 0 1 0 
0 RA~ 0 0  0 

P/~ (4.28) 

where un = [UDl un2] T is a conflict resolution input which is allowed to have only one 
of its entries high. If UD1 is high, then the task corresponding to x 2 is selected, if un2 is 
high, then the task corresponding to z s is selected. Control input un is selected according 
to s tandard dispatching rules [33] that  dispatch R either to move RU1 or move RU2. 

In Fig. 20 is shown the modified rule-based FMS controller. There  is now an outer 
loop corresponding to the conflict situation, which requires an external  dispatching input 
UD to resolve the conflict due to shared resource R. 

The matrices S~, S~ and the task start  and output  equations are the same as in Example 
4.2. 

The resource release matrices for the nonshared and shared resources are given as 

I 
O 0 0 0 0 1  

S,.n = 0 0 1 0 0 0 (4.29) 
0 0 0 0 0 1  
0 0 0 1 0 0  
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Figure 20" Rule-based FMS controller with conflict resolution loop 

Figure 20: Rule-based FMS controller with conflict resolution loop 

S,.~ = [0  0 1 0 0 1 ]  

The resource release commands corresponding to the nonshared resources are 

(4.30) 

r~n ~ S r n x  

while those for the shared resources are manufactured according to (4.26) from S,o to be 

X 3 37 6 . r oo = . o r .  (4.31 ) 
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4.3 Rule-based Controller for Job Shop with Variable Part 
Rout ing  

Many realistic manufacturing situations have variable part routings or a choice between 
multiple assembly sequences. These cases are dealt with in a straightforward manner by 
partitioning matrices F~, S~ into nonchoice and choice tasks in a manner entirely similar 
to the partitioning of Fr, Sr in the previous subsection. The details are given in [14]. 
Compare also with [47], [25]. 

If the FMS has variable routing or multiple assembly choices, an extra conflict in- 
put is needed for choice task selection. This adds a third set of control loops in Fig. 
Frubafmcowicorelo. The control loops now correspond to: 

1. An inner set of loops with no conflicts. 
2. An intermediate set of control loops for dispatching in shared resource conflicts. 

This requires a dispatching conflict input UD. 
3. An outer set of control loops for routing and other task choices. This requires a 

routing conflict input. 

It is extremely interesting to note that dispatching and routing are dual problems [5], [14]. 
In analogy to (4.26), there arise some additional nonlinear equations (e.g. requiring 'or' 

operations among the components of x) corresponding to the choice task start equations. 

5 P r o p e r t i e s  of  t h e  M a t r i x  F M S  C o n t r o l l e r  

In this section we discuss some properties of the FMS matrix-based controller. The design 
algorithms given in Section 4 have shown how to write down the controller from standard 
IE tools such as the task sequencing matrix and resource requirements matrix. We now 
show that the Petri net representation of the workcell and, in decision-free cases, the 
max/plus equations, can be directly computed from the matrix controller. This is of 
extreme importance in that it effectively provides a step-by-step design algorithm for PN 
and max/plus formulations for practical FMS. This seems to be the apotheosis of design 
algorithms suggested in the literature such as 'top-down', 'bottom-up',  etc. 

It is also shown that the controller matrix formulation is of practical use in designing 
the structure of the controller decision loops so the controlled system is deadlock-free. 
Then, whatever dispatching rule is used, there will be no deadlock. 

5.1 Pe t r i  Net Description from Controller  Equat ions 

We have seen how to construct the FMS controller equations step-by-step from standard 
IE tools. The next result shows that these equations are equivalent to a P N. The proof 
appears in [25]. 

T h e o r e m  5.1 
Given the FMS controller equations (4.23)-(4.27), define the activity completion matrix 
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and the activity start matriz 

& s. ,  (5.33) 
S =  S, = S,, 

Define X as the set of elements of controller state vector x, and A (activities) as the set 
of elements of the task and resource vectors v and r. Then (A, X, F, S T) is a Petri net. 

In fact, the theorem identifies F as the input incidence matrix and S T as the output 
incidence matrix of a P N. The theorem makes it patently clear that the P N  is the closed- 
loop description of the workcell plus controller. As such, all at tempts to directly draw a 
PN for a workcell are fruitless, as they are equivalent to an at tempt  to draw the cell PN 
and design the controller all in one step. 

Some more notions are required to set the stage for Section 5.3; the P N concepts are 
found in [36]. Thus, the PN composite change matrix is defined as M T, where 

M = S -  F T. (5.34) 

According to PN theory, if the initial marking vector of the net is re(to), then the marking 
vector at any time t > to is given by the transition equation 

re(t) - re(to) + M r  (5.35) 

where r is a transition firing sequence vector. To remove r from this equation, define the 
nullspace of M T by a maximal matrix B such that 

M TB T = (S T - F ) B  T = 0, (5.36) 

then, multiplying (5.35) on the left by B yields 

B m ( t )  = Bin(to). (5.37) 

This important relationship between the initial marking and the marking at any later 
time is known as the loop characterizing equation. Its solutions characterize the loops in 
the PN; it is nothing but a statement of the conservative nature of the resource loops, that 
is, the total number of markings in any loop is constant. In fact, the number of loops is 
equal to the number of rows in matrix B, and each loop is defined by one row of B. 

The relation between the marking at time t and the activity vector is 

[VC]rc =/~(m) (5.38) 

where e(-) is a logical projection operator defined as 

f 0 if rni > 0 
~(mi) 

1 i f m i = 0  " 

That is, if a task is complete, the corresponding component of v~ is set high (denoted by 
0 in negative logic): if at least one resource is available, the corresponding component of 
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Figure 21" Petri net representation of workcell with shared resource 

rc is set high. Note that the number of resources available is captured in re(t), but rc 
reflects only the fact that at least one resource is available. 

E x a m p l e  5.1" P N  and  S t r u c t u r e  f rom M a t r i x  C o n t r o l l e r  E q u a t i o n s  
Consider the controller equations from Example 4.3, where there was a shared resource 

R. By constructing F and S and applying the theorem, the PN in Fig. 21 is easily drawn. 
In this figure, initial markings have been added; this is accomplished by determining the 
number of resources available in the workcell. 

The marking vector is defined conformably with the ordering of the columns of F as 

r r t :  [mM1P mRu1 roBS mM2P mRU2 ] YrtpA mM1A mM2A tuBA taRA] T, 

where mp denotes the number of tokens in place p. Referring to Fig. 21, the initial 
marking vector is 

re(to) = [0 0 0 0 0 1 4  1 1 2 1] T 

The activity vector corresponding to this marking is 

vr = [1 1 1 1 11T (5.39) 
r~ = [ 0 0 0 0 0 ]  r .  

The nullspace of M T is defined by B T, where 

1 1 0 0 0 0 1 0 0 0 
0 0 1 0 0 0 0 0 1 0 

B =  0 0 0 1 1 0 0 1 0 0 (5.40) 
0 1 0 0 1 0 0 0 0 1 
1 1 1 1 1 1 0 0 0 0 

It is very interesting to examine Fig. 21 and verify that each row of B defines a resource 
loop. 

In terms of B and re(to), the allowed markings of the PN are given by (5.37). For 
instance, one solution is 

re(t) = [0 1 2 1 0 l 0  0 0 0 01T. (5.41) 
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5.2 Max/Plus  Representation from Controller Equations 

The FMS controller is concerned only with sequencing and dispatching, and does not take 
into account the times associated with the workcell activities. Thus, it will work for any 
set of activity times and covers the case of so-called 'stochastic PN'. To draw connections 
with the max/plus representation in Section 3.2, the activity times and resource numbers 
must be introduced. 

Define diagonal matrices that contain the workcell activity times as follows: 

T,, = diag{t,,,}, task duration/setup times 
T,. = diag{t,.,}, resource release/setup times (5.42) 
T~ = diag{t,~}, part input times 
Ty = d iag{ t~) ,  product output times. 

In these definitions, t~ is the time needed to accomplish task vi (including setup time), 
t~ is the time needed to release and setup resource ri, tui is the time needed to move part 
ui into the cell, and tu~ is the time needed to move product yi out of the cell. 

In actual FMS, these times are not absolutely fixed, but may be variable or stochastic; 
the FMS controller of Section 4 works in all cases. However, in order to write the max/plus 
representation of the cell, the times must be assumed known and deterministic. 

To incorporate the numbers of resources available, define the resource t ime/number 
matrix 

T~d = diag{t~,z -d ')  = T~ . d iag{z-d '} ,  (5.43) 

where z is the unit delay operator and di is the number available of resource ri. 
The max/plus formulation is linear only in the case of no shared resources. Therefore, 

the next result shows how to obtain the max/plus formulation corresponding to the FMS 
controller equations (4.15)-(4.18). It is proven in [35]. 

T h e o r e m  5.2 
Given FMS controller equations with no shared resources (4.15)-(4.18) and the workcell 

time matrices T~, T~a, T,, Tv, multiply matrices in the standard matrix algebra to obtain 

x = F~T~S~x + F,T~aS~x + F~T~u 

Now, in this equation, replace all occurrences of 0 by ~ and redefine all operations to be 
in the max/plus algebra; that is, the standard matrix operations (-, +) are replaced by 
( + , m a x ) .  

Then, (5.44) is the maxplus representation of the workcell-plus-controller, where x 
gives the time of the k-th firing of the transitions, u gives the time of k-th input of the 
parts, and y gives the time of k-th output of the products. 

This results reveals that the maxplus formulation is a description of the closed-loo~ 
system including both the workcell and the controller. As such, all at tempts to write it 
down a priori for a given workcell are fruitless, since such at tempts amount to trying to 
describe the cell operation and design the controller all in one step. 

If there are shared resources (e.g. equations (4.23)- (4.27)), then extended max/plus 
equations may be written that include a nonlinear equation corresponding to (4.26) [26]. 
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Example  5.2: M a x / P l u s  Equa t ions  f rom M a t r i x  Cont ro l l e r  Equa t ions  
For the FMS controller in Example 4.2 the task duration matrix, resource time/number 

matrix, and input time matrix are 

Tv = diag{tMiP, t t~l ,  tBS, tM2P, t/gr2} 

Trd = diag{tPAZ -4, tMIA z- l ,  tM2A z- l ,  tBAZ -2, tR1AZ -1, tlCZA z-1 } 

T, = [tp1] 

where the numbers of resources available in T,d are determined from the initial markings 
depicted in Fig. 14. The values of the times must be determined by examining the actual 
workcell. 

Performing now the matrix multiplication required by Theorem 5.2, followed by re- 
placement of all occurrences of 0 by ~, yields exactly the max/plus form as given in 
Example 3.2. �9 

5 .3  D e s i g n  f o r  D e a d l o c k - F r e e  O p e r a t i o n  a n d  K a n b a n  F e e d b a c k  

The matrix controller equations can be used for FMS design as well as analysis. To 
illustrate this, we show how to select the structure of the control loops so that deadlock 
does not occur in the FMS. Then, no matter what dispatching rules are used to select the 
conflict resolution input UD, there will never be deadlock. 

Any discussion on deadlock involves the structure of the rule-based controller (4.23)- 
(4.27), as well as information on the number of resources available, as captured in the loop 
characterizing equation (5.37). The relation between the controller equations and the loop 
equation is provided via the logical projection operator t by (5.38). The next result uses 
controller information in the form of the activity completion matrix F defined in Theorem 
5.1. It is one of several related results in [35], providing a sufficient condition for absence 
of deadlock that is useful in design. It is noted that necessary and sufficient conditions 
require more mathematical machinery, particularly some discussion on reachability. 

T h e o r e m  5.3 
Let there be prescribed the FMS controller equations with shared resources (4.23)- 

(4.27). Compute the activity completion matrix F in (5.32) and the loop characterizing 
matrix B in (5.36). For the given initial resources, manufacture the initial marking vector 
re(t0), and determine all solutions re(t) of the loop characterizing equation (5.37). Suppose 
that the logical projections of these admissible re(t) are not contained in the nullspace of 
F. That is, the equation 

F~(m) = 1 (5.45) 

has no solution over the matrix or/and algebra, for any m(t) satisfying (5.37). Then the 
FMS is deadlock-free. 
Out l ine of Proof:  

The proof is by contradiction. Deadlock is the condition where there are parts in the 
system but no rules can fire. If condition (5.45) holds and w is nontrivial, then according 
to (4.23) 

x = F~vc + Fr,,r~ + Fr,r~, = 1 
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for some nontrivial 

tO "-- t e n  

r ~  

Thus, there are parts in the cell (in vector vc), but, since x= 1, no rules are activated. 
This implies there is deadlock. 

This theorem suggests several techniques for removing deadlock, all hinging on avoidin~ 
simultaneous solutions to (5.37) and (5.45). To avoid such simultaneous solutions, one 
may: 

1. Modify the structure of F to change its nullspac~. More specifically, one modifies 
the structure of the resource requirements matrix Fr by moving l's upwards in the same 
column; this corresponds to adding kanban or 'lookahead' feedback to the system. 

2. Modifying the number of available initial resources re(t0) to change the solutions 
re(t) to (5.37) [15], [46], [47]. This is generally accomplished by adding more buffer space 
or by restricting the number of parts in certain subsystems [34], [11]. 

It is not always possible to remove all deadlock from a manufacturing system. This 
theorem helps one do the best that is possible. Then, it makes one aware of any remaining 
deadlock conditions. The final avoidance of deadlock must then be accomplished by careful 
selection of the dispatching conflict input UD in (4.23). Unfortunately, most existing 
dispatching rules are not capable of simultaneous deadlock avoidance. 

Example  5.3: Deadlock-Free  Design with  Shared  Resources  
Consider the shared resource FMS of Example 4.3. It is easy to verify that the vector 

w = [ 1 0 0 0 1 1 1 1 1 1 ]  T 

satisfies condition (5.45). A marking corresponding to this activity vector is m(t) given 
in (5.41), for which RUI= 1, BS= 2, M2P= 1 in the PN of Fig. 21. It is esy to see that 
for this marking the P N is deadlocked. 

Modify now the resource requirements matrix to obtain 

F ,  = F , . ]  = 

1 1 0 0  
0 0 0 1  
0 0 0 0  
0 0 1 0  
0 0 0 0  
0 0 0 0  

0 
1 
0 
0 " 
1 
0 

where the 1 in position (3,4) has been moved upwards in the same column to position 
(2,4). It can now be verified that there is no nontrivial solution to both (5.37) and (5.45), 
so that, according to Theorem 5.3, deadlock cannot occur. The removal of deadlock has 
been accomplished by modifying the nullspace of the resource requirements matrix F, by 
changing the rule antecedent structure. 

The modified resource requirements matrix F, corresponds to the modified P N in Fig. 
22. In this PN, the availability of buffer space is now checked at transition t2 prior 
to beginning move RU1. This amounts to adding kanban or 'lookahead' feedback, and 
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Figure 22: Petri net with shared resource and no deadlock 

removes the possibility of deadlock from the FMS. Thus, kanban should be viewed as a 
prefilter for dispatching, for any dispatching rule may now be selected for input UD to 
dispatch robot R to move RU1 or RU2. Whatever dispatching rule is used, deadlock 
cannot result. 

Another approach to deadlock removal addresses the condition (5.37), modifying the 
intially available resources re(to) [47]. Thus, deadlock may also be removed here by 
increasing the buffer space to 3 slots (e.g. set msa(to) = 3), or by limiting the number of 
parts in the system through reducing the number of pallets to 3 (mvA(tO) = 3). �9 

6 C o n c l u s i o n  

A new design technique has been described for rule-based controllers for flexible manu- 
facturing systems. The controller is given in a matrix equation format where vectors are 
described in negative logic and mathematical computations are performed in the matrix 
or/and algebra. The controller is very easy to design as its coefficient matrices are nothing 
but Steward's task sequencing matrix [8], [44], the resource requirements matrix Fr [21], 
and a release release matrix, all of which are standard industrial engineering tools. The 
controller has a multiple loop structure, where the inner decision loops are conflict free 
and the outer loops have a dispatching input to resolve shared-resource conflicts. Modify- 
ing an existing FMS as resources or task objectives change is very easy, and corresponds 
to making changes to various individual matrices in the controller description. 

The design of deadlock-free systems can be accomplished by modifying the matrix 
Fr, which corresponds to adding kanban feedback. Once the matrix controller has been 
designed, the standard Petri net formulation of the workcell-plus-controller can easily be 
derived. The max/plus representation is also straightforward to derive from the matrix 
controller. 
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Introduction 

This paper discusses the current state of development of an integrated robotic flexi- 
ble welding cell (FWC) which is the result of several years of research funded by the 
ACME Directorate of the UK Science and Engineering Research Council. The main 
collaborators in the work were Cincinnati Milacron Ltd., Marchwood Engineering Lab- 
oratories of the then CEGB and the UK Welding Institute. The overall system and 
its information flow, excluding the robotic loading facility, is shown in Figure 1 and 
all elements of this are fully functioning. Briefly the system comprises off-line robot 
programming linked to CAD, expert systems for computer aided process planning 
of welding and "intelligent" process control, computer control of cell operations and 
provision for external communications. 

System Hardware 

The flexible welding cell is shown in Figure 2 and is based on a P LC controlled West- 
wood conveyor for work pallet handling, adapted to provide four work stations with 
precision pallet location. The Loughborough University system can handle up to six 
pallets although the modular conveyor is readily extended and a conveyor system of 
sixteen pallets is in operation at the supplier's own manufacturing facility. At the 
first work station loading and unloading of components is provided by a Cincinnati 
Milacron T3 type 566 industrial robot. The second station incorporates a laser range- 
finding sensor (Selcom Optcator) mounted on a three axis rectilinear manipulator. 
This station provides for joint inspection prior to welding and input data to one of the 
process control expert systems (PIKBES) [1] described in more detail later. 

Welding is performed at the third station by a Fanuc $100 robot interfaced to a Gas 
Metal Arc welding equipment. At the fourth station inspection of the finished weld 
is carried out via a laser stripe sensor manipulated by a Silver Reed four axis robot. 
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This provides data for another expert system (POKBES) which provides feedback for 
optimization of welding procedures [2]. 
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The dedicated controllers of conveyor, robots and sensors have external computer 
interfaces (RS232C) and are linked via a token ring LAN to the cell supervisory con- 
troller (currently a 386 PC). Process and process equipment status and parameters are 
monitored continuously during welding via a Burr-Brown PCI12000 data acquisition 
and control board. 

The off-line programming software, WRAPS (Welding Robot Adaptive Program- 
ming and Simulation) developed at Loughborough University, also provides the cell 
control [3]. Three further PC's in a LAN with the supervisory PC provide the comput- 
ing requirements of VERSACAD [4], the CAPP expert system (ESWELDPD) [5], the 
welding procedure database (WELDSPEC) [6], and the process control expert systems 
[1,2,71. 

3 S y s t e m  o p e r a t i o n  a n d  s o f t w a r e s  

3.1 W R A P S  off-line programming and cell control 

WRAPS was initially intended as a low cost and highly portable stand-alone package 
for off-line programming and simulation of robotic welding. However it has been 
substantially expanded for it's role as supervisory controller in the FWC and comprises 
four modules. It is written in the 'C' language with GSX graphics. At the time it 
was necessary to write special graphic application routines to execute all graphics, 
including 3D transformations, and utilities to design and generate icons and windows. 

3.1.1 Model l ing  module  

When manufacture of a new component is required it must first be modelled for sub- 
sequent interactive robot programming. The modelling module allows the definition 
of the work components as well as tooling, robots and other elements of the FWC. 
It is capable of modelling the required object shapes, e.g. lines, cuboid, cylinders, 
polyprisms, with additional shape definitions easily added by the user as required. 
Good graphics control for viewing the model in 3D wire frame representation is pro- 
vided. When the system is in operation, a menu is displayed allowing the user easy 
selection of all options available. Errors encountered during use are reported instantly 
on the screen. The system is totally interactive, but disk files holding object data may 
also be read into the module for proofing or editing work. Files are stored as ASCII 
files so that  simple geometric data files may also be created in the required format 
using ordinary word-processing software. Other facilities include: 

�9 Display of co-ordinates of individuals points. 

�9 Show distance between points. 

�9 Creation of weld end points for use as targets in the programming module. 

�9 Creation of pre-defined shapes such as T sections, angle sections and other stan- 
dard or irregular shaped sections. 
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In the demonstration system at Loughborough University, component geometric data 
generated with the VERSACAD CAD system can be post-processed into WRAPS 
format saved as ASCII files and then read directly into the modelling or programming 
modules. 

3.1.2 Programming Module 

This module manipulates the models and will accept welding programming commands 
to produce a robot program which incorporates the tool center point (TCP) coordi- 
nates, all robot functions and all the necessary welding parameters from an expertly 
managed database. The TCP is defined as the tip of the welding wire electrode. The 
module reads the component model and any special tooling models as input files from 
the modelling module. The model of the particular FWC robot work station to be pro- 
grammed is also retrieved and the component and tooling attached to an appropriate 
position on the work pallet. 

During off-line robot programming work station layout can be modified to achieve 
optimal access for welding. In operation the model is displayed in 3D perspective with 
graphical representation of the welding torch attached to the robot wrist. To reduce 
computation time and provide smoother animation of welding movements the robot 
arm is usually not displayed. However joint constraint violation is evaluated during 
programming. Collision detection is not provided. Experience has shown that clashes 
are generally confined to the end effector/wrist/component region and these are readily 
visualized on the graphics screen. Fine tuning of the program on the actual robot is 
considered to be the most cost effective way of dealing with any remaining problem 
areas in the program. 

3 . 2  T h e  C A P P  F u n c t i o n  

During operation of the system the user interacts between Programming and Expert 
Modules to obtain the welding procedure and parameters required at each program 
point. The user inputs joint criteria and the system then examines automatically a 
hierarchy of options each of which is a rule based expert system developed in the 
KES expert system shell [8]. The advice given includes: Not suitable for robotic 
welding; Existing approved procedure available from WELDSPEC procedure database 
(exact match) and cost based selection where alternatives exist; Unapproved procedure 
available; No procedure available, input manually or invoke ESWELDPD the expert 
system for welding procedure design. 

3.2.1 Expert Welding Procedure Designer (ESWELDPD) 

This was initially developed as a stand alone CAPP facility to provide knowledge based 
welding procedure design and advice where no welding engineering skills are available. 
However it has also been fully integrated into the WRAPS Expert Module. It is 
menu driven and of integrated modular construction, written in the 'C' language and 
with embedded knowledge and rule bases and graphical routines. The main module 
directs the procedure design operation. Input modules allow input of joint specification 
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and company welding capability data. This latter constraints the procedure design 
process to available facilities. Other modules handle process and consumable selection 
(constrained in the case of the FWC to those available at the robot welding station), 
edge preparat ion where this is not pre-specified and welding parameters. It outputs  
recommended procedures in cost based ranking. Required data from the selected 
procedure is read directly into WRAPS programming module and attached to weld 
start and end points of the off-line robot program created during programming. This 
includes welding arc parameters and robot welding speed. Other advice such as torch 
at t i tude can be incorporated manually through the graphical manipulation provided 
in the programming module. 

ESWELDPD welding procedures used in programming but not empirically vali- 
dated are filed in WELDSPEC as unapproved for subsequent updating following weld- 
ing. 

3.3 O n - l i n e  M o d u l e  

Communication between WRAPS and the FWC is through the On-line module. This 
holds the library of robot programs created off-line and post processors to format 
WRAPS output  to that of the system robots. Communication to tile robot controllers 
is via RS232C/current  loop interface converters. This module also receives data from 
tile cell sensory inspection systems and the monitored process parameters for use in the 
process control expert systems. Cell status, i.e. on/off state of equipments, availability 
of shielding gas, process parameters, etc. are all monitored via the Burr-Brown data  
acquisition board. Any abnormality in these latter inputs to WRAPS detected at any 
time during the running of the cell generates an outt)ut signal to the conveyor PLC. 
This puts it into 'hold' an(t ('onsequentially, when all robot programs that are running 
are complete, arrests ot)eration of the ('ell. Sequence control signals from the (-onveyor 
PLC are received by WRAPS via software interfaces. 

4 Welding Cell operat ion and control 

The basis of the system is the conveyor. This uses work pallets having a matrix of 
8 mm holes at 25 mm centers and accurate to within 0.05 mm. These holes provide 
precise location of work holding fixtures on the pallets. A pallet in turn is located in 
its operating position by 'cup and cone' shotbolts on the underside which are actuated 
according to the ladder program of the conveyor PLC. Arrival of a pallet at each 
conveyor stage is detected by a proximity transducer which causes activation of the 
pallet locating shotbolts. Pallets are individually identified by a binary address using 
holes in the side of the pallet the pat tern of which is detected by magnetic proximity 
transducers. 

During setting up of the cell jobs are allocated to the individual pallets which are 
then fitted with corresponding fixtures in positions pre-determined during WRAPS 
programming and simulation. These job allocations are entered into WRAPS which 
selects the required robot programs. The supervisory computer creates in memory a 
circular linked list for each work station similar to the flow of pallets on the conveyor 



299 

system. Slots in these lists contain the selected robot programs and other data neces- 
sary for the operations to be performed at the conveyor work stations. This includes 
activation of peripheral equipments and, in the case of the welding station, data from 
the process control expert systems. As pallets circulate in sequence on the conveyor 
they are identified at each work station. When the appropriate time window in the 
token loop LAN permits, the list corresponding to the pallet number is sent to the 
work station. Figure 3 shows this circular list procedure for the welding station. 

Patlet Identification 
1_ 

[Dimensionat 1 l Sensors_l 
I 

~ . 

6eome trical Data 
(Joinfs g Offset Dafa ) 

,,~"Rot)ot ~ Hemory 
[In terface Program 

I., 

__~1 Expert Knowledge 1 System Database 
l , ,  

Welding Procedures 
- Other Information 

~,x~...*x, 

tz !.: 
r, i... i - ' ~ , 3  

r I ~  

e ' | , "  ivan" ..... !~Ofher 

l I F-quipment 
'1~ Wetding 

Equi~nt Supervisory Program 

FIGURE 3 Circular Linked List for the FWC Welding Station. 
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A pallet arriving at the welding station is identified to the conveyor PLC for control 
of conveyor sequencing and shotbolt location of the pallet. The PLC sends a signal 
to the supervisory system which then sends the next list in the circular sequence. 
When the welding station's time window in token ring LAN opens data is transferred. 
The program is downloaded to the robot, and the robot controller communicates pro- 
grammed welding parameter requirements to the welding equipments in the normal 
way. Other instructions will be sent from the list to switch on welding equipment, 
water cooler, etc. if these have been identified as in an off state via the data  acqui- 
sition system. At the previous work station the joint will have been inspected and 
any necessary modifications to the welding procedure will have been determined by 
the process control expert systems. This new procedure data is communicated to the 
welding equipments. Finally a signal is sent to the PLC which in turn communicates 
with the robot control to initiate the welding robot program. During welding, welding 
parameters, gas flow etc. are monitored. This data is communicated to the supervi- 
sor via the data acquisition system and compared with the required values. An error 
signal will cause conveyor hold as described above although it is obviously possible to 
incorporate feedback control of most parameters. Completion of welding is identified 
to the PLC and conveyor sequencing then continues under it's ladder program. Sim- 
ilar data transfers occur at each of the work stations, the circular list sequence being 
matched to that of the pallets. 

4.1 Loading/unloading the system 

Tack welded assembled components are loaded/unloaded by the Cincinnati Milacron 
T3 566 robot equipped with a multi-purpose gripper. Programs are written off-line 
as combined unload/load routines. At tile moment, on the first occasion, tile robot 
carries out r('(tundant unloading motions. Arrival and identification of a pallet in se- 
quence signals the appropriate program to bc sent. This is done in the same manner 
as described for the welding station, i.e. via the loading station's circular list, ex- 
cept that no additional data is needed. Fixture clamp actuation is controlled from 
within the robot program using the robot controller I /O facility. Failure to pick up 
a component is identified by complete closure of the gripper and a contact sensor. 
This interrupts the robot program and consequently prevents further cell operation. 
When the malfunction is cleared and the robot program completed cell operation can 
continue. 

4.2 Pre-weld inspection (PIKBES) 

PIKBES is a knowledge base expert system for pre-weld control of the welding pro- 
cedures used by the FANUC welding robot in the cell. It is an effective tool for weld 
quality assurance in the cell and is described in more detail in [1,7]. Figure 4 (extracted 
from Figure 1) illustrates the system. Arrival of a loaded work pallet is advised to 
WRAPS which, through data in the station's circular list, initiates and controls scan- 
ning of the joint seam by the laser range finder (Optocator). This is mounted on the 
specially constructed manipulator as shown in Figure 5. 
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The circular list data also controls operation of the sensor and signal processing of 
its analogue output. The processed sensor data are measurements of the joint profile 
taken at typically 5 mm intervals along the joint line. This gives dimensions of joint 
gap, root thickness, bevel or plate angles, plate alignment, etc. of the joint fit-up 
being presented for welding. This data is transferred to WRAPS expert module where 
it is compared with the nominal joint specification used in programming and weld 
procedure selection. Expert decisions are then made based on the amount of deviation 
detected from the nominal joint and the tolerance permitted for each joint parameter.  
PIKBES operates at three tolerance levels: 

At level 1 the measured joint is within a tolerance at which the joint can be satis- 
factorily welded using the welding procedure selected during programming. PIKBES 
commands WRAPS to use the selected welding procedure and no new procedure data 
is included in the output data list to be sent to the welding station. 

At level 2 the joint features are outside the tolerance at which satisfactory robotic 
welding is possible. WRAPS is commanded to send a signal to the conveyor PLC such 
that the offending work pallet will pass by the welding station and the work is not 
welded. The circular list in WRAPS is indexed so that it remains in sequence with 
the pallet flow. 

At level 3, between tile previous two tolerance levels, modification of tile pre- 
select('d and t)rogrammed welding t)roccdur(' is requir('d to assure satisfactory welding. 
The expert system, using expertly established rules, generates the requir('d n('w welding 
procedure and passes it to the WRAPS sut)ervisory program. It is attached to the 
circular list for the corresponding pallet and transferred to the welding system when 
the pallet is identified at the welding station. WRAPS also files this new procedure in 
the WELDSPEC database as an unat)proved procedure. 

Th(' validity of the PIKBES knowledge base and it's ('ffe('tiveness in assuring sound 
welds has been d('monstrated on the FWC under laboratory conditions. 

4.3 Post-weld inspection (POKBES) 

When welding is completed on a work pallet it passes to the final work station where 
a laser stripe sensor, manipulated by a four axis robot, is scanned along the completed 
weld. Arrival of the pallet and it's identification is communicated to WRAPS signalling 
control data to be sent from the circular list for this inspection station. In addition to 
tile program for the sensor manipulator, the sensor and it's peripherals are controlled. 
The outputs to WRAPS expert module are measurements of the finished weld profile. 
The post weld inspection station is shown in Figure 6. 

In the expert module, POKBES, these dimensions are compared with the design 
specification. Conformance indicates that the welding procedure used was satisfactory 
for joints of the geometry measured by the pre-inspection station. If the welding 
procedure employed was unapproved then WRAPS will reassign it as approved in the 
WELDSPEC database for joints of the measured geometry. 

Should the resulting weld be non-conforming the welding procedure used was un- 
satisfactory. The POKBES expert system will modify the procedure based on mea- 
sured joint dimensions, welding procedure used and resultant weld dimensions. This 
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modified procedure then replaces the welding procedure which had been used as an 
unapproved procedure in WELDSPEC. 

Thus during operation of the cell existing and expert system designed new welding 
procedures are continually being checked and enhanced. POKBES is included in Figure 
1 and 4 and described in detail in [2]. 

C o n c l u d i n g  r e m a r k s  

The system described is fully functional as a research and development facility. It's 
limitation as a practical FWC lies in the constrained component geometry that can 
currently be handled in the cell. This is primarily due to the limited manipulation 
provided to the inspection sensors which constrains the work to flat plate and relatively 
simple "cuboid" shapes. 

The welding robot has joint location tactile sensing and 'through the arc' seam 
tracking but these are not yet incorporated in the programming capability of WRAPS. 
These can clearly improve the tolerance of the welding station to joint fit-up variation. 

WRAPS is being developed further to give time and cost data for the various robotic 
operations and this is to be output to a wider management information system. The 
token ring LAN has a bridge for linking to such as MAP. 

Finally research is on-going into the use of artificial neural networks for the process 
control functions of the cell. 
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Idea and Pract ice  of Flexible  
terns of Toyota 

Atushi Masuyama 

Toyota Motor Corporation, Japan 

Manufactur ing  Sys- 

A b s t r a c t  

A definition of Flexible Manufacturing System has not been necessarily clarified 
yet; An understanding, and an objective of its application are different in a variety of 
industries. In Toyota, on the basis of market-oriented production, FMS is understood 
as follows: 

1. The ult imate objective of applying FMS is to provide a manufacturing system 
which may flexibly respond to changes in a market. The flexible response means 
to supply timely a product as demanded by a customer. 

2. Therefore, we should understand FMS as an extensive system from a product 
design through a product distribution, but not as a system limited to a process 
in manufacturing. 

In order to get all subsystems to work out as an organic whole, we believe that  a 
management system should be prepared concurrently. 

A general idea of FMS (FMMS), which is conducted in Toyota, is illustrated from 
such viewpoints as need, scope, objective, and measurement of evaluation. We also 
introduce various activities relating shortening the lead time in production, and in 
production planning and production ordering. 

Introduct ion  

Economic activities have long been slow on a worldwide level. It is the most critical 
point for manufacturers to seek, without a half and half at t i tude a system to produce 
at the least cost only as much quantity as surely to be sold so that  these manufactures 
may win the tough business race and survive under such circumstances. It seems 
essential to perceive accurately the condition of the market and to supply what is 
demanded by the market, with a short lead time and at a low cost. 

Recently, FMS has been in the spotlight. The number of companies that  have 
introduced FMS, or have been examining doing so is increasing, which proves that  
many companies realize importance and difficulty of flexibly responding to changes 
in the market. The perception of "flexible response", however, seems to vary among 
companies. 

In this paper, we will introduce our insight into FMS and our practical activities. 
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Figure 1: Annual Growth R a t e -  Vehicle Market in Japan 

Why is "Flexibility" necessary? 

Environment Surrounding Auto Industry 

2 . 1  M a r k e t  t r e n d  

Observing the demand of Japanese market trend of the last twenty years, there is a 
drastic difference between the first decade of that  period and the second. The turning 
point was the oil crisis in 1973: the first decade can be expressed as producer oriented 
(lays in which products are usually sold out, meanwhile the second decade as consumer 
oriented days in which producers must be aware of over-production (Figure 1). 

On the other hand, the outlook of export business is not bright either on account 
of the export restraint, s temmed from the trade imbalance. 

Since deomestic and overseas markets become such conditions, the followings are 
essential to holding a dominant position in the market: 

�9 Thoughtful expansion of product 's  specification so as to satisfy any customer's 
choice. 

�9 Rapid resonse to a fluctuation in the quantity of the gross demand, and /o r  that 
in the quantity of various models. 

�9 To conduct a smooth model change over. 

In other words, it is required to respond to the market change with a short notice as 
well as to provide numerous end items (Table 1). 
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Table 1. Number of variants and quantity, March-May 1982. 
Variants Quantity Quantity/Variants 

Car Line A 3,700 63,000 17 
B 16,400 204,000 12 
C 4,500 53,000 12 
D 7,500 44,000 6 

Total/Average 32,100 364,000 11 

2.2 I n t r o d u c t i o n  of  new t e c h n o l o g y  

New mechanisms of a car, new materials and new production engineering may be 
introduced for the sake of improvement of safety standard, fuel consumption rate, 
resistance against corrosion, and producibility. Such introduction requires modification 
in production systems and processes. It is essential that manufacturers have flexibility 
of accepting such modification quickly and efficiently. 

3 I d e a  o f  F M S  in T o y o t a  

3.1  O b j e c t i v e  

As mentioned above, environment (the market and technology trend) surrounding 
automotive manufacturing seems to become more liable to drastic changes. Hence, we 
believe it important that not only manufacturing cells or plants are flexible but also the 
entire production system should be flexibly (promptly and economically) responsive to 
such changes. That is, we must invent and practice a system to organize and control 
manufacturing cells ion which mltomatcd equipments (FMS in a narrow sense) arc 
incorporated, which we call as Flexible M~mufacturing and Management System (FMS 
in a broad sense). We are to make efforts to construct a flexible production system, 
which is based on the perception that customers decide the worth of commodities and 
the criterion is subject to change, depending upon circumstances. 

3 .2  T h e  s c o p e  of  s u b j e c t s  

In order to make the thorough manufacturing activities flexible, we should not consider 
only part of the whole process, but it is important to connect organically all relating 
manufacturing fimctions from product development planning through distribution of 
finished goods (Figure 2). 

Focusing on production system, the following stages must carry out the functions 
to pursue flexibility (Figure 3). 

�9 Production Planning 

�9 Parts and Material Planning 

�9 Fabrication and Assembly 
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For instance, speaking about fabrication and assembly stage, making only machin- 
ing shops flexible is hardly effective to improve the flexibility of the whole fabrication 
and assembly stage. It goes without saying that making only a machine or a machine- 
cell flexible is meaningless for the auto industry which consists of numerous processes 
to build a car (Figure 4). 

When the above "flexibility concept" is extended to vendors, the ideal FMS be- 
comes attainable. We hereafter will confine our comments to flexibility of the produc- 
tion system. 

3 . 3  M e a s u r e  of evaluating flexibility 

We evaluate the flexibility of production system, which is based on the following view 
points. 

3.3.1 P r o m p t  r e sponse  to a change 

We appraise that to what extent the leadtime from customer's order receipt though 
completion of products is minimized. The lead time can be classified as follows: 

A ~  LTi" The lead time of processing information and communication, including 
demand forecast, planning production, material requirement planning, 
production ordering etc. 

B ,  LTp: The lead time of manufacturing, including machining, assembly, 
inspection etc. 
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C. LTt: The lead time of t ransportat ion,  including material  handling and 
distributing finished goods. 

To shorten each lead time is quite significant for flexible response to changes 

{ LT~ 
L T  LTp ~ Min 

LT~ 
The relation of the lead time and the accuracy of demand forecast, on which product ion 
planning is based, is generally as follows: 

Dr, t - L T  7/= [gt, t - L T  - 1 # . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7/= Dr, t - 1, 

]Dt, t -  L T -  Dtl > IL)t, t -  L T -  1 - D r [  . . . . . . . . . . . . . . . . . . . . . . . . .  > IDt, t -  1 - Dtl  

where Dr, t -  L T  = demand in the period t, forecasted in the period t -  L T . ,  

Dt = real demand in the period t. 
In other words, forecast error can be minimized when one makes a demand forecast 

for the period t in the period as close to the period t as possible, because a t rend of 
the market  (:an be best incorporated to the forecast value. 

3 .3 .2  E c o n o m i c a l  r e s p o n s e  to  a c h a n g e  

We appraise a production system, based upon how economically it, can respond to 
changes. "Economical response" can be defined as a condition where minimized arc 
inventory level, and the difference between the process capacity and the actual  work 
load level as well. 

�9 Inv('nt()ry Level ---, Min. 

�9 -Process Capacity - Work Load level ....... 

What  wc have to keep in mind is not to let the work load level approach the process 
capacity, but we should consider the work load level to be determined according to the 
requirements of the market.  

4 A c t u a l  A c t i v i t i e s  

We would like to introduce activities which we have actually developed in the areas of 
production planning, production ordering and production so as to at ta in economically 
shortening the lead time. Each lead time of LTi ,  LTt  consists of the following three 
factors: 

Processing Time(Tp) 
Setting up Time(T~) / L T  

Waiting Time(Tw) 

Activities shortening the lead times are, in short, those activities to minimize Tp and 
Ts, and to eliminate Tw as well. 
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4.1 Shortening the lead t ime in manufacturing process 

Toyota Production System began being developed in the 1950's. Since then, we have 
considered that the bestg way to shorten the lead time is to practice Toyota Production 
System without a half and half attitude. At Toyota, the lead time from the start  of 
body assembly to the end of the final assembly line is about one day. Practicing Just- 
in-time and Autoactivation in each process, which are the two basic conept of Toyota 
Production System, enables us to satisfy customers' requirements and to minimize 
in-process inventory as well. 

Just-in-time is, in short, for the purpose to complete the necessary products at the 
necessary time through synchronization of all processes, to process only the necessary 
components with short lead time. To practice Just-in-time is not difficult in the case 
that  there is only a single specification in a product. However, a manufacturer  has 
become required by the market to provide a product with various specifications or 
configurations. Demand of each specification or configuration is not stable, therefore 
manufacturers must have mixed-model lines dealing with demand fluctuation of such 
a product. 

It is very difficult to manage Just-in-Time in a mixed-model line. The following 
enable us to manage Just-in-time: 

�9 Withdrawal by subsequent processes 

�9 Manufacturing in a small lot 

�9 Smoothed t)ro(hlction 

4.1.1 Withdrawal  by subsequent  processes 

Figure 5 illustrates tlow production orders are given t() each process in Toyota. 

1. Only tile first station of body assembly line receives a build-information one by 
one from the production control room. 

2. Other processes like sub-lines or distant stations receive relevant information as 
process of the main line proceeds, which enables the whole production system 
to synchronize even if disorder of equipment or quality problem requires stp- 
ping the assembly line or re-scheduling of the production sequence. The final 
assembly line withdraws sub-assemblies from where those are produced as much 
as the final assembly line has consumed to assemble cars. The preceding shop, 
where those subassemblies are produced, again gives the first station of the shop 
replenishment order as much as withdrawn by the subsequent shop, that  is, the 
final assembly line. 

This chain-like manner connects a series of processes in a multi-stage production 
system. Any process other than the final assembly line never produces sub-assemblies 
on a forecast basis (Figure 6) Kanban is used as a tool to materialize such withdrawal 
by a subsequent shop. 
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Figure 5: Information and Material Flow in Production. 

Withdrawal by a subsequent shop is called as "Pull System" which has been studied 
in comparison with "Push System" which is a more-general production control system 
(Figure 6). 

The characteristic of "Pull System" is to produce only the necessary material re- 
quired by subsequent shops. A simulation with mathematical models has proved that 
fluctuations in the subsequent shops is not amplified in the preceding shops (Figure 
7). 
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Figure 7. Comparison between "Pull System" and "Push System". 
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4 . 1 . 2  P r o d u c t i o n  w i t h  a s m a l l  l o t  s i z e  

It is essential to minimize a lot size in produc t ion  at each process in order to minimize 
the lead t ime and in-process inventory as well. Reduct ion  of setup t ime is crucial 
to minimiza t ion  of a lot size. The relation of total  elapsed t ime to setup times, the 
number  of setups, and lot sizes is expressed as follows: 

T .E.T.  
Ni 
t~, 

Ri 
7~ r n  , 

q~ 
Ni 
T.E.T.  

- total  elapsed t ime 
- the number  of setup times of i tem i 
= setup t ime of i tem i 
= requirement  of i tem i 
= unit  manufac tur ing  t ime of i tem i 
= lot size of i tem i 
= R~/q~ 

-- ~ Ni.tsi + ~ Ri.trni 

For a given set of Ri and T.E.T. ,  it is necessary to reduce ts i  in order to reduce qi. 
Once reduct ion of t.si has been achieved, more i tems can be manufac tu red  for a given 

T.E.T.  

4 . 1 . 3  S m o o t h e d  P r o d u c t i o n  

When  all procedure.s are linked t)y subsequent sh()p's with(trawals and small lot pro- 
duction,  smooth ing  ()f product  in the final assembly line with many  var iant ' s .mix is 
essential to minimizat ion of capacity requirement  and to el iminat ion of excessive inven- 
t()ry. Consequently,  gross t)r()(hl(:ti()n quant i ty  as well as c()nsumption rate of in(tividual 
mater ia l  on the final assembly line must  t)e sin()othe(t in terms of daily ()11tI)ut level as 

well as t)r()(hmtion se(tlmn('e, ('()mI)llting the ('y(:le t ime ()f variants.  

4 . 1 . 4  A u t o a c t i v a t i o n  

Autoac t iva t ion  is defined as a mechanisnl  in which equipnmnt  or opera t ion  is designed 
so as to stop when abnormal  conditions occur, tha t  is, we incorporate  such a device to 
an equipment  as would sense an abnormal i ty  and stop by itself, or we give all workers 
a power to stop tile assembly line when they find any abnormali ty.  W h a t  we call 
abnormal i t ies  here are defects, delay of operat ion,  over product ion,  machine troublc 

etc. Tile basis of Autoact iv t ion  concept are: 

�9 To prevent  over product ion  

�9 Not to release defects to the subsequent shops 

�9 To visualize abnormal i ty  so as to take p rompt  measures  and  to have all workers 
join improvement  activities, which greatly contr ibutes  toward shor tening the lead 

t ime in product ion.  
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4.2 Shortening the lead t ime in product ion planning and pro- 
duction ordering 

In the case of "Push System", production planning for multi-stage production processes 
is generally based on Dr,t_ ~ irk  (Figure 8). 

LT 1 I ~ L T 2 ~ I  t LTn.__.._J 

Figure 8. Production Process and Lead Time. 

That  is, production planning for a certain process is based on the demand forecast 
at the time prior to the aggregate lead time between that process and the final process. 
Then, the production planning is given to each process as a production order. 

In the case of "Pull System", production planning for multi-stage production sys- 
tem is based on Dt,t_LT 1. That is, production planning is made for only the final 
process, and it is distributed to only the final process p1 as a production order. Basi- 
cally production orders for the other processes are given automatically through Kanban 
System. What enables us to conduct Kanban System is smoothing of production at 
the process p1 

The difference in the lead time between "Push System" and "Pull System" results 
in the difference in the forecast error in the demand, as we mentioned before. The 
difference of the production ordering system in all processes preceding the final process 
results in the difference in their lead times changing production ordering when the 
process pl requires them to do so. 

We, at Toyota, place great importance on especially shortening the information 
processing lead time in L T  1. To be more specific, it means how short the lead time from 
the customers' order receipt to production ordering is. In such information processing 
stage, we of course utilize electronic computers to develop a smoothed production 
planning, which, we consider, is also a sort of CAM. 

5 C o n c l u s i o n  

The automative industry and the market has become matured, which implies that 
the day of a severe competition has come. In such an environment, it is necessary 
for the auto manufacturers to respond to various changes. We first introduced the 
idea of FMS in machine shops more than 20 years ago. We have gradually expanded 
application of such a system, with the result that Toyota and the vendors now conduct 



316 

Toyota Production System on the basis of Just-in-Time. However, we still have some 
problems which inders the progress of flexible production system. We would like to 
solve them referring to studies and researches in various fields. 
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