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Preface

Today we are seeing strong demand for integrating more functionality onto silicon. 

Nonetheless, we are soon approaching the limit of Moore’s law. In fact, the 

fundamental physics laws preclude the scaling of CMOS devices below a certain 

dimension. On the other hand, so far no alternative technologies are likely to mature 

and replace CMOS in the coming 15 years. Then how could the semiconductor 

industry continue to provide integration capacity for constantly increasing 

functionality? 

3-D integration is a natural solution to address the above problems. Orthogonal 

to shrinking feature size, a 3-D integrated VLSI system would deploy multiple 

device layers to improve integration density. Moreover, since the vertical inter-chip 

interconnects could provide a shortcut to break long signal paths, a 3-D IC would 

have opportunity for improved circuit performance. Inspired by the great potential, 

many 3-D integration schemes and fabrication technologies have been proposed 

in the last a few years. 

As pioneers in this new 3-D arena, the authors of this book designed a new 3-D 

integration scheme, so-called 2.5-D integration. According to this concept, a VLSI 

system is built as a 3-dimentional assembling of monolithic chips with small-scaled 

inter-chip interconnections. With a carefully designed, incremental and hierarchical 

testing methodology, this approach would largely overcome the accumulative yield 

loss problem hindering other 3-D integration schemes. 
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In this book, the authors evaluated the feasibility of the 2.5-D integration from 

both cost and performance perspectives. They established an analytical cost model 

to compare the manufacturing cost of different VLSI integration styles. The cost 

analysis shows that the 2.5-D scheme could offer significant cost saving over other 

schemes. Secondly, the authors performed design case studies on real-world designs. 

These studies demonstrate the strong potential of 2.5-D integrated designs for higher 

performance. To study the characteristics of 3-D layouts, the authors constructed 

a prototype EDA tool-chain consisting of 2.5/3-D floorplanning, placement, and 

routing tools. With these tools, a synthesized netlist could be automatically 

implemented as manufacturable layout. 

To the best of my knowledge, this book is the first one to give a complete 

overview of the 3-D integration problem. It would provide valuable information 

for readers from various communities, such as semiconductor fabrication process 

developers, IC designers, and EDA R&D practitioners. The book could also serve 

as an excellent reference for graduates majoring in microelectronics. 

Prof. Zhihua Wang 

Professor

Institute of Microelectronics 

Tsinghua University 

Beijing, China 

November, 2008 
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Abstract In this chapter we elaborate on the need for new 3-dimensional 

VLSI paradigms by extrapolating the trend of technology development. On 

such a basis, we will propose our target 2.5-D integration scheme, and then 

explain its advantages. The fabrication, testing, and design technologies to 

enable the 2.5-D scheme are explained. Finally we are going to introduce 

the objectives and organization of this book. 

Keywords 3-dimensional VLSI, 2.5-D integration, inter-chip contact, inter- 

connection, fabrication, test, design technology. 

The semiconductor industry has been and will continue to be driven by the 

consumer demands for superior performance and functionality. To keep pace with 
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such demands, it is essential to maintain the momentum of shrinking process 

feature size so as to pack more devices on a single silicon die. As a matter of fact, 

the complexity of the integrated circuit (IC) system has always been growing at 

the speed delineated by the Moore’s Law since the invention of the first integrated 

circuit. From the beginning of the 1990s, the speed of increasing complexity  

has even been accelerated with the introduction of broadband and multimedia 

applications. One such exemplar application is illustrated in Fig. 1.1, where each 

dot representing the number of gates on a given generation of NVidia’s flagship 

graphic processing unit (GPU)[1]. The dotted line indicates the number of gates 

predicted by the Moore’s Law. Clearly, the GPU chips would integrate a greater 

number of transistors than that predicted by the Moore’s Law. Similar trends could 

be observed in other applications domains like wireless chipsets[2].

Figure 1.1 Actual chip complexity increases faster than Moore’s law 

Despite the strong need for more silicon real estate, the basic physics laws would 

not allow an unlimited scaling of device dimension. The limit would have to be 
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reached in the next 10 20 years, if no replacement technologies come up during 

this time frame.  

Meanwhile, emergent very large scale integration (VLSI) systems are incurring 

overwhelming complexity as the main-stream process technology is now moving 

to the 45 nm node. Among many difficulties, the following three problems are 

inherent to the very nature of monolithic integration: 

Interconnection Performance Historically, the functionality to be integrated 

in a single chip at every technology generation has always exceeded the capacity 

provided by pure scaling. To accommodate the extra transistors, the chip size has 

always been increasing since the invention of the first IC[3]. The problem is that, the 

interconnection length, especially worst-case interconnection length, has to increase 

accordingly. Starting from the 0.25 m technology node, the interconnection 

delay of long on-chip wires has become the dominant part determining system 

performance[3]. Unfortunately, interconnection delay is very hard to predict before 

the circuit is actually laid out. As a result, IC architects usually take considerable 

efforts to manage those long wires with the help of advanced electronic design 

automation (EDA) software.  

Mixed Technology Integration Modern System-on-Chips (SoCs) typically 

have to integrate heterogeneous, mixed-technology components. The technology 

heterogeneity certainly complicates the underlying fabrication processes. The 

fabrication cost of today’s semiconductor processes is already skyrocketing with 

the shrinking of the feature size[4]. A single mask set as well as the corresponding 

probe for digital ASICs is reported to soon reach $5 million at the 45 nm 

technology node[5,6], while the price of a finished wafer in a RF-CMOS process is 

higher than that in a pure CMOS process by at least 15%[7]. Meanwhile, it is 

worth mentioning that certain RF circuits would not benefit from a finer process 
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in terms of performance improvement and cost reduction. For instance, some analog 

transistors and passive components (e.g., inductors) have to occupy a relatively 

constant die area to meet performance requirements no matter in which technology 

node they are fabricated[7].

Memory Wall Memory bandwidth has already become the limiting factor 

impeding the performance of general-purpose microprocessors and multimedia 

appliances, as well as other data-intensive applications. It has been reported that 

the processor performance has been improving by 35% annually from 1980 to 1986 

and by 55% annually thereafter[8,9]. In the same period, the access latency of DRAM 

has been improving by only 7% per year[8]. The mainstream solution to this problem 

is to introduce cache hierarchy and/or integrate memories with the logic on the 

same chip. For most current processors, at least 50% of the die area is occupied by 

cache[10]. It is also estimated that a personal digital assistant (PDA)-type phone 

could use as much as 128 Mb flash and 128 Mb DRAM[11]. Embedded memories 

(especially embedded DRAM) require a merged memory/logic process, which is 

more expensive and leads to inferior memory devices[12,13]. Moreover, the long 

interconnects of the memory buses can also become a bottleneck when memory 

blocks become larger. 

Summarizing the aforementioned concerns, the key question that arises is how 

to build modern VLSI systems that avoid the shortcomings of monolithic SoC, 

while maintaining momentum in the increase of the functionality? The work reported 

in this book tries to answer this question by considering a non-monolithic VLSI 

integration style, so-called the 2.5-D integration. In this first chapter, we will define 

the concept of the 3-D integration paradigm and then outline the organization of 

this book. 
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1.1 2.5-D Integration 

The 2.5-D integration scheme is actually a revision of the concept, smart substrate 

multi-chip module (MCM), proposed in the past[14,15], but enhanced with the new 

feature of 3-D stacking of IC chips. To implement a VLSI system using the 2.5-D 

integration scheme, architects would partition the system into a number of 

subsystems, each containing components that are going to be fabricated in a 

specific technology. Logic and layout implementations for every sub-system are 

performed such that each cluster can be fabricated as an unpackaged die, optimized 

for performance, cost and/or power consumption. Finally these chips can be stacked 

together in the manner, for instance, as illustrated in Fig. 1.2. In this particular 

implementation the inter-die communication and power distribution might be 

accomplished through ‘vertical’ interconnects between stacked dies. In this book, 

we designate the vertical interconnect as ‘inter-chip contact’. 

Figure 1.2 An imaginary 2.5-D system (see colour plate)
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One of the major stumbling blocks of MCM is the ‘Known Good Die’ problem. 

It refers to the fact that the bare dies, which are required by MCM level 

integration, generally do not provide enough test coverage at a cost-efficient 

level. To overcome this ‘imperfect testing’ problem associated with the MCM 

approach, the 2.5-D integration scheme must be enhanced with an incremental, 

hierarchical testing and assembling methodology[15]. According to our testing 

methodology, the bottom-level chip can be designed and fabricated with relatively 

sufficient testing support (e.g., partially packaged), while the upper layer chips 

can be designed with adequate self-testing logic and isolation capability. Thus, the 

bottom level chip can be properly tested during the assembling process and then 

used as a chassis to test the upper layer chip(s). Next each die at the upper levels 

can be tested as soon as it is ‘plugged’ into a partially assembled 2.5-D system using 

available hardware/software components. In addition, if the stacking process can 

be designed to support rework to a given extent, it’s possible to replace a faulty 

die with a new one without damaging the whole system. 

Intuitively, many advantages can be expected through the adoption of 2.5-D 

integration scheme. A few of these are discussed below. 

Smaller System Footprint By eliminating intermediate packaging levels, 

the 2.5-D integration scheme allows a system to be constructed with a much 

smaller volume. The removal of packages also helps reduce the system weight. 

Both advantages have an important implication for portable computing and 

communicating devices. 

Reduced Interconnection Length Generally speaking, the underlying topology 

of VLSI circuits is not planar. Hence a planar embedding of a VLSI system into a 

monolithic surface will lead to overhead in the interconnection length even with 

many wiring layers. On the other hand, 2.5-D integration enables designers or 
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CAD tools to find a more efficient packing of circuits according to their inherent 

topology. Thus, a systematic reduction in the on-chip wire length can be expected, 

which can be translated into speed gain, power saving, and many other advantages.  

Decoupling Between Functionality Increase and Technology Selection Tra- 

ditionally, the CMOS process has been the only viable vehicle for true system 

integration because a dominant percentage of a system could be cost-efficiently 

manufactured only this way. Under the 2.5-D paradigm, a VLSI system can be 

properly divided into multiple chips so that the fabrication cost and system 

performance can be optimized. For instance, for a wireless application built using 

2.5-D integration concept, the RF transceiver circuit can be manufactured with a 

SiGe-BiCMOS process with excellent RF performance, especially for sensitivity 

and low-power consumption. Meanwhile, high-performance digital signal processing 

circuits can be built with a high-speed CMOS process, while other logic circuits 

for user-applications can be built with a high VT, low-power CMOS process. Finally, 

high-density, low-power DRAMs fabricated with a dedicated DRAM process can 

be stacked on the top of the logic chips to store large volume of data. 

New Opportunity for Reuse The 2.5-D integration scheme enables reusing 

verified components at a die level. For instance, IP cores can be delivered as pre 

fabricated and fully characterized dies with standard interfaces. A family of VLSI 

systems for a given application but with different performance/cost targets can be 

realized as different combinations of standard IP dies. From a design perspective, 

integrating these IP-dies only requires Lesser effort than the IP-core integration 

does. This new paradigm of IP reuse promises that VLSI systems could be 

designed and implemented in significantly reduced time with a considerably 

lower system cost. 
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1.2 Enabling Technologies 

In the previous sections, we introduced the concept 2.5-D integration. We believe 

that the success of such a new VLSI integration scheme depends on the synergy 

of three key enabling technologies: fabrication technology, testing methodology, 

and design technology. In this section, we briefly review the status of these 

technologies and identify the problems that need to be resolved in the future. 

1.2.1 Fabrication Technology 

Under the 2.5-D integration context, a complete VLSI system is an assembly of 

fabricated, unpackaged dies. Although each die can be fabricated with a conventional 

technology, the central problem is how to vertically bond chips and construct inter- 

chip contacts in a yield-efficient way. One potential solution can be developed on 

the basis of the wafer bonding technology, which has attracted considerable 

research work (e.g., [17–40]). However, the wafer bonding technology poses very 

high accuracy requirements (better than 1 micron[41]) for the aligners. Such high 

precision aligners tend to have prohibitive equipment cost[41]. In addition, current 

high-precision aligners are being mainly developed for the MEMS industry and 

typically need double-side processing of wafers, which is not applicable under the 

wafer bonding context. Aligners designed for wafer bonding are being developed 

(e.g., [42,43]), but are still in R&D or early commercial stages. 

Accordingly, we envision a bonding technology utilizing a passive, high-precision, 

self-alignment mechanical latch, e.g., a laterally compliant cantilever with a 

contact clamp. Borrowing techniques from the MEMS community, the alignment 

process can be organized into multiple stages with increasing accuracies. The refined 
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alignment stage can potentially have very high precision since the alignment 

features are fabricated in the same process step as the top metallization layer in 

CMOS technology. 

1.2.2 Testing Methodology and Fault Tolerance Technique 

To achieve a cost-efficient fabrication process, a 2.5-D system has to be assembled 

and tested in an incremental manner so that sufficient fault coverage level can be 

achieved with a reasonable cost. Such a methodology actually was developed 

when the idea of 2.5-D integration was first proposed[15,16]. Using this testing 

methodology, every die in the system is isolated from the remaining dies of the 

system by a dedicated boundary-scan chain and can be selectively powered. These 

features make it possible to separately and incrementally test every die in either a 

fully or a partially assembled system.  

Meanwhile, validating a die in a 2.5-D system is quite similar to verifying an 

embedded IP core from the testing point of view. Thus, recently developed testing 

methods for core-based designs[44] provide another set of testing solutions for the 

2.5-D system as listed below: 

Core isolation techniques such as partial boundary scan chain[45] and test 

wrapper techniques[46].

Test data propagation to and from a specific core by set other cores into a 

transparent mode[47].

Reuse of system resource like system bus[48] for test purpose. 

Utilization of in-system microprocessor to perform self-testing[49].

Testing solution for embedded memories[50,51].
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The essence of the above techniques is to enable separate access to each 

embedded IP core in a system while trying to reuse existing functionality as much 

as possible. Accordingly, these testing solutions can be straightforwardly adapted 

to the purpose of testing 2.5-D systems. 

Another approach to overcome the difficulty of test access in a 2.5-D system is 

to use fault tolerance techniques. For a 2.5-D stacked system, redundant components 

can be extensively deployed at different granularity levels to compensate the 

difficulty of testing access. Historically, the fine-grained techniques, such as 

employing redundant rows or columns of cells in array-styled circuits, were very 

successful[52]. On the other hand, coarse-grained techniques (e.g., replicating chip- 

level functional blocks) have not become popular because global failure tends to 

impact all modules (including redundant modules) simultaneously[52]. For instance, 

a short between power and ground in a functional block will lead to the failure of 

the whole system no matter how many redundant blocks are installed. However, 

coarse-grained techniques may prove to be very useful in a 2.5-D system since 

functional blocks at different device layers can be fully decoupled. 

1.2.3 Design Technology 

With the maturation of 3-D stacking technologies, an essential issue is to develop 

corresponding CAD tools and design flows due to involvement of a large number 

of design variables (a partial list is given in Table 1.1). Besides traditional 

performance requirements and design constraints, a design automation framework 

for 2.5-D integrated systems has to take into account the following factors discussed 

below. 



1 Introduction 

11

Table 1.1 Design variables involved in designing a 2.5-D system 

DESIGN VARIABLES OPTIONS 

Number of device layers 1*, 2, 3, … 

Process Standard CMOS, RF-CMOS, SiGe, Embedded memory 

Inter-chip contact density Fixed in certain processes, but can also be tuned to balance 
performance and manufacturability in other technologies 

Cell library High performance, low power 

Design technology Digital, analog, optical, MEMS 

IP reuse Hard /Firm/Soft IP cores, die-Level IPs, Bus standard, 
Embedded operation system 

Memory organization Memory hierarchy, number of banks per block, cache 
associativity, memory/cache bus width/line size, memory 
interface protocol 

Communication protocols Bus, on-chip networks, asynchronous, global asynchronous 
local synchronous (GALS) 

Heat dissipation feature Heat sink, unconnected inter-chip contact, MEMS micro-pipe 

* Monolithic SoC can be considered as a special case of 2.5-D system with only one device layer. 

Inter-chip Contacts The inter-chip contacts constitute a new level of inter- 

connection hierarchy. It is crucial to efficiently utilize this physical resource of 

the stacked system in a systematic manner. In fact, if we assume the inter-chip 

contacts can be placed everywhere on the chip surface and have an area pitch of 

5 m by 5 m, then up to 4 million of them will be available on a chip with a die 

area of 1 cm by 1 cm. This large amount of communication resource suggests that 

2.5-D integration is no longer a packaging option but a design opportunity. In 

addition, the dimension of inter-chip contacts can be treated as a design variable. 

In other words, the dimension of inter-chips should be adjustable for different 

designs (but uniform for a given design). A larger dimension offers better reliability 
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and manufacturability. A smaller size leads to a higher density and thus potentially 

higher system performance. Accordingly, IC architects must achieve a balance of 

performance and yield by choosing a proper dimension for inter-chip contacts. 

Thermal and Reliability Issues Modern monolithic VLSI designs already 

have to consider heat dissipation and reliability issues. In the 2.5-D system, these 

issues will be even exaggerated. One crucial problem is the heat dissipation in 

the upper layer chips that are not directly attached to a heat sink. Excessive heat 

may stress the system and lead to poor mean time to failure (MTTF). In addition, 

transistors working under a higher temperature also generate a larger leakage 

current. The electromagnetic noise will also be an essential concern for 2.5-D 

systems due to the reduction of isolation space between devices. For example, 

the reliability of DRAM and mixed-signal circuitry can be severely affected by 

the noise generated in the upper and/or lower layer chips.

Layout Synthesis Tools for 2.5-D Integration The 2.5-D floorplanning, 

placement and routing tools can be constructed by extending from existing 

algorithms. These 2.5-D-aware tools determine the geometric features of a designed 

system in a stacked space and establish how to assign inter-chip contacts into 

design hierarchy according to the internal structure of a designed system. An 

important issue is to consider thermal issues like hot-spot removal and heat 

dissipation feature placement. 

Physical Verification Tools Current design rule checking (DRC) tools need 

to be enhanced to handle the design rules associated with inter-chip contacts. In 

addition, the parasitic extraction tools have to consider coupling between adjacent 

device layers as well as the RLC parameter of inter-chip contacts. One important 

concern is the electromagnetic noise in the whole system since isolation among 

different devices is hard to guarantee. 
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Automatic Design Exploration An automatic exploration engine is crucial 

to help designers conquer the complexity of 2.5-D system integration. Important 

design variables such as number of layers of chips, technology selection for each 

slice of chip, density of inter-chip contact, and system partitioning, should be 

determined through searching the complex solution space in an automatic manner. 

We envision the exploration engine could extract estimations of performance, 

manufacturability and power consumption from a physical prototype constructed 

by fast register-transfer level (RTL) synthesis and coarse-grained placement.  

Memory Architecture Navigation Increasing percentage of silicon is likely 

to be devoted to memory in future VLSI systems. A 2.5-D integrated system could 

combine multiple types of memory blocks (e.g., DRAM, Flash, EEPROM, etc.) 

with different I/O protocols (SDRAM, DDR, RDRAM) and internal organizations. 

Different parts of memory blocks can be interconnected with a 3-dimensional 

network by taking advantage of inter-chip contacts. In addition, memory blocks 

should be organized in such a way that internal blocks are separately shut down to 

avoid unnecessary power consumption. As a result, memory architecture navigation 

algorithms are critical to find optimum memory configuration. 

1.3 Objectives and Book Organization 

As indicated in the previous sub-sections, IC industry will have to take major 

efforts to develop the 3-D stacking technologies. In this book we will focus on a 

small but important set of elements of these efforts that may be useful to initiate 

activities in design technology for 2.5-D integration. Specifically, the objective 

of this research is to provide a thorough feasibility study on the 2.5-D integration 
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strategy. We are going to approach the problem in three consecutive steps as listed 

below. 

Cost Analysis First, we are going to establish a unified cost analysis framework 

to compare the fabrication cost of different integration schemes. In fact, given a 

VLSI application, there are many different ways to build it on silicon. Accordingly, 

the first research objective is to provide an apple-to-apple cost comparison for 

different integration styles. 

2.5-D Design Case Studies Next we plan to use design cases studies to prove 

the potential of the 2.5-D integration strategy. We will first focus on custom designs 

to explore such key design attributes such as geometrical characteristics of a 

layout implementation, timing performance, and system level performance in 

terms of processor throughput. Another goal is to identify major design constraints 

introduced by the 2.5-D stacking technology.  

2.5-D ASIC Physical Design Automation For ASIC designs, it’s not feasible 

to find an optimized 2.5-D implementation manually. Therefore, we have to build 

the first-generation 2.5-D layout design tools to automatically implement stacked 

layout. Then we can compare the interconnect characteristics between the monolithic 

and 2.5-D layout implementations of a give system and thus assess the feasibility 

of the 2.5-D paradigm. 

In the remaining parts of this book, we would cover our journey toward a 

feasibility evaluation on the 2.5-D integration paradigm. The succeeding chapters 

are organized as follows: 

In Chapter 2, we present a unified cost analysis among five different integration 

schemes: monolithic System-on-Chip, Multiple-Reticle-Wafer, Multi-Chip Module, 

2.5-D integration, and 3-D integration. Our results proved that the 2.5-D integration 

scheme could be the most cost efficient under a group of reasonable assumptions. 
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After assessing the cost tradeoffs, we evaluate the feasibility of the 2.5-D 

concept through a series of design case studies. These studies demonstrate how to 

explore a solution space including both monolithic and 2.5-D integration schemes. 

In the 2.5-D implementations of these systems, circuit/system architectures are 

determined according to the design attributes of target applications. These studies 

establish that the 2.5-D integration offers important opportunities for performance 

improvement.  

Based on the experiences gathered from the design case studies, we extend the 

feasibility study to general designs in the following three chapters. To study the 

feasibility of the 2.5-D integration strategy for a design application, we compare 

the interconnection characteristics between its monolithic and 2.5-D layout 

implementations. We evaluate the interconnection characteristics at two different 

abstraction levels: floorplan and placement levels, for a complete view of the 

whole design trajectory. In modern VLSI designs, long wires would determine the 

timing performance. If we observe improved wire length distribution in the 2.5-D 

layout, it can be concluded that the 2.5-D implementation could outperform its 

monolithic equivalents.  

Due to the complexity of modern VLSI systems, we had to develop 2.5-D 

layout synthesis tools to automatically pack a system in the 2.5-D layout space. 

In Chapter 4, we outline our 2.5-D physical design flow and basic assumptions. 

In addition, we introduce our global router that provides constructive wire length 

estimation during the design flow. Chapter 5 and 6 cover the feasibility study on 

the floorplan level and placement level, respectively. In these two chapters, the 

classic physical design problems have been re-formulated under the 2.5-D 

integration context. Then we discuss our prototyping 2.5-D physical design tools. 

A large number of design case studies are used to justify the feasibility of the 
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2.5-D paradigm.  

Based on the above work, we propose a roadmap for the application of 2.5-D 

integration scheme in Chapter 7. Proposing a time line for the adoption of 2.5-D 

integration, we also discuss major design tradeoffs for several important categories 

of VLSI applications. We conclude the book in the final chapter by summing up 

our major contributions and outlining future research directions in fabrication, 

test, and design technologies. 

Finally, in Chapter 8, we summarize our work on 2.5-D system integration. We 

also discuss future research directions to convert 2.5-D integration scheme into 

real-world industrial practices. 
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Abstract Besides the dominant monolithic VLSI integration paradigm, 

many non-monolithic schemes have already been developed in the past. 

Typical such schemes include wafer scale integration or multi-reticle wafer, 

multi-chip module, and 3-D integration. In this chapter we compared these 

different schemes in a unified cost analysis framework. Our model takes a 

few parameters extracted from representative fabrication and evaluates the 

cost efficiency. Our analysis proves that the proposed 2.5-D out significantly 

outperform other integration paradigms from a cost perspective. 
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Besides the 2.5-D integration paradigm introduced in the previous chapter, there 

have been many non-monolithic integration solutions proposed in the past to address 

the problems inherent to the monolithic integration scheme. Such non-monolithic 

VLSI integration schemes include Multiple-Reticle Wafer derived from the Wafer 

Scale Integration[1], Multi-Chip Module (MCM)[2], and 3-D integration[3]. Together 

with monolithic System-on-Chip, these integration schemes provide interesting 

tradeoffs to implement a given design application. Accordingly, it is essential to 

investigate the cost implications associated with these schemes and identify the 

most cost efficient one. In this chapter, we will establish a cost analysis framework 

to compare the cost tradeoff of different integration paradigms.  

In the past, a large body work on the IC yield has been published and one 

excellent review is presented in [4]. The cost implications of Wafer Scale Integration 

and MCM have been extensively investigated in [5] and [2], respectively. Recently, 

Peng and Manohar proposed a simple binomial yield model for 3-D integrated 

ICs[6]. All the above research, however, focuses on the yield aspect of one specific 

integration style. To our best knowledge, the work reported in this chapter is the 

first one that could provide cost comparison for all the above mentioned integration 

schemes under a unified framework. 

In this chapter, we first briefly review the concepts of major non-monolithic 

integration approaches. Then we describe an analytical cost analysis framework 

and then apply it to compare all 5 integration styles discussed before. 

2.1 Non-Monolithic Integration Schemes 

Before we can perform cost analysis, we need to introduce the concept of repre- 

sentative non-monolithic integration schemes. Besides the 2.5-D paradigm, here 
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we consider multiple-reticle wafer, multi-chip module, and 3-D integration. 

2.1.1 Multiple-Reticle Wafer 

The Multiple-Reticle Wafer approach is a revised version of wafer scale 

integration[1]. Under such a context, a system is partitioned into multiple dies and 

these dies are built on the same wafer. Since faulty die(s) may be generated during 

the manufacturing process, redundant dies have to be introduced to guarantee 

correct functioning of the system. However, one issue hindering this approach is 

the complexity introduced by multiple sets of masks when a VLSI application 

doesn’t possess a regular architecture. Meanwhile, the redundant dies and 

corresponding voting logic and wires would lead to performance overhead. Thus 

this multiple-die scheme could hardly outperform its monolithic equivalent from 

a performance point of view. 

2.1.2 Multiple Chip Module (MCM) 

MCM system assembly[2] was extensively considered as an alternative packaging 

solution for VLSI systems. Under this context, bare dies are mounted on a common 

substrate, which can be simply a miniaturized PCB (MCM-L), a piece of glass 

ceramic (MCM-C), or alternating deposited layers of high-density thin-film metal 

and low dielectric materials (MCM-D). Commonly used techniques to bond the 

chips and the substrate include wire bonding, tape automated bonding (TAB), 

and flip-chip or controlled-collapse chip connections (C4). The problem here is 

that wafer probing testing is very difficult for at-speed tests and thus bare dies 

usually can only be partially tested. Due to the imperfect testing, faulty dies can 
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be introduced into a MCM system and lead to poor yield of the whole module. 

The standard way to address the problem is through the so-called “known good 

dies (KGDs)” which have a very high probability to correctly function. However, 

the techniques to guarantee the high fault coverage tend to be very expensive.  

On the other hand, MCMs could not be superior to monolithic ICs in terms of 

performance because long inter-die wires would still appear on the substrate. Of 

course, the substrate interconnects would be shorter than their board-level 

equivalents, and thus MCM is mainly used as a replacement for circuit boards in 

high-performance systems. 

2.1.3 Three-Dimensional (3-D) integration 

3-D ICs can be dated back to as early as 1980s (e.g., [7,8]) and has been followed 

by many recent developments[9]. Fabrication technologies for the 3-D integration 

can be classified into two categories: silicon re-growth and wafer bonding.  

In the silicon re-growth approach, a new slice of silicon is formed on top of an 

existing substrate by either the following three methods: 1) polysilicon deposition 

(which can be used to build thin-film transistor)[10]; 2) epitaxy growth[11]; and 3) 

amorphous silicon deposition and crystallization[8,12,13]. The inter-chip contacts 

can be constructed by extending via-formation techniques, e.g., etching through the 

new layer of silicon. An important concern of this approach is that the formation of 

each new slice of silicon must be compatible with metal interconnects underneath. 

For Cu wires, the processing temperature must be under 450  so that the Cu 

diffusion effect doesn’t occur. Repeated exposure to high temperature also tends 

to impair the quality of transistors in the lower layer wafers.  

Under the context of wafer bonding (e.g., [14–28]), wafers can be built with 
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traditional processes. Then an upper layer wafer is first grinded from back to a 

thickness of around 10 microns and bonded on the top of the lower layer wafer. 

To construct the inter-chip interconnection, one solution is to etch through-wafer 

vias all the way from the top level wafer to the uppermost metal layer on the 

lower layer of wafer. An alternative solution involves three steps: initially building 

the inter-chip interconnects as embedded contacts, then exposing them by grind 

the wafer from the back to a proper thickness, and finally bonding them with the 

bump built on the top of the lower layer wafer. Alignment accuracy determines 

the lower limit of the size of inter-chip interconnects. In the recently reported 

processes listed in Table 2.1, alignment accuracy is within the range of 3 m. 

Thus, the footprint of inter-chip contact could be as small as ~10 m2.

Table 2.1 Wafer bonding based 3-D integration technologies 

Inter-chip Contact 

Research  

Group

Stacking  

Style 

Bonding

Interface1
Alignment 

Accuracy 

( m)

Footprint

( m2 )

Height

( m)

IBM[22–24] Face-to-back Adhesive N/A Variable 25 60

Tohoku 

Univ.[17,18]

Face-to-face or 

face-to-back
Adhesive 1 3 3 ~30 

NEU[19]  Face-to-face Adhesive ~ 3 ~10 <5 

MIT[20]  Face-to-back Cu-Cu interface 3 (3~5) (3~5) <10 

RPI/UAlbany[21] Face-to-face or 

face-to-back

Low-k dielectric 

glue
1~2 3 3 ~30 

1 By bonding interface we indicate the manner in which two chips are attached. 
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Since it allows wafers built with different processes to be assembled, the wafer 

bonding technology is more flexible than the silicon growth approach. In addition, 

the stacking technology does not involve high-temperature processing. On the 

other hand, the wafer thinning step still could lower the fabrication yield or even 

lead to the failure of wafer manufacture. 

2.2 Yield Analysis of Different VLSI Integration Approaches 

As discussed in the previous section, there exist multiple integration styles to 

build a given VLSI system into silicon. In this section, we present a unified cost 

analysis framework to compare various integration strategies.  

For a given semiconductor technology, the fabrication cost of a VLSI system 

can be measured by its total consumed silicon area, SA, which is calculated as: 

/AS A Y  (2.1) 

where A is the actual silicon area, or the working silicon area, used by the VLSI 

implementation and Y is the fabrication yield. 

The yield, Y, is given by the product of yield over all system components and 

layout layers[4]:

1 1 1

m m n

i ij
i i j

Y Y Y  (2.2) 

where m is the number of components or dies in the system, n is the number of 

layers in the layout structure, Yi is the yield of the i-th component, and Yij is the 

yield of the i-th component of the system due to the defects in the j-th layer of 

the IC layout structure. There exist a number of approaches to compute Yij
[5]. In 
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this book we use a simple one[4]:

e ijA D
ijY  (2.3) 

where Aij is the area of i-th component on the j-th layer and D is defect density. It 

is generally assumed that layout structures on different layers have the same area. 

In other words, Aij can be replaced as Ai (for 1 )j n and we have: 

e in A D
iY  (2.4) 

As a result, Equation (2.2) can be simplified as: 

1

e i

m
n A D

i

Y  (2.5) 

With the above yield model, we consider implementing a common application 

using different integration schemes. It is assumed that this application needs a die 

size of 4 cm2 when manufactured as a monolithic chip1. For the integration schemes, 

the underlying manufacturing process is a 0.13 m, 6-metal CMOS process with 

a wafer diameter of 300 mm. It is assumed that the wafer has a fabrication cost of 

$2500[29]. In this process there are 19 layout layers: n-well, active region, n-select, 

p-select, thin oxide, polysilicon, oxide, 6 metal layers, and 6 inter-metal isolation 

layers. The defect density, D, is assumed to have a value of 0.025 particles/cm2.

The values of major parameters are shown in Table 2.2. For the non-monolithic 

integration approaches, we assume the design application could be partitioned into 

multiple parts with identical chip areas and all the parts could be manufactured 

with the same CMOS process. In the rest of this section we will discuss the cost 

implications of different VLSI integration strategies under the framework given 

by Equations (2.1) to (2.5). 
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Table 2.2 Values for the major parameters of our cost model 

Symbol Parameter Value 

D Defect density 0.025 particles/cm2

A Silicon area when implemented as a single chip 4 cm2

Ai Silicon area of one component (die) A/m

n # Layers of layout structure 19 

Sw Wafer area 706.86 cm2

Cw Wafer cost $2500 

Ct Testing cost per second $0.12 / s 

k Steepness of fault coverage with regard to time 0.116495 

CCarrier KGD testing carrier cost $2.4 

Fc-MCM Fault coverage level of MCM 0.999 

Ya 3-D assembling yield 0.95 

YR Multi-reticle reconfiguration yield 0.99 

OM Multi-reticle cost overhead 0.125 per extra die 

2.2.1 Monolithic Soc 

Given the parameter with values given in Table 2.2, the single-chip implementation 

(m 1) of the system has a yield of only 15.0%, making it very cost-inefficient. 

According to Equation (2.1), the silicon area of the monolithic chip is 26.744 cm2.

2.2.2 Multiple-Reticle Wafer (MRW) 

In this approach, a VLSI system is partitioned into m parts and then each part is 
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fabricated as a separated die on the same wafer. For this discussion, the m parts 

are assumed to have identical die areas. To improve defect tolerance, r identical 

dies are built for every component. After one wafer is fabricated, faulty dies will 

be bypassed by reconfiguring the wafer-level interconnections. Here we simply 

assume the whole system will correctly function as long as at least one die of 

every component is fault free. As a result, the yield is given by the formula: 

MRW R R R
1 1

[1 (1 ) ] 1 1 e 1 1 e

mr rA Am m D Dr m m
i

i i
Y Y Y Y Y

  (2.6) 

where YR represents the yield of the reconfiguration process. It bears mentioning 

that the fabrication time of a MRW (multiple-reticle wafer) is considerably longer 

due to the usage of multiple reticles[1]. We assumed that every die introduces a 

modest cost overhead of 12.5%, which is actually lower than the typical values 

for most real design cases[30]. This way the silicon area of the MRW approach is 

given by the formula: 

M
MRW

MRW

(1 )
A

A O m rS
Y

 (2.7) 

where OM is the Multi-reticle cost overhead. 

Using Equations (2.6) and (2.7), the total consumed silicon areas under different 

values of r are shown in Fig. 2.1. Compared with the monolithic integration 

approach, the redundancy can be quite effective to reduce system cost. Regarding 

the number of redundant copies, the most minimum is realized by installing one 

extra copy for each die. 
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Figure 2.1 Total consumed silicon area of multiple-reticle wafer 

2.2.3 Three-Dimensional (3-D) Integration 

Within the paradigm of 3-D integration, the input VLSI system is built into m device 

layers, each having an equal area of A/m. The yield of the 3-D implementation is 

the accumulative yield over all layers: 

1
1

3D a a
1

( )
m

m m
i i i

i

Y Y Y Y Y Y  (2.8) 

where Ya is the yield loss due to the final 3-D assembling process. The factor 
1mY  is to take into account the fact that integration of m layers of chips requires 

(m 1) silicon growth or wafer bonding procedures. This way the silicon area of 

the 3-D integration is thus given by: 

3D 1
3D a

A m m
i

A AS
Y Y Y

 (2.9) 

The shortcoming of 3-D integration is obviously reflected by Equation (2.9). 
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While the yield loss has to accumulate in the fabrication process, the 1
a
mY  factor 

in the denominator suggests that the 3-D integration scheme is inherently more 

costly than the monolithic scheme. As a matter of fact, when the 3-D bonding 

step has an assembling yield of 95%, the total consumed silicon area of the 3-D 

implementation is 28.1 cm2.

2.2.4 2.5-D System Integration 

Under the 2.5-D integration context, a VLSI system is partitioned into m parts 

and then each part is fabricated as a separated die on different wafers. Finally 

these dies are assembled on a common substrate. Again we assume that every die 

has the same area, A/m.

As a result, the accumulative yield of one single die, Yi-2.5-D, can be computed 

as the product of three components: (1) Yi, which is the yield loss due to its own 

fabrication process; (2) YOthers, the yield loss due to the assembling of other dies; 

and (3) Ya, yield loss due to the final 3-D stacking process.  

2.5D Others ai iY Y Y Y  (2.10) 

Yi can be straightforwardly determined by Equation (2.5) and Ya can be presupposed 

to have a constant value of 0.95. The computation of YOthers depends on the fault 

coverage level of the dies (designated as FC) in a 2.5-D system[5]:

C1 1
Others ( )F m

iY Y  (2.11) 

where the purpose of the exponent (m 1) is to take into account the yield loss 

due to the assembling of all other components.  
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On the other hand, the high fault coverage level comes with a price: extra testing 

time implies extra cost. Generally, a modest fault coverage level, e.g., 80%, can be 

achieved in relatively short testing time. However, a higher fault coverage level 

requires significantly increased testing time. Based on this observation, we propose to 

use an exponential model to correlate the test coverage level with the testing time, t:

C 1 e k tF  (2.12) 

where k is a constant defining the steepness of exponential function, which can 

be derived by assuming 60 seconds is long enough to achieve 99.9% fault coverage 

and 10% of total time is enough for 80% fault coverage. The testing cost, CTest,

can be assumed to be linearly proportional to the testing time: 

Test tC C t  (2.13) 

In this research, we use a reasonable value of $0.12 for Ct
[31]. Meanwhile, since 

we already know the wafer cost and wafer size, the testing cost can be translated 

into silicon area by the formula: 

Test t
Test w w

w w
A

C C t
S S S

C C
 (2.14) 

From the above analysis, it can be seen that the silicon area of each die in a 2.5-D 

system consists of two components: fabrication silicon area and equivalent testing 

silicon area: 

2.5D 0 Test Test
2.5D

/
Ai Ai A A

i

A mS S S S
Y

 (2.15) 
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The silicon area of a 2.5-D system is the summation over all its components: 

2.5D 2.5D Test
1 2.5D

m

A Ai A
i i

AS S m S
Y

 (2.16) 

The drawing in Fig. 2.2 shows the trend of silicon areas when the input VLSI 

application is partitioned into four layers and implemented as 4 separate dies. 

Clearly, fabrication cost decrease very rapidly with the increasing of fault coverage 

level achieved by the system components. However, it is shown that a fault 

coverage level that is very close to 100% is not necessary due to the associated 

excessive testing cost. For the application under discussion, the cost minimum is 

achieved at a 90% fault coverage level. Figure 2.3 illustrates silicon area values 

of the 2.5-D integration with different numbers of components/dies. 

Figure 2.2 Silicon area of the 2.5-D implementation with 4 slices of chips 

The above results lead to two important observations: (1) For dies with very 

incomplete or no testing at all, it’s more cost efficient to implement the system in 
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smaller number of dies; and (2) For dies with reasonable (>40%) fault coverage 

level, 4 or 5 layers of dies, each with a die area of around 1 cm2, would be the 

optimum choice from a cost perspective. 

Figure 2.3 Silicon area of the 2.5-D implementation 

2.2.5 Multi-Chip Module 

From the silicon area perspective, the MCM scheme is similar to the 2.5-D scheme 

except the following 2 factors.  

Very high fault coverage level Typically, MCM assembling usually requires 

know good dies with a fixed fault coverage level of 99.9% or even higher to 

ensure the correct functioning of the whole system. Such a high coverage level is 

necessary because the limited test access to internal components. Accordingly, 

we assume a fixed FC 0.999 in our computation to SA-Test.

High test cost due to die carriers Due to the difficulty of test access, 
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MCMs often needs very expensive die carriers to achieve high fault coverage. In 

this work, the carrier cost as well as the extra test preparation time is modeled as 

having a cost equal to a testing time of 60 seconds[32]. As a result, the silicon area 

of MCM can be computed as: 

MCM 0 Test Test Carrier
MCM

/
A Ai A A A

i

A mS S S S S
Y

 (2.17) 

where MCMiY can be derived using Equation (2.10). 

Based on the above analysis, the silicon areas of the MCM implementation for 

different numbers of dies can be computed and shown in Fig. 2.4. 

Figure 2.4 Silicon area of the MCM implementation 

2.2.6 Summing Up 

Finally, we pick up the cost optimum of each VLSI integration schemes discussed 

above and compare them in Fig. 2.5. To make a clearer comparison, we normalize 

the costs of different integration styles to that of the monolithic System-on-chip. 
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In Fig. 2.5, the Vertical-axis is the normalized silicon area consumed to fabricate 

a working system, while the Horizontal-axis is the defect coverage level of each 

system component or device level. 

Figure 2.5 Silicon area comparison of different integration schemes 

With the above set up, obviously, the system-on-chip built as a single chip will 

have a relative cost of 1.0 as well as a defect coverage level of 0 because no test 

is performed until the packaging stage. The multi-reticle wafer offers a smaller cost 

(i.e. ~60% of SoC) due to the help of redundant dies for each system component. 

The MCM approach has a similar cost, which is the result of using smaller, tested 

dies. For the 2.5-D scheme, we have the freedom of choosing different defect 

coverage levels. And the cost optimum is achieved when we partition the system 

into 4 parts and test each part with a defect coverage level of 90%. The cost 

reduction comes from two sources: (1) the ability of assembling and dissembling, 

and (2) system partition into smaller, tested dies. Finally, we can see the 3-D 

integration is the most expensive because the yield loss could only accumulate in 

the extra process steps to form the 3-D integration structures. 
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2.3 Observations 

According to the cost analysis presented in this chapter, one can obviously see 

that the cost advantage of 2.5-D integration over other integration schemes. The 

cost potential is realized when proper test coverage can be achieved. In fact, 

given our assumptions, the 2.5-D implementation could be less expensive than 

the monolithic implementation by a factor of 2. This is an important finding 

which was not so obvious in the past. Such a result could be “discovered” for the 

first time because we have included in our analysis yield, cost of test, and test 

coverage as components of overall cost function. 

On the other hand, the cost analysis framework can still be improved in many 

different aspects. For instance, now it is assumed that a system would be partitioned 

into multiple parts with an identical chip area and all the parts would be fabricated 

within the same CMOS technology. In the future, we should be able to analyze the 

case where a system is cut into multiple parts with varying sizes. Meanwhile, the 

cost analysis engine should be able to consider heterogeneous integration by taking 

into account the wafer costs for different fabrication processes (e.g., CMOS logic, 

memories, RF CMOS, GaAs, etc.). In addition, a more detailed cost analysis 

framework should also consider the fine-grained cost for individual processing 

steps so that the cost implication of a merged process could be assessed. 

Our cost analysis framework provides a starting point for future system-level 

exploration (e.g., technology advisor) tools. In the future, with the maturation of 

2.5-D and 3-D integration technologies, system architects will need to choose an 

integration paradigm as well as the corresponding system partition solution for a 

given design application. They will have to depend on automatic exploration tools 

to simultaneously considering multiple performance objectives including timing, 

cost, power, and so on.  
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A simplified flow for such a system exploration environment is shown in Fig. 2.6. 

For a given system configuration, a floorplanning tool could be used to extract 

related physical information. Then different feasibility analysis tools could be 

applied to evaluate the performance and cost of a given integration solution. Our 

cost analysis framework could be integrated to answer the what-if questions about 

the fabrication cost so that a cost efficient implementation could be identified. Of 

course, many other analysis engines are also required and we will further discuss 

these issues in the last chapter. 

Figure 2.6 System planning for future VLSI systems 
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Abstract 4 design case studies using the 2.5-D integration scheme are pre- 

sented in this chapter. The first 3 designs, a crossbar circuit, a Rambus DRAM, 

and a reconfigurable data-path (PipeRench), are re-designed by exploiting 

fine-grain inter-chip interconnects. The 4th design study involves a 3-D stacked 

CPU/memory system. The above design cases studies validate the potential 

of the 2.5-D integration paradigm from a performance point of view. 
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In Chapter 2, we have proven that the 2.5-D integration scheme offers potential for 

significant cost saving. Nevertheless, the feasibility of 2.5-D integration can hardly 
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be fully justified without performance advantages. Beginning from this chapter, 

we will focus on evaluate the performance potential of 2.5-D integration. In this 

chapter, we first address this problem by applying the 2.5-D concept to a series 

of design cases studies.  

The designs under investigation are typical VLSI applications but each of them 

has a quite unique internal organization. Specifically, we will explore three important 

design attributes: geometrical characteristics of layout, timing performance, and 

system level throughput. The need for such analysis has been dictated by the fact 

that no prior design experiences exist to help us appreciate the potential and 

recognize major limitations of the 2.5-D integration strategy. 

3.1 Crossbar 

Crossbar is a circuit element used as a switching network, which can be configured 

to connect any input channel to any output channel. It is widely used in VLSI 

designs where a number of processing nodes (e.g., ALU or CPU) need to exchange 

data among themselves or access data from multiple memory blocks. In fact, today 

the throughput of many high performance applications, such as media processor[1]

and network processor[2], heavily depends on the performance of crossbar.  

Figure 3.1 shows the stick diagram of a 4 4 crossbar with pass-gates as switches. 

In the 2-D layout, input terminals are placed on the left border and routed through 

horizontal wires on the first metal layer. The input wires are connected to the 

sources of pass-gates. Vertical output wires join to output terminals located on the 

bottom. Selection signals are routed in poly “zigzagging” through the layout. 
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Figure 3.1 Stick diagram of a monolithic crossbar (see colour plate)

The main problem associated the 2-D crossbar implementation is its poor 

scalability. For an N N  crossbar, the layout area increases with 2( ),O N  while 

the wire length of the worst-case signal path rises with O(N). In the worst case, 

an input signal has to travel all the way from the upper left corner to the bottom 

left corner in order to reach the output. It should be pointed out that both the 

input and output lines are heavily loaded due to the large number of fan-outs and 

fan-ins. For a N N  crossbar with b bits in each I/O channel, the width and 

height of crossbar layout are both 4Nbp, where p is wire pitch (we assume poly, 

metal 1 and metal 2 have the same pitch). If we assume N 32, b 64, and 

p 0.4 mm (for 0.18 m process), the total crossbar area would be 13.1 mm2 and 

the worst-case interconnection length a signal needs to travel is 6.6 mm. 

With the 2.5-D stacking technology, we are able to construct a more efficient 

packing for the crossbar circuit. In the 2.5-D layout with two stacked chips, each 

chip will route half input and output wires as shown in Fig. 3.2. Now every 

source region (connected to an input line) is shared by two abutted pass-gates. In 
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every pair of abutted pass-gates, one drain node is connected to an output wire on 

the same chip, while the other drain is connected to another output wire laid on the 

other chip through an inter-chip contact. For the example shown in Fig. 3.2, if s0 

is high, input in0 will drive out0. If s2 is high, in0 drives out2 through an inter-chip 

contact. One possible problem is that there may not be enough space to place all 

inter-chip contacts directly above the drain regions. If this happens, we can use 

additional wires and metal-to-metal vias to properly spread the inter-chip contacts. 

Figure 3.2 Stick diagram of a 2.5-D crossbar (see colour plate)

Under this 2.5-D layout model, the width of the crossbar layout in one chip 

level is 3Nbp and the height is 2Nbp. For the above example (N 32, b 64, and 

p 0.4 mm), the total area will be 9.8 mm2 (sum of two chips) and the worst-case 

interconnection length a signal needs to travel is 4.1 mm. In other words, potentially 

the layout area can be reduced by 25% and worst-case interconnection length can 

be reduced by 37.5%. This case study, although simple, evidently demonstrates 

the flexibility of the 2.5-D layout. 
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3.2 A 2.5-D Rambus DRAM Architecture 

Rambus DRAM, or RDRAM, is a high-speed memory for high-performance 

microprocessor and graphic applications[3 – 6]. It is featured by a large number of 

internal banks and a narrow (16-bit data) but extremely high-speed bus. The 

multi-bank architecture allows a sustainable high bandwidth for multiple, random 

memory transactions. The narrow bus interface is aggressively optimized for 

performance and can be accessed on both clock edges. In this section, we introduce 

two enhancements to the RDRAM architecture using the 2.5-D concept. 

3.2.1 Tackle the Long Bus Wire 

Figure 3.3 illustrates the internal organization of a typical 128 MB Rambus DRAM 

chip. The memory is organized into 32 banks with each bank holding 4 MB data.  

Figure 3.3 Rambus DRAM 
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A bank is actually a DRAM array composed of 1024 rows of 256 “dualocts”. A 

dualoct contains 16 bytes and is the smallest unit of memory that can be addressed 

in a RDRAM. Since neighboring banks could share a group of sense amplifiers, 

only 16 out of the 32 banks can be active at the same time. 

During a read operation, a 16-byte dualoct from a bank will be selected. Then 

half (8 bytes) of the dualoct flows to the internal bus one the left side of the bank 

and the other half flows to the internal bus on the right. The 8-byte wide internal 

bus on the right (left) is connected to the data A (B) bus through an 8:1 multiplexor 

and at every clock edge (rising or falling) one byte of data is put onto A (B). This 

way data A and B buses together can output two bytes at every clock edge. 

Clearly, the long internal buses account for a considerable percentage of cycle 

time. We used the UCLA’s IPEM tool[7] to estimate the delay of the bus wire 

assuming a 0.13 m DRAM process. For a 1 Gb RDRAM chip with a die area of 

203.6 mm2 (~2 mm 1 mm) and a working frequency of 1.3 GHz as reported by 

ICKnowledge[8], the internal bus wire has a length of 20 mm. When properly 

buffered, the bus wire will have a delay of 1.23 ns. As we know, 8 bytes of data 

loaded to the internal bus and then read out in 8 cycles. Hence, the internal bus 

delay should be 6.00 ns. If 3-D stacking technology is viable, we can “fold” the 

DRAM into two chips and stack them together in a way like Fig. 3.4. Placing the 

bus wires on one chip, the cells can be assigned to another chip connecting to the 

bus through inter-chip contacts. As a result, a bus wire will have a delay of 0.61 ns, 

which implies the clock frequency can be improved to 1.6 GHz, or a 23.0% 

improvement in bandwidth. If we stack the DRAM into three layers, the bus wire 

delay is 0.41 ns and the corresponding working frequency is 2.4 GHz. 
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Figure 3.4 2.5-D Rambus DRAM 

3.2.2 Serialized Channel in the 3rd Dimension 

One RDRAM data channel is fixed at a width of 16 bits and thus each RDRAM 

chip can independently feed a channel. To build a memory system, several RDRAM 

chips will be serially connected, in a manner illustrated in Fig. 3.5[9 – 11]. As a 

result, in the worst case data has to travel across every chip in the memory system 

and every inter-chip link interconnecting the memory system. Since physical 

length of each inter-chip link is of the order of 1 cm, the total length of a signal 

path in a typical memory system (e.g., 512 MB DRAM consisting of 4 RDRAM 

chips) will be several centimeters, which will result in a serious delay. The poor 

scalability is a serious concern when a large number of RDRAM devices have to 

be integrated. To guarantee a high bus speed, a PCB board carrying RDRAM chips 

has to be manufactured with a superior quality to reduce noise, stray capacitance 

and impedance, and all kinds of variations. As a result, the long, fast bus usually 

implies a high manufacturing cost. Meanwhile, even with high-speed on-board 

interconnections, the length of the bus and clock wires is only expandable to a limit 

of 10 cm[11], which gives an upper limit on the DRAM capacity for a system. 
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If the 2.5-D technology is available, it’s possible to re-organize the RDRAM 

chip so that the signal path can be significantly reduced. Suppose we need to 

design a memory system composed of four RDRAM chips. In the conventional 

solution, the four chips will be serially connected as shown in Fig. 3.5. In a 2.5-D 

stacked memory system illustrated in Fig. 3.6, the DRAM cells can now be 

placed into four layers and vertically stacked. The memory bus will be through 

inter-chip contacts, which have only a vertical height of <50 m. As a result, 

2.5-D stacked Rambus DRAM has a considerable potential to achieve superior 

performance at a relatively low cost.  

Figure 3.5 RDRAM memory system 

Moreover, since the stacked RDRAM is a complete system, it can be built with 

larger freedom. For instance, a 2.5-D RDRAM can be configured as one single 

RDRAM channel or multiple channels by properly grouping internal banks in the 

vertical direction. One such a 4-channel configuration is shown in Fig. 3.6. Here 

one channel consists of 16 banks placed into four layers with data flowing as the 

indicated by the arrows. 
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Figure 3.6 3-D Rambus DRAM: 4-channel configuration 

From the above analysis, one can see that the 2.5-D integration style can greatly 

help build faster DRAM memories in two aspects: (1) allow more efficient layout 

organization, and (2) removing inter-chip bus connecting. 

3.3 A 2.5-D Redesign of PipeRench 

To assess the performance potential of the 2.5-D integration, we re-design of an 

existing monolithic system, PipeRench[12], into a prototype 2.5-D system. The 

PipeRench chip is a re-configurable datapath targeted for multimedia processing. 

It was originally designed by CMU students and faculty and has been successfully 

fabricated in ST Microelectronics’ 0.18 m CMOS process. The chip consists of 

3.65 million transistors and has a die area of 7.3 mm 7.6 mm. The layout of original 

PipeRench chip is illustrated in Fig. 3.7. To make the structure of the reconfigurable 

fabric more visible, we hide metal layers 5 and 6 in the above drawing. 

PipeRench is designed as a virtualized programmable datapath for media  
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Figure 3.7 Original monolithic implementation of PipeRench 

processing applications. It can be dynamically reconfigured into different pipeline 

structures to better adapt to a target application. In this design, the re-configurability 

is realized by a reconfigurable fabric, which consumes around 60% of total layout 

area. The fabric consists of 256 regularly placed processing elements (PEs) evenly 

divided into 16 stripes (16 PEs in each stripe). Those PEs in one stripe are 

interconnected by a 128-bit bus. Outputs from a PE are also feed to the registers 

of corresponding PE in the next stripe. A PE is composed of a configurable ALU 

composed of eight 3-input look-up tables, a register file and switching logic. By 

properly setting a set of control bits, a PE can be programmed to implement 

desired functionality and interconnection pattern. 

The critical path of PipeRench chip lies completely within one stripe. The 

signal path is shown in Fig. 3.8. In fact, because one stripe can potentially be 

configured as one single entity to perform certain computation, the critical path 

has to account for the delay from the rightmost PE to the leftmost PE in the same 

stripe. In Fig. 3.2 the critical path is sketched in bold line. In the worst case, 
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signals stored in the register file of rightmost PE can be required by the functional 

unit of the leftmost PE. After computation, the result will be stored in the register 

file of leftmost PE. Under such a situation, signals have to be read from the 

rightmost PE and then delivered through the intra-stripe bus wires. Intra-stripe 

bus is implemented in 4th metal layer and driven by a large buffer (32X driving 

strength). Since the intra-stripe bus has to span almost the dimension of the chip, 

it thus has a length of around 7 mm. It takes about 4 ns for a signal to be transited 

through the bus, while the critical path has a delay of around 8 ns. Obviously, the 

intra-stripe bus poses a bottleneck to the whole system. However, it is inevitable 

in the two-dimensional integration of the programmable fabric. 

Figure 3.8 Critical path of PipeRench system 

3.3.1 The 2.5-D Implementation 

According to the analysis presented in the previous section, we realized that the 

most effective way to reduce critical path delay is to fold the fabric into two stacked 

chips under the 2.5-D scenario. Therefore, we vertically split the chip into two 

halves and the resultant two chips can be bonded in a face-to-face manner. The 

layouts of the two chips in 2.5-D system are shown in Fig. 3.9. Note that the size 
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of inter-chip contacts has been exaggerated in Fig. 3.9.  

Figure 3.9 The 2.5-D re-design of PipeRench (see colour plate)

We manually adjusted the following layout structures to split the chip into two 

halves. The aforementioned intra-stripe bus wires are placed on the bottom chip, 

while processing elements assigned the top chip are connected to the bus through 

inter-chip contacts. Thus the wire length of such a bus wire is only one half of the 

original wire length in the monolithic design. Totally we use 16384 inter-chip 

contacts for the bus connection. 

All the pads are placed on the bottom level chip. Since the bottom chip has a 

smaller footprint than the original design does, the distance between pads is 

uniformly scaled down so that the pads can be fitted to the short perimeter. 

In the original monolithic design, the reconfigurable fabric is surrounded by a 
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power ring and a ground ring. We implemented such rings with proper width to 

fit the two halves of the reconfigurable fabric. 

In the new design, we use two H-trees to deliver clock signals for the top level 

chip and bottom level chip, respectively. The two H-trees are interconnected through 

128 inter-chip contacts to reduce clock skew. 

Finally, we need 900 inter-chip contacts for power distribution so make sure: 

(1) current density of a 1-micron thick Al power wire should be within 0.4 mA/ 

micron to 1 mA/micron[13]; (2) current density of an inter-chip contact should be 

under 0.1 mA/micron[13]. According to our calculation, the worst-case IR dropping 

is within 9.6 mV. 

In the 2.5-D layout, the bottom chip has a surface area of 3.9 mm by 7.8 mm. 

If we assume the area pitch of inter-chip contact is 5 m 5 m, we can have up 

to 1.2 million inter-chip contacts on the chip surface. Since the 2.5-D re-design is 

done manually, the actual number of used inter-chip contacts is far less than the 

above available number. 

3.3.2 Simulation Results 

We built SPICE models for the critical paths in both implementations. The 

parametric RC parameters for in-chip layout structure are extracted using a 

commercial tool[14]. Obviously, full-chip SPICE simulation would be infeasible. 

Accordingly, we built a partial layout specifically for RC parameter extraction. 

The partial layout includes the original logic circuits, driver buffer, bus wire 

belong to a specific critical path as well as 3 neighboring wires on both side and 

typical layout structures in adjacent metal layers. 



3 Design Case Studies 

55

Generally, the inter-chip contact should be modeled with a distributed RC 

model. However, we do not know the exact structure of inter-chip contact and we 

instead use a PI-model to represent the RC effect of inter-chip contacts on the 

bus wire. We found that, when in the range of 100 10 k Ohm, the resistance 

value in the PI-model does not have a significant effect on the delay. We assume 

the two capacitors in the p-model have the same value.  

Table 3.1 SPICE simulation on the critical path 

Lumped Capacitance 
of inter-chip contact 

(fF) 

Bus Wire 
Delay (ns)

Critical Path 
Delay (ns) 

Clock Frequency 
(MHz)

Improvement to 2D 
Solution

0.1 1.02 5.32 188.0 55.1% 

1 1.11 5.41 184.8 52.5% 

15 1.50 5.80 172.4 42.2% 

65 1.95 6.25 160.0 32.0% 

Table 3.1 shows the simulation results with capacitance values ranging from 

0.1 fF to 215 f F. It has been reported that the micro-bump bonding technology 

with a 30 micron pitch has a capacitance of only 10 f F and no inductance 

component up to 90 GHz[15]. We tried a wide range of value to observe the general 

trend. The results show that the potential speedup in 2.5-D system is considerable: 

When the lumped capacitance of inter-chip contact is 15 f F (roughly corresponds 

to the lumped capacitance of a 75 m long metal wire in 0.18 m process), we 

can reduce the critical path delay from 8.3 ns to 5.8 ns, corresponding to a 42% 

speedup in clock frequency. 
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From the design experience of 2.5-D PipeRench, we found that substantial 

performance gain can be achieved because the 2.5-D integration style provides 

significant flexibility to cut down long wires through the usage of inter-chip contacts. 

3.4 A 2.5-D Integrated Microprocessor System 

In Chapter 1, we discussed the performance gap between microprocessors and 

DRAM based main memory. The so-called “memory wall” affects microprocessor 

performance in two aspects: bandwidth and latency. Latency is the waiting time 

after a memory request is sent to the memory controller, while bandwidth is the 

maximum throughput a memory system could provide. 

With the introduction of advanced DRAM architectures such as Rambus[3] and 

DDR / [9], the demand for memory bandwidth has been mitigated to a certain 

extent. However, the number of available I/O pins still poses a limit on the 

performance of such systems as like network processors and graphic processing 

units, which interface with the outside through memories. For instance, let’s 

consider a network processor handling OC768 packets with a data rate of 40 Gbits 

per second (bps). Since every packet needs four memory accesses per packet and 

usually a network processor is in charge of duplex communication, the memory 

requirement will be 2 4 40 G 320 Gbps. Assuming effective memory bandwidth 

is ~60% of peak bandwidth, the required memory bandwidth is 500 Gbps. For 

off-chip SDRAM running at 266 MHz, around 2000 pins will be needed to satisfy 

the bandwidth requirement. 

Compared with bandwidth, memory latency is improved at an even slower 

pace. The classical way to hide the excessive latency is to place frequently used 
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instructions and data in caches with a smaller capacity but a shorter latency. 

Today’s microprocessors usually exploit 2 to 4 levels of cache memories on top 

of the main memory. However, different applications have varying cache behaviors. 

According to our detailed instruction simulations by SimpleScalar[16] on SPEC2000 

benchmarks[17], the miss rates of level 2 cache could vary by two magnitudes. 

Meanwhile, server applications usually have much lower cache hits ratio[18]. As a 

result, memory latency is usually the main performance bottleneck. 

With the development of 2.5-D stacking technology, it’s now feasible to build 

the logic circuits and DRAM main memory on separate dies and bond them together 

in the vertical direction. The memory bus will be through inter-chip contacts that 

can be placed on chip surfaces. By replacing off-chip interconnections, memory 

latency could be significantly improved. Meanwhile, it is possible to deploy very 

wide memory bus to enhance the bandwidth between memory and CPU core 

(literally thousands of signals even in a 1 mm 1 mm die surface). In this section, 

we will explore the design issues for a 3-D integrated microprocessor/DRAM 

system. 

3.4.1 A 2.5-D Integrated Microprocessor System 

We chose a scaled version of the HP-Compaq Alpha 21364 processor[19] in this 

research because of the availability of the design details and corresponding 

development tools (i.e. instruction simulator, cross compiler, and so on). The 

latest version of Alpha 21364 is built in a 0.18 m process and has a die area of 

397 mm2. We scaled the floorplan to a 0.13 m process and the scaled version 

has a die area of 208 mm2. Figure 3.10 shows the floorplan of Alpha 21364 (the 
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chip dimension has been scaled to a 0.13 m process). The target microarchitecture 

is an aggressive 8-way, out-of-order, superscalar microprocessor running at 4 GHz. 

It accepts Alpha instruction set. The internal configuration of the processor listed 

in Table 3.2. 

Figure 3.10 Alpha 21364 floorplan and memory bus placement 

Table 3.2 Configuration of target microprocessor 

Parameter Configuration 

General Out-of-order microprocessor with Alpha instruction set 

Clock Frequency 4 GHz 

Issue Width 8 instructions/cycle 

Decoder Width 8 instructions/cycle 

Commit Width 8 instructions/cycle 

L1 Instruction Cache 64 KB 

L1 Instruction Cache Latency 1 cycle 
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(Continued)    

Parameter Configuration 

L1 Data Cache 64 KB 

L1 Data Cache Latency 1 cycle 

Unified L2 Cache 2 MB 

L2 Cache Latency 12 cycles 

Off-chip Memory Access Latency 400 cycles 

Memory Access Cycle 4 cycles 

# Integer ALUs 4 

# Integer Multiplier/Dividers 2 

# Float ALUs 2 

# Float Multiplier/Dividers 1 

The DRAM is also assumed to be built in a 0.13 m process. The memory bus 

between L2 cache and DRAM is placed in the middle of the L2 cache, which is 

marked as red rectangles in Fig. 3.10. The DRAM will be placed on the top of 

the microprocessor in a way illustrated by Fig. 3.11. As for the main memory, we 

selected a high-end, Rambus DRAM with a clock of 1 GHz. Since the CPU clock 

has a frequency of 4 GHz, the access cycle time of the main memory is 4 CPU 

cycles. In the remaining part of this section, the word “cycle” always refers to a 

CPU cycle. On the other hand, the memory latency value is usually determined by 

the specific machine configuration and typically values are in the range of 100 cycles 

to 500 cycles (e.g., [20]). Because our target microprocessor is very aggressively 

clocked, we assume a memory latency of 400 cycles.  

As illustrated in Fig. 3.12, a microprocessor interfaces with the main memory  
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Figure 3.11 A 2.5-D stacked microprocessor and DRAM 

Figure 3.12 A diagram of computer system 

through a memory controller (often referred to as Northbridge in the computer 

industry), which is traditionally a separate chip in the motherboard terminology. 

A recent trend is to integrate one or more memory controllers onto the micro- 

processor chip (e.g., the Alpha 21364 microprocessor integrates two on-chip 
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memory controllers). The memory traffic has to be through on-board wires and 

off-chip I/O pads before reaching the microprocessor. Therefore the memory 

latency consists of three components: the latency due to the memory chip itself, the 

chip-to-chip latency, and the memory controller delay. Typically it can be assumed 

that the combined chip-to-chip latency constitutes 1/3 to 1/2 of the total latency[21,22].

With the stacked DRAM, the off-chip delay can be almost completely removed 

since no off-chip wires and I/O pads are necessary. Of course, it still too early to 

use an exact latency value for the stacked DRAM at the present due to the 

inviolability of technology parameters. Assuming a 400-cycle off-chip memory 

latency, we set the upper bound latency (pessimistic estimation) of stacked DRAM 

is 300 cycles, while a lower bound latency (optimistic estimation) is 200 cycles. 

Today a typical off-the-shelf 1 G-bit DRAM in a 0.13 m process has a die size 

of 204 mm2[8]. Such a DRAM die can hold 192 MB if we assume it would have 

the same die size as the microprocessor. Certainly this capacity is too restricted 

with today’s standard. To have a larger capacity, we could consider the following 

three options:  

Stacking more layers of DRAMs on the top For instance, when 3 layers of 

DRAM dies are stacked on the top of the microprocessor die, 576 MB is available, 

which is applicable for most applications. A 5-layer DRAM could suffice high-end 

applications. The major concern of such a configuration is heat dissipation. 

Fortunately, DRAM usually has relatively low power consumption. If there’s still 

excessive heat build-up, hardware based heat dissipation techniques like heat 

pipes (e.g., dummy inter-chip interconnects) have to be installed. 

Stacking a larger DRAM die Having a larger die provides higher memory 

capacity, but certainly requires a bigger footprint than that of the bottom layer 

microprocessor. The over-sized DRAM dies may pose difficulty to the package. 
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Installing extra off-chip main memory The stacked DRAM and off-chip 

DRAM have different access delays and thus this approach implies a Non-Uniform 

Memory Architecture (NUMA)[23]. The operating system has to take charge of 

the resultant memory management issues.  

3.4.2 An Analytical Performance Model 

Modern microarchitecture designs heavily depend on cycle-accurate instruction 

simulators like SimpleScalar[16]. Such simulators enable architects to evaluate 

performance of a future architecture on existing computer platforms. The simulation 

process, however, tends to be very time-consuming. It’s typically 100 times slower 

than the native execution. For instance, it usually takes days or even weeks for 

the SimpleScalar simulator to finish running programs from the SPEC2000 

benchmark[17] and SPEC95 benchmark[24] suites. To fast investigate the performance 

implications of the 2.5-D integrated microprocessor system, we resort to an 

analytical performance model based on the work by Matick et al.[25].

The most commonly used metric for CPU performance is Instruction per Cycle 

(IPC). However, its reciprocal, Cycle per Instruction (CPI), is a more appropriate 

metric for an analytical analysis since it could be formulated as a sum of factors 

representing the impact of various microarchitecture features. The essential idea 

of the analytical modeling is illustrated in Fig. 3.13. 

On an ideal microprocessor with an infinite Level 1 (L1) cache, every memory 

access hits. The resultant CPI value, CPIideal, is completely determined by the 

inherent parallelism of the application as well as the limit of computational 

resources. Certainly there is no such an ideal microprocessor in reality. As a 

matter of fact, L1 cache has to be configured with a relatively small capacity so  
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Figure 3.13 CPI calculation 

that it’s can be accessed within one cycle (at most two cycles). Consequently, a 

given percentage of all memory accesses would miss the L1 cache and has to be 

directed to Level 2 (L2) cache. The performance of L1 cache is reflected by its 

miss rate, mr1, which is calculated as: 

1 1#misses #instructionsmr  (3.1) 

Similarly, L2 cache is characterized by mr2:

2 2#misses #instructionsmr  (3.2) 

As long as a L1 cache miss happens, CPU will then query the L2 cache as 

illustrated in Fig. 3.13. Every access to L2 cache, no matter a hit or a miss, has to 

incur a latency time, T2, which is the sum of such factors as SRAM pre-charge 

delay, word line decoding, bus delay, and so on. The latency incurs a penalty to 

the CPI metric as: 

2 1 2 2( )CP mr mr T  (3.3) 

Besides the memory word required by the current instruction, a L1 cache miss 
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results in data exchange between L1 and L2 caches. First of all, memory words at 

the adjacent addresses have to be filled into the L1 cache. The number of words 

depends on the size of a cache line. If the cache line contains dirty data, i.e. memory 

words recently modified in L1 cache but not yet written to L2 cache, the data has 

to be written out to L2 cache. Besides, the stale L1 data also needs to be replaced 

if it has not been accessed for a given period. This effect is called cast out and it 

can be assumed to happen at a rate of 1/3 mr1.

All these data traffics are through a dedicated bus between L1 and L2 caches. 

Accordingly, the bus has to be modeled as a queue. The service time S2 is constant 

since every time a fix-sized cache line is transferred: 

2 2 (#Bytes LineSize) (#Bytes BusWidth)BS T  (3.4) 

The average delay in a queue is composed of two components: waiting time 

Qw2 and service time S2. The waiting time can be formulated a function of bus 

utilization ratio, U2:

2
w 2

2

0.5
1

UQ
U

 (3.5) 

Given a CPI value, the utilization rate can be calculated as: 

2 2 2( CPI)U mr S  (3.6) 

This way the penalty caused by the L1-L2 bus can be formulated as:  

2 1 2 w 2 2( ) ( )BP mr mr Q S  (3.7) 

Considering the whole memory hierarchy with all misses will finally hit the 
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main memory, CPI value can be analytically expressed as: 

ideal 2 2CPI CPI ( )C BP P  (3.8) 

Of course, the CPI value is to be determined yet and thus our model is not 

close-formed. As a result, we calculate CPI in an iterative manner. Beginning with 

the ideal CPI, a utilization rate for each bus can be derived and then the penalty 

is added to the current CPI value. The updated CPI value can be similarly used to 

calculate updated utilization rates. This process is iterated until a convergence 

criterion is satisfied. 

With the above model, we could derive the distribution of CPI metric with 

regard to the L2 cache miss rate and the main memory latency. The memory 

latency is measured in the number of CPU clock cycles.  

The distribution graph shown in Fig. 3.14 is derived by assuming an ideal CPI  

Figure 3.14 CPI with regard to main memory latency and L2 cache miss rate 

(see colour plate)
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of 0.5 and a constant L1 cache miss rate of 0.02. When the L2 cache miss rate is 

relatively low (say, <0.001), the CPI value is not very sensitive to the memory 

latency. As a matter of fact, when the memory latency changes from a typical 

value of 450 cycles to a very optimistic value of 200 cycles, the CPI value only 

improves by 7% with a L2 cache miss rate of 0.00025. However, with relatively 

higher L2 cache miss rates, the CPI value is expected to have a dramatic 

improvement. For instance, with a L2 miss rate of 0.003, the CPI value increases 

by 34% when the memory latency reduces from 450 to 200 cycles. The above 

results clearly demonstrate the potential of the 2.5-D integration (corresponding 

to memory latency values below 300 cycles). 

3.4.3 Detailed Performance Simulation for Reduced Memory  

Latency

The analytical model derived in the previous section is actually a first order CPU 

performance model. It provides important intuitions on choosing programs that 

could best benefit from the stacking of DRAM, although it ignores many other 

second order microarchitecture features (e.g., translation-look-aside buffer). We 

then performed cycle accurate cache simulations on the SPEC2000 benchmark 

suite using the cache simulator, Sim-Cache, from the SimpleScalar toolset. 

According to the cache simulation results, we could pick up those SPEC2000 

benchmarks that have L2 cache miss rate higher than 0.1%. The characteristics of 

these benchmarks are shown in Table 3.3. 

We then performed detailed instruction simulation on the benchmarks listed in 

Table 3.3. We differentiate three configurations: (1) a baseline 2-D microprocessor 

with off-chip main memory (Memory latency 400 cycles), (2) a 2.5-D integrated  
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Table 3.3 SPEC2000 benchmark programs under study 

Benchmark
L2 Cache Miss 

Rate
Category 

Memory 
Footprint (MB) 

equake 0.0031 Seismic Wave Propagation Simulation 50 

swim 0.0379 Shallow Water Modeling 194 

art 0.0195 Image Recognition / Neural Networks 4 

applu 0.0027 Parabolic / Elliptic Partial Differential 
Equations

181

lucas 0.053 Number Theory / Primality Testing 146 

vpr 0.0026 FPGA circuit Placement and Routing 45 

mcf 0.0159 Combinatorial Optimization 190 

facerec 0.0013 Image Processing: Face Recognition 17 

fma3-D 0.0015 Finite-element Crash Simulation 103 

microprocessor with memory latency of 300 cycles, which can be seen as a 

pessimistic estimation on the performance of the stacked DRAM, and (3) a 2.5-D 

stacked microprocessor with memory latency of 200 cycles. The speedup values 

relative to the baseline configuration are illustrated in Fig. 3.15, while the raw 

data is shown in Table 3.4. The performance speedup is quite consistent except 

lucas, which seems to be more resource limited due to its intense numerical 

computation. On average, even with the upper bound memory latency (300 cycles), 

a 23.7% improvement can be achieved; while with the lower bound memory 

latency (200 cycles), 81.4% speedup can be attained. The performance advantage 

is especially salient on three benchmarks, swim, applu, and mcf, where the IPC 

values are more than doubled. 
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Figure 3.15 IPC Speedup by reduced memory latency 

Table 3.4 IPC improvement by Reduced Memory Latency 

Bench-
mark 

L2 Cache 
Miss Rate 

IPC
(Baseline 

2-D
processor)

IPC
(3-D

Processor 
Tm 300)

Speedup
relative to 
Baseline
Processor

IPC
(3-D

Processor 
Tm 200)

Speedup
relative to 
Baseline
Processor 

equake 0.0031 0.7275 0.8910 22.474% 1.1243 54.543% 

swim 0.0379 0.8097 1.0091 24.626% 2.6085 222.156% 

art 0.0195 0.3017 0.3756 24.495% 0.4989 65.363% 

applu 0.0027 1.0661 1.8926 77.526% 2.2649 112.447% 

vpr 0.0026 0.4583 0.5131 11.957% 0.7379 61.000% 

lucas 0.0053 0.1112 0.1146 3.058% 0.1201 8.004% 

mcf 0.0159 0.1562 0.1859 19.000% 0.3608 131.000% 

facerec 0.0013 1.7509 1.9908 13.702% 2.5145 43.609% 

fma3d 0.0015 1.5153 1.7611 16.221% 2.0394 34.586% 

equake 0.0031 0.7275 0.8910 22.474% 1.1243 54.543% 
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3.5 Observations 

In this chapter, we applied the 2.5-D integration concept to 4 design case studies in 

the custom design style. The first two cases, although relatively simple, demonstrate 

the potential of the 2.5-D layout to achieve improved interconnection characteristics. 

The re-design of PipeRench proves the potential of the 2.5-D integration for 

better timing performance. The last design provides strong evidence for the 2.5-D 

implementation to get better system level throughput. Clearly, the 2.5-D imple- 

mentations could deliver superior performance than their monolithic equivalents. 

To summarize, the advantages include the following: 

Improved layout efficiency and interconnect characteristics The extra 

dimension in 2.5-D layout space often allows designers to find a more flexible 

and efficient packing for the designed system. A 2.5-D layout can be designed to 

effectively reduce long wires and thus improve timing performance. The packing 

flexibility has important implications for interconnect-intensive VLSI applications. 

For instance, programmable devices like FPGA and CPLD require a significant 

portion (e.g., 90%) of chip area dedicated to programmable interconnects (i.e. wires, 

switches, and corresponding memory bits storing the configuration information). 

The routing resource consumes ~80% of signal path delay and >60% dynamic 

power. Thus it is extremely advantageous to be able systematically reduce 

interconnect length. Unlike the monolithic implementation, where all the logic 

devices and interconnects have to compete for the same substrate, a 2.5-D FPGA 

could have logic devices, programmable interconnects and configuration memories 

assigned to three different chips that are stacked in the vertical direction. This 

way it’s possible to reduce interconnect length and maximize the logic density at 

the same time.  



3-Dimensional VLSI—A 2.5-Dimensional Integration Scheme 

70

Improved memory latency and bandwidth The 2.5-D paradigm provides 

an elegant way to boost the throughput of microprocessor systems by stacked 

memories and vertical memory buses through inter-chip contacts. The performance 

improvement comes from two sources: reduced memory latency through the 

removal of off-chip memory bus and increased memory bandwidth by deploying 

very wide memory bus. In our design case study of stacking DRAM on top of a 

microprocessor, we have demonstrated the performance potential of the 2.5-D 

integrated system. From a bandwidth point of view, a wide bus (e.g., more than 

512 bits wide) is much desired for memory bandwidth intensive applications like 

graphic/video processing. Such wide buses could easily be built in 2.5-D ICs, 

while they have to be infeasible at printed circuit board level. The above advantages 

would be even more noteworthy for multi-processor systems. In a monolithically 

integrated multi-processor, the number of processors would increase in proportion 

to the chip area, while the number of I/O pads only increases in line with the 

perimeter of the chip. Consequently, multiple processors on the chip would have 

to share an I/O port and the memory latency and bandwidth issues could only get 

worse. In 2.5-D ICs, different processors could access the memory banks stacked 

on their tops in parallel. In addition, the memory banks could be interconnected 

by a high-speed network allowing multiple accesses at the same time. 

Easier hybrid integration The 2.5-D integration scheme is very natural for 

the integration hybrid technologies. Our case study on the microprocessor only 

partially demonstrates this advantage. A future research project should focus on 

the 2.5-D integration of wireless chipsets. Today a typical cell phone contains at 

least 6 different technologies: Bi-CMOS for the radio transceiver, analog CMOS 

for the radio and audio codec, digital CMOS for digital baseband processor and 

application processor, FLASH memory, high voltage CMOS for power management, 
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and passives such as SAW filters and inductors[26]. With the multi-band, multi- 

mode phones becoming popular, the complexity of wireless chipsets is still fast 

increasing. In the foreseeable future, it is unlikely a one-chip solution could deliver 

the full functionality and performance at a cost-efficient level. On the other hand, 

reducing volume and weight and lowering power consumption are always of top 

concern for the cell phone industry. Based on the above two contradicting 

requirements, a cellular chipsets is naturally suitable to be implemented in the 

2.5-D approach. The 2.5-D integration scheme would enable a wireless system to 

be built in a modular manner, where add-value features like digital cameras and 

BlueTooth transceivers could simply be fabricated as additional layer of chip and 

selectively installed. 
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In the previous chapter, we introduced our design case studies with system partition 

performed by hand. In fact, the 4 designs we discussed are special cases in the sense 

that they possess either a regular structure or a clearly defined interface between 
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different system components. As a result, it’s relatively easy to find an optimized 

layout implementation in a purely hand-crafted manner. For ASIC applications, 

however, it is usually infeasible to manually pack them in a 2.5-D layout space 

because of the complexity and lack of regularity. Without the help of automatic tools, 

the architects’ choice of the system partitioning and the corresponding assignment 

of inter-chip contacts could be sub-optimized and inefficient in the utilization of 

the 2.5-D interconnect resource. For instance, when dealing with a random logic 

based designs with hundreds of thousands of or even millions of cells, it is difficult 

for a designer to make educated design decisions on how to assign the inter-chip 

contacts a subset of nets so that the wire length/timing can be optimized.  

In this and the two succeeding chapters, we extend our feasibility study to 

ASIC designs by developing 2.5-D physical design tools. There are already several 

research projects focusing on building layout tools under the context of 3-D 

integration (e.g.,[1]) and 3-D System-in-Package (e.g., [2]). In this work, we 

developed floorplanning, placement and routing tools for the 2.5-D integration 

style. Our tools provide an automatic, self-contained layout design framework for 

2.5-D integrated ASICs with different design styles. In the remaining of this chapter, 

we will outline our 2.5-D ASIC layout design framework. 

4.1 A 2.5-D Layout Design Framework 

The 2.5-D layout design framework developed in this work is illustrated in Fig. 4.1. 

We apply different design flows for two major ASIC design styles, hierarchical 

and flattened styles. 
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Figure 4.1 A 2.5-D layout synthesis framework 

According to the hierarchical design style, the input netlist is organized as a set 

of interconnecting functional blocks with arbitrary rectilinear shapes and aspect 

ratios. A 2.5-D floorplanning tool is aimed to map each block to a unique position 

on a specific layer in a multi-layer chip stack. A global routing process can then 

be followed to assign pins on the boundary or top of the functional blocks. For 

the 2.5-D floorplan design problems, it is necessary to further distinguish two 

scenarios, designs with and without foldable blocks. A foldable block is one that 

can be split into multiple chips in a 2.5-D system. Typical function blocks in this 

category include random logic based blocks, large multi-bank memory macros, and 

configurable fabrics. On the other hand, analog blocks requiring careful parameter 

matching and highly optimized customization could only be assigned to a specific 

layer of chip, although the whole netlist can be partitioned into multiple chips in a 
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2.5-D system. No matter foldable blocks exist or not, different blocks could be placed 

and routed in parallel after the 2.5-D floorplan and top-level pin-assignment 

processes. If a foldable block is assigned to two or more layers of chips, an 

intra-block 2.5-D placement need to be performed so that cells can be assigned to 

unique positions on a certain chip. For non-foldable blocks and foldable blocks 

assigned to a single layer of chip, we only need to perform monolithic intra-block 

placement, after which, a 2.5-D routing step is followed to complete signal and 

power connections. 

In a flattened design style, layout designers directly carry out the 2.5-D placement 

and routing tasks on a flatten netlist consisting of both standard cells and macros. 

Such a flow could usually accomplish superior solution quality, but at the cost of 

a longer turnaround time because of the inability to implement different blocks in 

parallel.

In this research, we developed 2.5-D floorplanning, placement, and routing 

tools, which will be briefly introduced in the remaining sections. In Chapters 5 

and 6, the details of our 2.5-D floorplanning and placement tools as well as the 

corresponding design case studies using the tools will be further covered in 

depth.

4.1.1 2.5-D Floorplanning 

Our 2.5-D floorplanning tool is based on a multi-layer Bounded Slice-Line (BSG) 

data structure[3]. Basically, a BSG data structure is maintained for each layer of 

chip in a 2.5-D system and the legality of a floorplan solution inside each layer 

could be automatically guaranteed. The optimization is performed by a highly 
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optimized simulated annealing engine. During the annealing process, we allow 

blocks switched to a different layer of chip. Our tools could also handle designs 

with foldable blocks. For designs in which some blocks could be split into more 

than one chip, the annealing engine could randomly change the area percentage 

of one block assigned into a given chip. We will explain our floorplanning tools 

in more detail when we present our floorplan level feasibility study for 2.5-D 

ASIC designs in the next chapter. 

4.1.2 2.5-D Placement 

The 2.5-D placement problem could be formulated in two different flavors: 1) pure 

standard cell placement in a hierarchical design style; and 2) mixed macro and 

standard cell placement in a flattened design style. Our 2.5-D placement tools 

were extended from a bi-partition placement framework, UCLA’s Capo placer[4],

with new heuristics to handle designs in both flavors under the 2.5-D integration 

paradigm. An important feature is that our tools always try to match the demand 

and supply for inter-chip interconnection resource during the placement process 

so that the inter-chip contacts can be exploited in an educated manner. We are 

going to explain our placement tool in more detail when we present our placement 

level feasibility study for 2.5-D ASIC designs in Chapter 6. 

4.1.3 2.5-D Global Routing 

In our 2.5-D layout design framework, we constructed a global router that could 

handle both monolithic and 2.5-D design implementations. After the floorplan design 
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and placement processes, a global routing process can be executed to complete 

the signal connections. Accordingly, we are able to report global-routed wire length 

to evaluate the quality of a design. This constructive wire length evaluation is 

much more accurate than the conventional bounding-box based estimation. 

The VLSI routing problem is to find a connecting conductor (in terms of metal, 

poly, via or contact) path for every net in a circuit. Today the target layout is 

usually modeled as a checker board graph or routing graph as shown in Fig. 4.2. 

To build such a routing graph, the entire layout region is regularly divided into 

tiles and the size of a tile determines the granularity of abstraction (The finer is 

the granularity, the more accuracy is available, and vice versa.). Each tile is 

represented as a vertex in the routing graph. All net terminals located inside a tile 

are assigned to the corresponding vertex. Since a modern VLSI chip may 8 or 

more metal layers for routing signal and power wires, the routing graph has as 

many layers as the number of metal layers provided by the targeted process. 

Generally speaking, each layer has a preferred routing direction. Accordingly, if  

Figure 4.2 2.5-D routing graph 
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two vertices are horizontally (vertically) adjacent in a horizontal (vertical) routing 

layer, an edge exists between them. In addition, there is an edge between two 

tiles in neighboring routing layers. Each edge is associated with a capacity which 

indicates how many routes can be made through the edge. 

In a 2.5-D layout, logic cells or macros could be placed on multiple device 

layers. From a routing point of view, however, the 2.5-D routing problem is almost 

identical to the monolithic routing problem. In fact, in today’s typical monolithic 

designs, pins on a net could already be positioned on multiple metal layers. 

Our global router is based on the algorithm proposed in[5]. Before performing 

global routing, every signal net is decomposed into a set of edges using a minimum 

spanning tree algorithm. Then the edges are sequentially routed by a classical 

maze routing engine. To avoid routing congestion, the cost of routing through a 

certain edge is modeled as a two-tier function with linear transition between two 

values. As illustrated in Fig. 4.3, if the number of routes through an edge is below a 

threshold value Th 1, the routing cost is a constant low. When the number routing 

is beyond another threshold value Th 2, the routing cost is high. For the number 

of routes is in between, the cost is a linear function of it. Then we perform 

iterative rip-up and re-route on every net to improve solution quality. 

The target process is the ST Microelectronics’ 0.18 m, 6-metal CMOS process. 

The tile size is selected so as to contain 10 15 standard cells with 15% empty 

space. In the targeted process, it is assumed that inter-chip contact has an area 

pitch of 5 m 5 m and a height of around 10 20 m. Currently we focus on 

stacking of 2 chips, which are face-to-face bonded. We assume the two chips in a 

stack have equal areas, although it’s not necessary in the future. The equivalent 

height of inter-chip contact is around 10 m (face-to-face bonding). 
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4.2 Observations 

In this chapter, we proposed a complete layout design framework for the 2.5-D 

integration scheme. This framework consists of layout synthesis tools developed 

to fit the requirements of different design styles at major VLSI physical design 

stages.

With these tools, we could then compare the interconnection characteristics 

between the monolithic and 2.5-D implementations of a given design. Both total 

wire length and worst-case wire length are assessed for this purpose. The former 

generally reflects the routability of a design, while the worst-case wire length tends 

to have a significant impact on the system performance in today’s SoC designs. 

For instance, the Cell processor for PlayStation 3 has ~2000 wires longer than 1 cm 

and these wires have been the determining factor on the timing performance[6].

Consequently, we would conclude that 2.5-D implementation outperforms its 

monolithic equivalent if a better wire length distribution is observed. Of course, 

the wire length comparison has its limitations because the worst timing path may 

not coincide with the longest timing path. One important extension to this work 

will be to develop a timing analysis mechanism for the 2.5-D designs based on 

the routing information provided by our router. 

The feasibility investigation is conducted at two major abstraction levels during 

physical design: floorplan level (functional blocks) and placement (standard cells 

and macros) level. In the succeeding two chapters, we will discuss the feasibility 

at floorplan and placement levels, respectively. 
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In the previous chapter, we briefly outlined our 2.5-D layout synthesis framework. 

In this chapter, the 2.5-D layout tools are applied on floorplan level designs. We 

will introduce our floorplanning algorithms along with the design case studies in 

this chapter. 

Floorplan design is the starting point of today’s physical flows. Under the 

monolithic integration setup, the input to the floorplan design problem is a set of 

function blocks that have a rectilinear shape. The objective is to map each functional 

block in a design to a unique position on the layout so that certain design objectives 

could be optimized. Commonly used objectives include wire length, critical path 

delay, and chip area. Recently, new objectives like thermal distribution and design 

for manufacturability might also need to be taken into account. A floorplan solution 

is valid only when there is no overlap between any two blocks. For digital designs, 

key physical design steps such as placement, global interconnection planning, 

buffer insertion, top-level pin assignment, and power/ground routing can be then 

performed on the basis of floorplan solutions. In today’s typical ASIC design 

flows (e.g., [1,2]), floorplan design is often performed before detailed RTL synthesis 

so that valuable physical information can be derived and then feed to the synthesis 

engine. For analog designs, which typically designed in to bottom-up manner, a 

floorplan design followed by a full-chip routing would complete the layout design. 

Floorplan design has attracted a large body of research work. Interested readers 

please refer to References[3 – 9] for more details. 

Under the 2.5/3-D integration context, the floorplanning problem can be formulated 

with different flavors according to the architecture of the designed system. Here 

we can classify VLSI system into three categories: 

Category 1: random logic dominated architecture 

Typical applications of this category include graphic processing unit (GPU) like 
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NVidia’s G80 and network processor like Motorola’s C-Port. For instance, NVidia[10]

reports that 78% area is devoted to random logic and 20% area is for small 

memory blocks embedded into logic on the die of NV30 GPU. Obviously, in a 

2.5/3-D implementation, almost all the functional blocks can be “folded” into 

multiple layers. Accordingly, the 3-D floorplan can be simply formed by migrating 

a monolithic floorplan. For instance, after a monolithic floorplan is constructed, 

we can decompose each block into two halves so that each half has a width 

(height) corresponding to 0.707 of the original width (height). Thus the total wire 

length of top-level nets will be scaled down by 0.707. For applications of the first 

category, it is readily to see that the floorplanning problem can be solved using a 

monolithic floorplanning algorithm. We will not consider this category in the 

remaining parts of this paper. 

Category 2: Custom design dominated architecture 

General-purpose microprocessors and RF transceivers are typical applications 

of this category. In the 3-D implementation, large custom blocks have to reside 

on a specific device layer. For example, the inner core execution logic of a 

microprocessor is aggressively (usually manually) optimized with regard to the 

fabrication process and it’s generally beneficial to keep its circuitry in one layer 

of chip. In addition, analog modules such as an inductance ring and oscillator are 

not allowed to be divided into two parts and then assigned to different layers. For 

this category, 3-D floorplanning is a multi-layer placement problem where each 

module can be allocated to one and only one layer. For custom design dominated 

designs belonging to Category 2, the 3-D floorplanning problem is a multi-layer 

extension of the traditional floorplanning problem a multi-layer assignment problem: 

Given a set of modules M: {Mi} and a set of nets N: {Ni} interconnecting those 

modules in M, find a legal (no overlapping) embedding of them in a layered 
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space (where each module can be allocated to one and only one layer) so that 

total chip area, total wire length, or a weighted sum of them, can be minimized. 

This formulation also applies to the situations where the footprint of inter-chip 

contacts is relatively big, e.g., 50 m 50 m (i.e. similar to that of flip-chip 

interconnection). Here inter-chip contacts should be considered as a coarse- 

grained resource and be assigned during the floorplanning stage. 

Category 3: Intermediate architecture 

This case is actually a generalization of the above two categories. In the systems 

belonging to this category, some functional blocks can span multiple layers of 

chips, while others can only reside in one layer. As a result, a floorplanning engine 

has to be able to optimize the location of these two kinds of blocks. Accordingly, 

the 3-D floorplanning problem can be formulated as: 

Given a set of modules M: {Mi} among which a subset MF: {MFi} can 

simultaneously reside on multiple layers, and a set of nets N: {Ni} interconnecting 

those modules in M, find a legal (no overlapping) embedding of them in a layered 

space so that total chip area, total wire length, or a weighted sum of them, can be 

minimized. 

Besides traditional optimization objectives, a 3-D VLSI system implies a larger 

power density than its monolithic equivalent does. On-chip hot spots could incur 

serious degradations of system performance, power consumption, and reliability. 

However, we do observe that a 2.5/3-D floorplan without thermal constraints 

could lead to a maximum temperature of 180  and a temperature gradient of 

152 [11] with traditional air-cooling techniques. Accordingly, it’s of key importance 

to avoid excessive heat build-up and temperature difference in a 3-D integrated 

system. In other words, the thermal objective must be taken into account in the 

3-D floorplanning problems formulated above. 



5 Floorplanning for 2.5-D Integration 

87

5.1 Floorplan Level Evaluation—Category 2 Circuits 

Let’s first consider the 2.5-D floorplanning problem on Category 2 circuits. The 

problem is a simultaneous partition and assignment problem: the input netlist has 

to be partitioned into multiple parts with each part assigned to a different chip in 

a 2.5-D system, and within the given chip every function block has to be placed 

without overlapping with other blocks. 

5.1.1 Technique 

Our floorplanning algorithm is based on the Bounded Slice-line Grid (BSG) 

structure proposed by Nakatake et al. in[12]. As a compact representation for non- 

slicing floorplan, the BSG data structure encodes a large solution space including 

the optimal one and allows rapid exploration. To perform 2.5-D floorplanning, 

we maintain a multi-level BSG data structure, with one BSG for each layer of 

chip in the stack. The data structure is illustrated in Fig. 5.1. Obviously, the multi- 

level BSG provides a complete solution space for the 2.5-D floorplanning problem. 

We also developed a traditional 2-D floorplanner, which is a straightforward 

implementation of the algorithm described by Nakatake et al. in [12]. 

Figure 5.1 2.5-D floorplanning 
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The optimization is accomplished through a simulated annealing engine with 

cost function given by Equation (5.1). The cost function is the weighted sum of 

three components: total wire length, floorplan area, and total number of inter-chip 

contacts.

 Cost wirelength chip _ area num _ 2.5D _ vias  (5.1) 

In our implementation, we choose  and  so that the first two terms roughly 

equal. Thus the floorplanner puts almost equal efforts to optimize wire length and 

chip area. The third term is used to indirectly control the number of inter-chip 

contact. The value of m is used to represent “cost” of inter-chip contact.  

During simulated annealing process, neighboring solutions are explored by 

random perturbations on the current solution. In our implementation, a random 

perturbation, or a random move, can be one of one the three following ways:  

displacing a block to another position, changing a block’s aspect ratio, and swapping 

two blocks’ positions. A block can be removed from the BSG of one level and 

inserted into the BSG of another level. 

The cooling schedule is set as follows: 

1. Starting temperature According to Huang et al.[13], we set the starting 

temperature as 20 times of the standard deviation of a certain number of random 

perturbations. The idea is to keep the accept ratio close to 1 at the initial stage of 

simulated annealing. 

2. Temperature updating After a given number of random moves (we set 

number of inner loops as 100 times of the number of movable objects), current 

temperature is updated by multiplied by a factor k. The value of k is calculated as 

a function of accept ratio a. We set k 0.6 when 0.95 a<1; k 0.9 when 

0.6 a<0.95; k 0.99 when 0.05 a<0.6; k 0.8 when a 0.05.
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3. Freezing temperature The simulated annealing process is terminated 

when the cost variation is less than 1/1000 for three consecutive temperatures. 

5.1.2 Results 

In our experiments, we use the largest three MCNC benchmark circuits, ami33, 

ami49 and playout[14]. Details of these circuits are shown in Table 5.1. Both 2D 

and 2.5-D floorplans of ami49 are shown in Fig. 5.2. The 2.5-D floorplan consists 

of two monolithic floorplans, which would be face-to-face bonded. The wire length 

reduction for a given net is clearly illustrated. In the monolithic floorplan of 

Fig. 5.2(a), net 31 spans a long route connecting three modules. With the flexibility 

provided by an inter-chip contact, its length can be greatly reduced in the 2.5-D 

floorplan.

Figure 5.2 A floorplan example 
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Table 5.1 compares the monolithic and 2.5-D floorplanning solutions in terms 

of three design metrics: total chip area, total wire length, and worst-case wire 

length. The latter one, worst-case wire length, is computed as the total length of 

the 10 longest nets. Because we assume an over-the-cell routing model, the area 

reductions in 2.5-D implementation are negligible. However, in the 2.5-D floorplans 

of the above three benchmark designs, we observe more than 30% reductions in 

the total wire length. Meanwhile, the worst-case wire lengths in 2.5-D floorplan are 

up to 33% shorter. The wires handled at this stage are all global wires, which are 

very likely to appear in the critical path and thus have a significant impact on the 

system delay. As a result, the wire length reductions imply potential for significant 

performance improvement. It also implies that the 2.5-D stacked implementation 

needs fewer buffers, which could be power hungry and hard to place. 

Table 5.1 2-D and 2.5-D floorplans for Category 2 designs 

  2-D Floorplan 2.5-D Floorplan Reduction 

Total Area 1316140 1232938 6% 

Worst-Case Wirelength 2923 2457 16% 
ami33
(33 Modules, 
123 Nets) 

Total Wirelength 81351 57314 30% 

Total Area 44096472 43200556 2% 

Worst-Case Wirelength 12005 8099 33% 
ami49
(49 Modules, 
408 Nets) 

Total Wirelength 894100 625769 30% 

Total Area 120797642 116981524 3% 

Worst-Case Wirelength 18299 14054 23% 
playout 
(62 Modules, 
2506 Nets) 

Total Wirelength 5166374 3163054 39% 
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5.2 Floorplan Level Evaluation—Category 3 Circuits 

Typical System-on-Chip and ASIC designs would contain a large number of random 

logic based blocks. If a functional block is mainly composed of standard cells, it 

is actually to split it into two or more chips in a 2.5-D system, as long as the inter- 

chip contacts could provide proper connections between adjacent layers. In other 

words, our previous formulation of the 2.5-D floorplanning problem actually over- 

constrains the solution space. Accordingly, in this section we consider the 2.5-D 

floorplanning problem for Category 3 circuits. 

5.2.1 Technique 

Generally not every functional block would only reside on one specific layer of 

chip. To handle the foldable blocks introduced in the last chapter, we introduce a 

shadow block for each of the potentially multi-level blocks (This discussion is 

for stacking of two layers of chips, but can be generalized to the case of stacking 

more than two layers of chips). It is assumed that the area of such a block can flow 

from it to its shadow block and vice versa. Of course, a potentially multi-level block 

can also be completely placed in one layer, and if this is the case its shadow block 

would have an area of 0. The idea of shadow blocks is illustrated in Fig. 5.3. 

Figure 5.3 Insert a 0-weight cell 
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A related problem is: should a module and its shadow block be exactly aligned 

(say both have exactly the same left bottom position)? There are some automatic 

solutions to align two functional blocks: 1) one solution is to introduce artificial 

nets with large weights between them, and 2) use extra edges in the constraint 

graph[15 – 17]. However, when using Solution 1 a lot of optimization effort will be 

spent on the artificial nets, while Solution 2 will change the solution structure. As 

a matter of fact, we believe that positions of a potentially multi-level block and 

its shadow block should be naturally determined in the optimization process and 

no hard alignment constraints would be necessary. 

With the concept of shadow block, we are able to extend our floorplanning 

algorithm to handle the second formulation of 2.5-D floorplanning problem. 

5.2.2 Results 

Under the formulation of 2.5-D floorplanning problem, again we generate 2.5-D 

floorplans for the largest 3 MCNC benchmarks. For each benchmark circuit, we 

randomly pick 1/3 of the blocks and allow them to be split. Table 5.2 compares 

total chip area, total wire length and longest wire length between monolithic. The 

area and wire length reductions are comparable with the first formulation. With 

the extra flexibility, we could observer better wire length results than we did with 

the first formulation. Another key advantage is that this formulation is compatible 

with a hierarchical layout design flow and the floorplanning solution can serve as 

the starting point for the succeeding placement procedure. 
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Table 5.2 2-D and 2.5-D floorplans for Category 3 designs 

  2-D Floorplan 2.5-D Floorplan Reduction 

Total Area 1316140 1262289 4.1% 

Worst-Case Wirelength 2923 2822 3.5% 
ami33
(33 Modules, 
123 Nets) 

Total Wirelength 81351 55314 32.0% 

Total Area 44096472 37170640 15.7% 

Worst-Case Wirelength 12005 7350 38.8% 
ami49
(49 Modules, 
408 Nets) 

Total Wirelength 894100 521244 41.7% 

Total Area 120797642 110529842 8.5% 

Worst-Case Wirelength 18299 11968 34.6% 
playout  
(62 Modules, 
2506 Nets) 

Total Wirelength 5166374 3156654 38.9% 

5.3 Thermal driven floorplanning 

Compared to the conventional monolithic (2-D) integration, one leading concern 

in designing 2.5-D systems is the heat dissipation. This is an important factor to 

consider because of the following reasons. It is true that vertically stacking 

multiple chips will help reduce the length of global wiring and reduce the power 

consumption associated with global interconnects. However, 2.5-D integration 

will be most likely applied to high performance designs in which a significant 

amount power will still be dissipated even with certain reduction in the global 

interconnect power. The high power density in these applications already brings 

challenges in cooling traditional monolithic chip designs and will certainly 

exacerbate heat removal in 2.5-D/3-D chips. The latter is primarily due to the 
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increase of thermal resistances along the major heat dissipation paths in the 

vertical direction caused by multiple stacked chip layers. The elevated chip 

temperature will also introduce long term reliability issues. Furthermore, timing 

failures may be resulted if a significant temperature gradient exists laterally or across 

different chip layers. Another important concern for modern VLSI technologies 

is the increasing leakage power that must be considered in design optimization[18].

As a matter of fact, leakage power is strongly dependent on chip temperature and 

must be analyzed together with temperature. The strong interdependency between 

temperature and leakage power is due to exponential dependency of leakage on 

temperature as well as the positive feedback between the two. 

In this section, we propose a temperature-aware 3-D IC floorplanning meth- 

odology considering the interaction between temperature and leakage power. We 

address the optimization of 2.5-D designs at the floorplan level by simultaneously 

considering chip area, wire length, chip temperature and gradient as well the 

temperature-dependent leakage power. Although the proposed technique can be 

applied to general 3-D chip designs, we focus only on the special case where only 

two chip layers are stacked vertically given the immediate technological feasibility 

of such a choice. As shown in Fig. 5.4, to enable a feasible temperature-driven 

floorplanning methodology, we start by performing full-chip thermal and leakage 

pre-characterization based on detailed thermal models. As such, the temperature 

and its gradient of both device layers can be efficiently evaluated in a way such 

that the important temperature dependent leakage power is brought into the 

consideration. Extended from a BSG-based[12] floorplanning algorithm, our 

floorplanner can efficiently optimize total chip area, wire length, maximum chip 

temperature and temperature gradient simultaneously. Our experiments have 

shown that the proposed floorplanning technique can significantly reduce the 
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maximum temperature and the gradient on the two chip layers while introducing 

only a mild overhead in the chip area and the total wire length. Furthermore, our 

floorplanner is capable of providing a continuous tradeoff between temperature 

and performance (measured by wire length) in a way that the 3-D floorplanning 

engine can be tuned for specific design needs. 

Figure 5.4 2.5-D thermal-driven floorplanning flow 

In the past, thermal and leakage issues have attracted significant interests in 

research community that include full-chip thermal analysis and cell placement for the 

conventional 2-D chips[19 – 24], architecture level thermal/leakage management and 

optimization[18,25,26] and very recently physical design for 3-D chips (e.g., [27–29]). 

To our best knowledge, the work reported in this paper is the first one to perform 

3-D floorplanning with detailed temperature and leakage information and their 

interdependency derived from a full-chip thermal simulator. 

5.3.1 Chip Level Thermal Modeling and Analysis for 2.5-D  

Floorplanning

A two chip-layer 3-D IC with a flip chip type package is shown in Fig. 5.5. As 
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can be seen in the figure, the primary heat removal paths are from the packaged chip 

layers to the heat sink at the top and to the PCB board at the bottom. Since the 

side walls of the chip are much smaller compared to the lateral dimensions, we treat 

them as thermally reflective, i.e. heat flow through the side walls is neglected. 

The boundary conditions at the PCB board and the ambient (through the heat 

sink) are modeled as convective. The thermal impacts of various packing interface 

material layers and interface materials are modeled using 1-D dimensional 

equivalent thermal resistances with proper values[19,23].

Figure 5.5 A 3-D IC with two stacked chip layers in a package 

For the two vertically stacked dies, significant thermal gradients may exist due 

to non-uniform on-chip power distributions. To capture such non-uniform on-chip 

profiles, detailed thermal modeling and analysis is employed to achieve good 

accuracy. For this purpose, we adopt an efficient full-chip thermal simulator[23] that 

is based on detailed finite difference discretization of the following governing heat 

transfer partial differential equation 

( , ) ( , ( , )) ( , )pc T r t k r T T r t g r t
t

 (5.2) 

subject to the general boundary condition 
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, ( , ) ( , ) ( , )i i
i

k r T T r t hT r t f r t
n

 (5.3) 

where T  is the temperature, r denotes the location in 3-D,  is the material 

density, pc  and k  are the specific heat of the thermal conductivity of the 

material, g  is the power density of the heat sources, in  is the outward direction 

normal to the boundary surface, ih  is the heat transfer coefficient, and if  is an 

arbitrary function at the boundary surfaces. 

To characterize the relationship between the power sources and the generated 

on-chip temperature profile, in the first step of our thermal/leakage pre- 

characterization, the power to heat mapping within and between active device 

layers is calculated. In this work, it is assumed that the amount of heat generated 

by self-heating of interconnects can be neglected and only the power dissipation 

due to the transistor switching activities is considered. Hence, the power is only 

assumed to be generated at the transistor layers that are within a thin depth from 

the silicon substrate for each stacked die.  

To consider the temperature dependent leakage power consumption, it is desired 

to determine the transistor layer temperature distribution due to the power 

dissipated. For this purpose, the two transistor layers are laterally partitioned into 

2M N N  bins based on a user-specified granularity. Then, full-chip 

thermal simulation is applied to compute the average temperature increase in all 

bins if a unit power is dissipated in any of these bins. The power and temperature 

interactions for a particular power dissipating bin are illustrated in Fig. 5.6. A 

total of M M  interactions will be extracted at this stage such that for any given 

on-chip power dissipation distribution, the temperature increase at any of the two 

transistor layers can be determined by superposition at the specified granularity[23].

Stated mathematically, we have 
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2p tt F p  (5.4) 

where T
1 2[ , , , ]Mp p pp is the power dissipations in M bins, 

T
1 2[ , , , ]Mt t tt  is the temperature increases (with respect to ambient 

temperature) due to p in these bins, and 2p tF  is a M M  matrix representing the 

mapping from p to t

1,1 1,2 1,

2,1 2,2 2,
2

,1 ,2 ,

M

M
p t

M M M M

f f f
f f f

f f f

F  (5.5) 

where ,i jf  relates the power source applied in bin j to the temperature increase 

observed in bin i. It should be noted, however, a fine discretization step smaller 

than the thermal characterization granularity can be chosen in order to ensure the 

accuracy of the average temperature increase computation for each bin. 

Figure 5.6 Thermal interactions between a region of the top transistor layer to all 

other regions on both transistor layers (not all interactions are drawn) 

It has been shown that for a given floorplan detailed full-chip thermal analysis 

can be employed to pre-characterize the interactions of the power dissipation and 
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the temperature distribution. However, during the optimization of the 2.5-D/3-D 

IC floorplan, many floorplan configurations with varying total chip area and aspect 

ratio need to be evaluated. To avoid calling the chip-level thermal analysis for each 

encountered floorplan during the optimization, the following approach is adopted 

as shown in Fig. 5.7. A set of floorplans with different total chip area and aspect 

ratio are simulated and the corresponding 2p tF  is saved in a lookup table. In the 

floorplanning stage, to evaluate an arbitrary floorplan, four neighboring floorplans 

are found from the lookup table using the area and the aspect ratio as indexes. 

Finally, 2p tF  of the floorplan under evaluation is obtained by linear interpolation 

using the four neighboring floorplans. Our experiments show that the error 

introduced in this approach is not significant and can be also controlled by 

increasing the size of the pre-characterized lookup tables. 

Figure 5.7 Thermal simulation of a set of floorplans with varying total area and 

aspect ratio (only one stacked layer is shown for each case) 

5.3.2 Coupled Temperature and Leakage Estimation 

In the previous section, the power to temperature mapping is pre-characterized so 

that the transistor layer temperature can be computed knowing the power distribution. 

Although the dynamic power consumption of the design may be pre-determined 
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or estimated using certain estimation techniques, the leakage power is strongly 

temperature dependent and at the same time contributes to temperature increase. 

Hence, the interdependency between (leakage) power and the temperature must 

be brought into consideration especially due to the fact the leakage may consist 

of a significant portion of the total power consumption. 

The interdependency between leakage and temperature can be ideally considered 

by conducting coupled electro-thermal analysis in an iterative manner as follows[19,22].

Starting from an initial on-chip temperature distribution hence an initial leakage 

power distribution, an IC thermal analysis can be performed to compute the new 

temperature distribution using the current power consumption as the input. Then, 

the leakage power of all devices is modified based on the modified temperature 

just computed and the thermal analysis is started again using the updated total 

power consumption as input. The above process continues till both the temperature 

and leakage power distributions converge. 

In the floorplanning stage, many floorplan solutions will be evaluated in terms 

of area, total wire length and temperature. The iterative nature and the inherent 

complexity of the chip-level thermal analysis, including the above coupled 

electro-thermal analysis at the inner loop of the optimization, will make the 

floorplanning extremely costly. To reduce the cost of the optimization step, a 

good estimation of the temperature dependent leakage power will be sought to 

effectively guide the proposed temperature-aware floorplanner. The final optimal 

floorplan, however, can be accurately evaluated by a more accurate thermal/leakage 

analysis, for instance, based on a piecewise linear temperature dependent leakage 

model. 

To seek a relatively simple correspondence between the leakage and the 

temperature, a linear model is adopted as illustrated in Fig. 5.8[30]. For each  
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Figure 5.8 Modeling the temperature dependency of the leakage power using a 

linear model 

active device, or more generally a partitioned circuit block, the average or the 

maximum temperature sensitivity of the leakage power can be selected within a 

certain range of temperature variation. While the former choice corresponds to an 

average temperature dependency the latter represents the worst-case dependency. 

Relating the leakage power distribution with the temperature distribution using 

such linear model leads to 

leak leak,0p p t  (5.6) 

where with the temperature increase t (over ambient temperature), leakp
T

leak,1 leak,2 leak,[ , , , ]Mp p p is the leakage power of the M bins, leak0p
T

leak0,1 leak0,2 leak0,[ , , , ]Mp p p  is the leakage power at the ambient temperature, 

and  is a diagonal matrix given by 

1 leak0,1

2 leak0,2

leak0,M M

p
p

p

 (5.7) 

where i is the temperature sensitivity of the leakage power for the devices 
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located in bin i.

Next, a relationship between the dynamic power and the temperature increase 

will be derived while considering the temperature dependent leakage power. 

Substituting (5.6) into (5.4) and expressing the total power as the sum of the 

dynamic power and the leakage power d leakp p p gives

1
2 2 leak,0 d( ) ( )p t p t pt I F F p  (5.8) 

Finally, using (5.6) the leakage power is given by  

1 1
leak 2 2 leak,0 2 2 d( ( ) ) ( )p t p t p t p tp I I F F p I F F p  (5.9) 

Defining 1
2 2 2( )p t p t p tF I F F , (5.8) will be simplified to  

2 leak,0 d( )p tFt p p  (5.10) 

Given 2p tF , the temperature increase can be rather efficiently computed via a 

matrix-vector multiplication. Hence, one may attempt to pre-characterize 2p tF

using the lookup table based on approach presented in the previous section in 

order to evaluate t  while avoiding expensive dense matrix factorization on the 

fly. To define 2p tF , however, one needs to have  that define the linear dependency 

of the leakage power on the temperature for each bin. As shown in Fig. 5.9, the 

leakage power will be confined to the regions where active devices are placed. 

Therefore,  depends on the floorplan and 2p tF  cannot be pre-characterized. 

In this work, the package and heat sink of the 2.5-D/3-D IC are assumed to be 

thermally well designed such that the system is thermal-runaway free. Thermal 

runaway will happen if the positive feedback between the temperature and the 
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Figure 5.9 Leakage power distribution is confined within the placed circuit blocks 

leakage is too strong such that a huge amount of heat is generated exceeding the 

heat removal capacity of the package and the heat sink. To address the difficulty 

described in the previous section, the special problem property inherent in those 

thermally safe designs will be exploited. The following theoretical results on 

matrix properties are first presented[31].

Proposition 1: The series
0

i

i
A converges if and only if ( ) 1A . Under the

same condition, I A is nonsingular and the above series converges to 1( )I A .

In the above proposition, ( )A  is the spectral radius of matrix A and it is 

equal to the largest absolute value of A’s eigenvalues.  

Theorem 1: For any nonnegative matrix A , 1( )I A is nonsingular and

nonnegative if and only if ( ) 1A .

Notice that a matrix is nonnegative if all its elements are greater or equal to 

zero. For our thermal/leakage problem, it is straightforward to see both 2p tF  and 

 are nonnegative, hence 2p tF  is also nonnegative. It is worth noting that 

1
2 2 2( )p t p t p tF I F F  relates the dynamic power consumption of the design to 

the temperature increase while taking into account the temperature dependent 

leakage power. Since the temperature increases with the power and the leakage 



3-Dimensional VLSI—A 2.5-Dimensional Integration Scheme 

104

increases with temperature, 2p tF must be a nonnegative matrix under normal 

conditions. It follows from Proposition 1 and Theorem 1 that for 2( )p tI F  to 

be nonsingular or 2p tF  to be well defined, it must be true that 2( ) 1p tF .

However, the above the result will only hold when 2p tF  exists and it will not 

be the case if thermal runaway happens under our linear model. In the latter case, 

2p tF  is no longer well defined and the design will burn.  

In this paper, we impose 2( ) 1p tF  as a thermal runaway design constraint

that must be satisfied by the package and heat sink under our linear temperature 

dependent leakage model. Furthermore, we assume that enough design margins 
exists such that 2( )p tF  will be sufficiently away from 1. Under the above 

conditions, 1
2 2 2( )p t p t p tF I F F  can be expanded as a converging series 

according to Theorem 1 as  

1 2
2 2 2 2 2 2 2 2( ) ( ) ( )p t p t p t p t p t p t p t p tF I F F F F F F F  (5.11) 

Equally important, since the spectral radius of 2p tF  is sufficiently away 

from 1, the above series converges fast. This implies that truncating the series 

after the first few terms will lead to a good approximation of 2p tF . In our 

implementation, we keep the first two terms in the expansion and evaluate the 

temperature and the leakage distributions using equations(5.8)) and (5.9) 

accordingly. The benefit of the approach is apparent. Instead of solving a very 

expensive dense matrix factorization problem for every floorplan solution, the 

dominant cost in our approach has been reduced to two (dense) matrix-vector 

products. It should be noted that this approximate approach is only used to 

efficiently evaluate each floorplan and guide the floorplanner. More accurate 

thermal verification can be performed for the final floorplan. 
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5.3.3 2.5-D Thermal Driven Floorplanning Techniques 

We extended out 2.5-D floorplan design tool introduced in the previous sections 

to handle thermal effects. Initially, the 2.5-D/3-D floorplanning optimization is 

accomplished through a simulated annealing engine with a cost function defined as: 

Cost wirelength chip _ area num _ inter _ chip _ contacts  (5.12) 

The cost function is the weighted sum of three components, total wire length, 

layout area, and total number of inter-chip contacts (i.e. interconnects between 

two chips). The three components have different implications: the wire length 

has a different effect on the timing performance, the chip area is the major factor 

determining fabrication cost, and the number of inter-chip contacts affects the 

complexity of the 3-D fabrication process. In our implementation, we select 

and  so that the first two terms can be roughly equal. Thus the floorplanner puts 

almost equal efforts to optimize wire length and chip area. The value of  is 

chosen to reflect the relative “cost”, e.g., footprint, of inter-chip contacts.  

To consider the thermal effects, the cost function is extended by including 

another component, maximum on-chip temperature difference. The new cost 

function is as follows: 

Cost wire _ length chip _ area
           + num _ inter chip contacts
          max{on chip temp diff} (5.13)

Since there are two device layers in the target implementation, we actually 

consider the sum of the maximum on-chip temperature difference of both layers. 

Clearly  determines how much effort the floorplanner will spend on optimizing 
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the temperature difference. In fact, the first three components in Equation (5.12) 

are correlated, i.e. optimizing one of them usually leads to better values for the 

remaining two. On the other hand, often a good temperature profile can only be 

achieved at the cost of a performance penalty, e.g., power-hungry modules along 

the critical path have to be distributed farther apart. The new cost component 

implies a design tradeoff between traditional design objectives and a temperature- 

wise objective. 

During the simulated annealing process, neighboring solutions are explored by 

randomly perturbing the present solution. In our implementation, a random 

perturbation, or a random move, can be one of the three following ways: moving 

a block to another position, changing a block’s aspect ratio, and swapping two 

blocks’ positions. We allow inter-chip moves, which mean that a block can be 

removed from the BSG of one level and inserted into the BSG of another level. 

For the VLSI systems in Category 3, we allow another type of move, which is to 

assign a certain part of a module to another device layer. This is achieved by 

introducing a shadow block for each module. A module and its shadow block are 

assigned to a difference device layer in the 3-D implementation and the area 

assigned between them can be randomly changed. 

During the floorplanning process, when a new solution is generated, we analyze 

the temperature distribution by considering both dynamic and leakage power 

consumptions. Since an on-line thermal analysis would be too expensive in terms 

of CPU time, we instead utilize pre-characterized thermal analysis data. Given an 

intermediate solution, i.e. the assignment of blocks in the 3-D layout as well as 

the aspect ratios of two chips, the thermal distribution results could be derived by 

interpolating pre-computed analysis data as described in the previous sections. 
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5.3.4 Experimental results 

In our experiments, we use the largest three MCNC benchmark circuits, ami33, 

ami49 and playout introduced by Kozminski[14] to evaluate the results of 

thermal-driven floorplanning. We assume a Category 2 setup, although our 

methodology can be straightforwardly applied to Category 3 applications. The 

modules given in the original benchmark are only associated with a relative size, 

i.e. no physical unit is specified. Meanwhile, there’s no dynamic power con- 

sumption information available. To enable the thermal analysis, the module sizes 

are scaled so that the total area is 2 cm2. Our experiments are setup to examine 

the thermal impacts of floorplanning for 3-D/2.5-D ICs fabricated in deeply 

scaled technologies. We assume that 3-D/2.5-D chips are realized using high 

leakage devices in these advanced technologies. Additionally, since we are targeting 

at high power designs such as general purpose microprocessors, graphic processing 

units (GPU) and network processors, we set a relatively high dynamic power of 

150 W. As such, on-chip temperature gradient tends to be large and hence is 

important to control properly. It is assumed that the dynamic power is uniformly 

assigned to each module, i.e. each module has a dynamic power value of 

Pbase 150 W/#modules. As a result, smaller modules will have higher power 

densities. We further assume the first 4 modules consuming 3, 2, 4, and 3 times 

of Pbase. Our results show that, without temperature consideration, an area/wire 

length optimized solution tends to induce a very bad temperature profile. For 

instance, the 3-D floorplan of Benchmark Playout has a maximum temperature of 

180.78  and a temperature gradient of 151.67 .

As we mentioned earlier, the choice of in the cost function actually suggests 

a continuously distributed tradeoff between two design objectives, wire length 
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and temperature gradient. Taking benchmark ami49 as an example, the tradeoff is 

illustrated in Table 5.3, where the first row shows the choice  values and the 

second row lists the initial percentage of the temperature cost in the total cost. 

Under the area/wire length optimization mode ( 0), a solution with good wire 

length is established. However, the maximum on-chip temperature is 110.29 ,

while the temperature gradient is 81.93 . When the value of  increases, we 

observe smaller temperature gradient at the cost of longer wire length. The 

tendency of the tradeoff between wire length and temperature gradient is illustrated 

in Fig. 5.10, where the horizontal-axis is the total wire length and the vertical- 

axis is the on-chip temperature gradient. In fact, our optimization engine is quite 

effective to reduce on-chip temperature gradient: Even with a relatively small 

1, the resultant temperature gradient is only 36.6 . With a relatively large 

temperature gradient, the temperature gradient can be tuned to as small as 12.1 .

Table 5.3 2.5-D thermal-driven floorplans with different weighting factors for 
thermal cost 

Scaling factor 20 10 7.5 5 2.5 1 0 

Temperature cost/ 
Total initial cost 

0.8593 0.4297 0.3611 0.2736 0.1585 0.0701 0.0000 

Total chip area 71600368 65216060 66855012 65234484 63471856 59724924 54925472 

Worst case wire 
length

22340 22144 21094 18896 21388 19876 18728 

Total wire length 2755434 2449634 2159834 2179952 1992604 1680000 1595962 

Maximum tem- 
perature difference 

12.06 16.49 17.59 27.82 29.66 36.6 81.93 

Maximum 
temperature 

66.31 66.83 66.69 71.85 75.01 76.31 110.29 
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Figure 5.10 The distribution of wire length and temperature gradient 

For a general thermal-driven 3-D floorplanning problem, we adopt the following 

rule to set the value for . At the beginning stage,  is set to a value so that the 

cost corresponding to the maximum on-chip temperature difference is around 

15% of total cost. Thus initially the optimization engine will spend major effort 

in reducing wire length. Meanwhile, only those moves with significant impacts 

on the temperature distribution would happen earlier. When solutions with 

relatively satisfying wire length and area have been found, the floorplanner will 

then spend most computational effort to reduce on-chip temperature difference. 

Table 5.4 lists the experimental results of thermal-driven 3-D floorplanning. 

Compared with the area/wire length driven floorplanning results, the peak tem- 

perature reduces by 64.3 , 52.3 , and 112.5 , respectively. The effectiveness 

of our thermal-driven floorplanner is shown in Fig. 5.11. The four drawings of 

temperature distributions are collected at four different stages in the optimization 

process. Obviously, at the beginning stage (Fig. 5.11(a)), the on-chip temperature 

is rather high and there exists a significant temperature gradient. Then both the 
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maximum on-chip temperature and temperature gradient goes down with time to 

a reasonable value at the final stage (Fig. 5.11(d)). Meanwhile, under most 

circumstances, the wire length penalty is fairly mild. Another key observation is 

that, the maximum on-chip temperature has also been effectively lowered, 

although it has not been explicitly considered in the cost function. 

Table 5.4 3-D floorplans with and without thermal concern 

Design Measures of merit 
Area & wire 
length driven

Area, wire 
length & thermal 

driven

Total Area 1485386 2179324 

Worst Case Wirelength 5302 5358 

Total Wirelength 133994 171170 

Maximum On-Chip Temperture Difference ( ) 92.08 27.82 

AMI33

Maximum On-Chip Temperture ( ) 122.92 73.55 

Total Area 54925472 63471856 

Worst Case Wirelength 18728 21388 

Total Wirelength 1595962 1992604 

Maximum On-Chip Temperture Difference ( ) 81.93 29.66 

AMI49

Maximum On-Chip Temperture ( ) 110.29 75.01 

Total Area 143097740 150188832 

Worst Case Wirelength 28562 30996 

Total Wirelength 9232726 10863240 

Maximum On-Chip Temperture Difference ( ) 151.67 39.14 

Playout 

Maximum On-Chip Temperture ( ) 180.78 77.95 
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Figure 5.11 Temperature snapshots of the thermal driven floorplanning with 

Benchmark AMI49. Both the maximum temperature and the temperature gradient 

are reduced during the optimization (see colour plate)

5.4 Observations 

In this chapter, we evaluate the feasibility of the 2.5-D integration on ASIC designs 

at the floorplan level. In the 2.5-D layout implantations, we observed sizable 

wire length reductions. Although the longest path may not be the one with the 

longest wire length, generally the wire length results, especially the top 1% 3% 

longest interconnects in large ASIC/SoC designs would have an important impact 

on the timing behavior[32]. Because of the unpredictability, long wires could 
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serious degrade the timing performance and/or increase design turnaround time. 

Accordingly, the experimental results showed that the 2.5-D implementations 

have a strong potential to achieve a better wire length distribution, which could 

be translated into improved performance and power consumption.  

Our floorplanning tools could serve as the prototype for future 2.5-D system 

designs. A full-fledged 2.5-D floorplanning tool should be equipped with many 

new feature features described as follows. 

Multiple-objective driven floorplan design Our current floorplan tools 

optimize a weighted sum of 4 components, total wire length, chip area, total number 

of inter-chip contacts, and maximal temperature difference on the chip surface. In 

the future, we might need to consider other factors, such as worst-case IR drop and 

data communication volume among blocks. For such a high-dimension solution 

space, an even distribution of optimization effort on multiple components might 

not lead to a good solution. An important extension is to develop a self-adapting 

optimization engine using techniques like particle swarm optimization[33].

Performance driven floorplanning for RF and analog circuits For RF and 

analog circuits, the system partition task is implicitly achieved within the floor- 

planning process. In other words, the floorplanner have to be able to allocate 

different circuit components to different layers to fully employ the advantages of 

2.5-D integration. An important concern for this category of designs is the 

electromagnetic interference (EMI) noise among chips on different layers and in 

different technologies. Here the key requirement is to closely couple an 

electromagnetic analysis engine with the floorplanner. This way, at each stage of 

floorplan evaluation, important analog design metrics such as output Signal-Noise- 

Ratio (SNR)[34] can be assessed. The problem, again, is that a detailed electro- 
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magnetic analysis could be too expensive in terms of CPU time. The solution has 

to be developed by either developing fast evaluation techniques based on a coarser 

grain representation of the target design or interpolating pre-computed data. Besides 

EMI noises, the floorplanner has to also account for larger process variations and 

mismatches among different chips in a 2.5-D system. 
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Abstract This chapter covers the placement solutions for 2.5-D/3-D 

integrated circuits. Based on a partition technique, our placement techniques 

could handle VLSI circuits consisting of both standard cells and macros. 

The detailed result analysis justifies the potential of the 2.5-D integration 

approach to improve system performance and lower interconnect power 

consumption. 
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As we have proved the potential of the 2.5-D integration scheme at the floorplan 

level in the last chapter, it’s appealing to investigate the feasibility at the 
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placement level, which implies a fine-grain partitioning of a VLSI system in a 

2.5-D layout space. By comparing a design’s monolithic and 2.5-D implementations 

at the placement level in terms of wire length distribution, in this chapter we 

assess the feasibility of the 2.5-D integration scheme at a finer abstraction level. 

The goal of the monolithic cell placement problem is to embed a standard cell 

netlist on a two-dimensional plane to optimize certain design objectives. Before 

middle 1990s, the placement problem usually assumes a variable-die model, in 

which the number of routing tracks in a channel (i.e. the space between two 

neighboring cell row) and hence the total chip area could vary[1]. Thus, the 

optimization objective is to minimize both chip area and total wire length. 

Recently, the fix-die model has become dominant. Under such a context, the target 

layout area is fixed before placement and therefore the optimization objective is 

to minimize wire length. There is already a huge body of work focusing on   

the circuit placement problem. Interesting readers please refer to [2 9] for 

representative results. 

The objective of the 2.5-D placement problem is to map a cell netlist (pure 

standard cell or mixed macro/standard cell) to unique positions in a layered space 

as illustrated in Fig. 6.1. The inter-chip contacts are assumed to be placed on top 

of the chip with no need to consume substrate area. We need to differentiate two 

scenarios: hierarchical and flattened design styles. In a hierarchical design set up, 

after the floorplanning step, cells in a block need to be placed. As mentioned in 

the last chapter, a random-logic based block could be split into two chips. The 2.5-D 

placement problem is to assign the cells within such a block to unique positions 

on two chips. On the other hand, in a flattened design style, the 2.5-D placement 

problem is to place both standard cell macros onto stacked chips.  
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Figure 6.1 2.5-D placement problem (see colour plate)

In the following sections of this chapter, we studied the 2.5-D placement problem 

under the above mentioned three formulations: pure standard cell designs with 

inter-chip contacts consuming substrate area, pure standard cell designs with 

inter-chip contacts on top of die surface, and mixed standard cell and macro 

designs corresponding to a flattened design style. 

6.1 Pure Standard Cell Designs 

In this section, we consider the second scenario of 2.5-D placement, where a 

hierarchical design style is applied and the inter-chip contacts can be placed above 

the top-level metal layer.  

Our 2.5-D placement tool is extended from Capo[1], which is a bi-partitioning 

based placement framework. The idea of bi-partitioning based placement is to 

recursively cut the input circuit into two parts so that the number of nets crossing 

partitioning boundary is minimized. With each cut, the layout region associated 

with the input circuit is divided into two smaller ones accordingly. The resultant 

two parts of the original circuit are then assigned into the two sub-regions. The 

process is repeated until every circuit only contains one cell, which means every 
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cell has been mapped to a unique position on the layout. The following list is the 

pseudo code of a typical partitioning based placement algorithm. 

Bipartition Based Placement 

Input: netlist N 

Output: cell location cellLoc[] 

Variables: Q = FIFO queue storing the subnetlists to be partitioned 

Subroutines:

bipartition(Ni); //do FM partitioning on netlist Ni 

extractSubnetlist(Ni, N); //form subnetlist from local and global information 

Q.enqueue(Ni); //insert netlist Ni in the end of queue 

Q.dequeue(); //return the netlist at the head of queue 

Center(Ni); //return the center location of the layout area that contains 

subnetlist Ni 

Begin

NewN  N; 

Q.enqueue(N);

While Q is not empty Loop 

currN  Q.dequeue(); 

(N0, N1)  bipartition(currN); 

For each i = 0 to 1 Loop 

extractSubnetlist(Ni, N); 

Forall cell  Ni Loop 

cellLoc[cell]  center(Ni); 

If (number of cells in Ni > 1) Then 

Q.enqueue(Ni);

Endif

Endfor

   Endfor 

Endwhile

return cellLoc[]; 

End

6.1.1 Placement Techniques 

In the framework of partition based placement, at every stage of the monolithic 
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placement process, a circuit to be partitioned is associated with a planar region of 

the target layout. The circuit along with the layout region is designated as a block 

by Caldwell et al.[1]. In the 2.5-D layout, a circuit is associated with a bounded 

space consisting of two or more layers of layouts lying on different chips in the 

2.5-D stack. We define such a space as a super-block. For the 2.5-D placement 

problem, a recursive partitioning procedure is carried out on the super-blocks. 

The process can be explained using the cube model illustrated in Fig. 6.2. For a 

2.5-D system consisting of two levels of chips, cells should to be mapped to 

unique positions on either top or bottom surface of the cube after the placement 

process. Initially cells are assigned to the inner space of the cube model and not 

assigned to a specific surface. At a given stage, we bi-partition the netlist in a 

super-block and assign each partition to a different device level. We call this 

process as the vertical partitioning procedure. After this step, the placement process 

is continued just as in the 2-D placement problem. 

Figure 6.2 2.5-D placement process 

During the vertical partitioning procedure, an essential issue is that the partition 

results should match the capacity of inter-chip communication resource. On one 

hand, the number of inter-chip contact on a given layout is determined by the 

interconnection technology. If the number of crossing-chip nets is beyond the 
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capacity of 2.5-D interconnects, some nets have to be routed in detour or can be 

even un-routable. On the other hand, if the number of crossing-level nets is too 

small, the potential of 2.5-D technology is not fully exploited.  

In our current implementation, the vertical partitioning procedure is activated 

when the surface of a super-block can accommodate about 50 100 inter-chip 

contacts because we found it’s easier to match the demand and supply of inter- 

chip contact for the circuit at this scale. An effective means to control the number 

of inter-chip nets (i.e. nets with terminals in both levels of chips) during vertical 

partitioning is through balance tolerance, which is the maximum allowed cell area 

difference between the two partitions. Generally speaking, looser tolerance means 

less number of cuts since it allows more flexibility. During vertical partitioning, 

we initially set very tight tolerance, e.g., with 1%, because we want the two 

resultant partitions have roughly identical areas. Here the number of nets being 

cut is not a major concern as long as it’s under the capacity of 2.5-D interconnects. 

After the first run, if the number of inter-chip nets is too large, we perform 

re-partition using a looser tolerance. This process is repeated until a satisfactory 

partition is derived. In our experiments, we always achieve convergence in less 

than three iterations. 

An effective means to control the number of inter-chip nets (i.e. nets with 

terminals in both levels of chips) during vertical partitioning is through setting a 

proper balance tolerance, which is the maximum allowed difference between the 

total cell areas of two partitions. Generally speaking, looser tolerance leads to a 

smaller number of nets being cut due to the larger flexibility, while tighter tolerance 

suggests better control over the total cell areas in the resultant partitions. During 

vertical partitioning, we initially set very tight tolerance, e.g., within 1%, because 

we want to well manage the total cell areas of two resultant partitions. Here the 
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number of cut nets is not a major concern as long as it’s under the capacity of 

2.5-D interconnects. After the first run, if the number of inter-chip nets is too 

large, a re-partition is performed under a looser tolerance. This process is repeated 

until a satisfactory solution is achieved. In our experiments, we always achieve 

convergence in at most two iterations.  

6.1.2 Benchmarks and Layout Model 

Our standard cell benchmarks are from three sources: Sun Micro’s processor 

benchmark suite[10], UCLA Dragon benchmark suite[11], and MCNC benchmarks[12].

These benchmarks have very diverse functionalities and complexities. Sun Micro 

benchmarks listed in Table 6.1.A are typical CPU circuits such as integer unit, float- 

point unit, memory management unit, and large register file. They are delivered  

Table 6.1 Placement benchmarks 
A. PicoJAVA and SPARC benchmark 

Design # Standard Cells # Nets 

icu 14222 9935 

rcu 14393 10676 

ex 21320 15594 

fpu 24561 23347 

iu 53854 42514 

miu 28524 28498 

mregfile 30114 29956 

fpufpc 36922 36793 
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B. Dragon placement benchmark 

Design # Standard Cells # Nets 

IBM01 12282 13056 

IBM02 19321 19291 

IBM03 22207 26104 

IBM04 26633 31328 

IBM05 29347 29647 

IBM06 32185 34935 

IBM07 45135 46885 

IBM08 50977 49228 

IBM09 51746 59454 

IBM10 67692 72760 

IBM11 68525 78843 

IBM12 69663 75157 

IBM13 81508 97574 

IBM14 146009 150262 

IBM15 158244 183684 

IBM16 182137 188324 

IBM17 183102 186764 

IBM18 210323 201560 

C. MCNC placement benchmark 

Design # Standard Cells # Nets 

golem3 100312 144950 
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as Verilog HDL code and synthesized by us using Synopsys Design Compiler[13].

Circuits in the UCLA Dragon benchmark are adapted from different IC designs 

of IBM[14]. Characteristics of these circuits are shown in Table 6.1.B. We also used 

a MCNC benchmark circuit, golem3, because it has a relatively large complexity 

(Table 6.1.C). 

In our placement experiments, we assume a fixed-die, over-the-cell routing 

model. Thus, the layout area of a design is the footprint of all cells plus 10% free 

space. The 2-D layout is mapped to a 2.5-D layout consisting of two stacking chips 

with equal area. All layouts have a square shape. Thus, the dimension of two chips 

in 2.5-D system is that of the corresponding 2-D layout scaled by 0.707. For every 

benchmark circuit, we generate both monolithic (2-D) placement and 2.5-D 

placement.  

6.1.3 Evaluation of Vertical Partitioning Strategies 

As mentioned before, we would perform the vertical partitioning procedure when 

the number of cuts matches the available capacity of vertical communication 

resource. In our experiments, we actually test the 2.5-D placement problem under 

two extreme cases: 1) inter-chip contacts have a very large pitch (e.g., similar to 

the pitch of flip-chip bumps) and the vertical partitioning has to be preformed at 

the first stage of the partition based placement process; 2) inter-chip contacts have 

a very small pitch and the vertical partitioning can be preformed at the finest 

level. Figure 6.3 compares the wire length reductions (compared with monolithic 

solutions) in the 2.5-D placements between these two cases using 5 randomly 

picked benchmark circuits. 

In Fig. 6.3, “VP” is the short for vertical partitioning. The results demonstrate 
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that vertical, inter-chip interconnects do help reduce wire length. Actually, the 

smaller is the pitch, the larger is the number of inter-chip contacts allowed to be 

introduced, and thus the shorter wire length. 

Figure 6.3 Wire length reductions vs. vertical partitioning 

6.1.4 Wire length scaling 

In the partitioning based placement process, nets in a netlist may be cut (by “cut” 

we mean a net has cells in different partitions) at different stages. Generally, nets 

containing more loosely connected cells (which have fewer interconnections among 

them) are cut earlier and they tend to have longer wire length. In other words, nets 

cut at different stages will demonstrate different patterns in the reduction of wire 

length. Figure 6.4 is an illustration of this effect. In this drawing, suppose we 

have both 2-D and 2.5-D layouts for the same design. If the layout dimension of 
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monolithic layout is a, then the layout dimension of 2.5-D placement is 0.707a.

Suppose block A in the monolithic layout is mapped to super block A  in the 

2.5-D layouts and the vertical partitioning is performed on A . It bears mentioning 

that the dimension of A  is correspondingly scaled by 0.707. Let’s consider Net 

1, which is already cut when block A is going to be partitioned. Since the size of 

all blocks crossed by net 1 is scaled down by 0.707, the wire length of Net 1 in 

the 2.5-D layout will be shrunk by 0.707 accordingly. On the other side, the wire 

length of nets inside A like Net 2, will keep unchanged. Of course, partition 

results will not be exactly identical in monolithic and 2.5-D placements, but the 

above analysis holds true statistically.  

Figure 6.4 Monolithic and 2.5-D placements for the same design 

In Fig. 6.5, we pick up the five biggest benchmark circuits, which have the 

same number of partition levels. We group the nets in each design by the partition 

level at which they are first cut during the placement process. The total wire 

length reductions of each group in the 2.5-D placements compared with the 2-D 

equivalents are shown in Fig. 6.5. For these circuits, the 2.5-D partition occurs at 

cut level 11 13. At the final level (level 19), the placer calls a branch-and-bound 

end-case partitioning procedure to complete the detailed placement. Observing  
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Figure 6.5 A profile of wire length reduction 

Fig. 6.5, we can find that the wire lengths of nets that are already cut before 2.5-D 

partitioning are reduced by roughly 30%. Meanwhile, the nets cut after the vertical 

partition procedure usually have their length unchanged. The results reveal the 

potential of the 2.5-D layout to reduce wire length. Besides, the above analysis and 

results also imply a way to predict the wire length reduction using monolithic 

placement data. 

In a typical netlist, there exist some nets with large number of fan-outs (e.g., 

>15, up to several hundreds), which are usually clock and reset signals. In our 

experiments on PicoJAVA and SPARC benchmark circuits[10], these nets have the 

longest wire length but do not appear in the critical path of a design. Hence, 

reducing wire length of these nets will not directly lessen system delay but will 

improve other design metrics such as clock skew, power consumption and routability. 

According to previous analysis, it can be predicted that theoretically the wire 

length values of these nets will be shrunk by 0.707 in the 2.5-D placements. In 

Table 6.2 we compare the wire length results of the large fanout nets measured 
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from 2-D and 2.5-D placements. The worst-case wire lengths of these large-fanout 

nets are all reduced by around 29.3%. In fact, the clock and reset pins will be 

placed almost everywhere on the chip, so the wire length of these nets are 

proportional to chip dimension. As we mentioned earlier, the dimension of 2.5-D 

layout is 0.707 of the dimension of 2-D layout. Consequently, we can conclude 

that the wire length reduction of high-fanout nets is contributed by chip dimension 

shrinking.

Table 6.2 Worst-case wire length reduction for nets with large fan-out 

Design
Longest wirelength 

(2-D)
Longest wirelength 

(2.5-D)
Reduction

icu 308932 220342 28.7% 

rcu 299670 211945 29.3% 

ex 385973 272694 29.3% 

fpu 467628 329740 29.5% 

iu 648055 458127 29.3% 

miu 531126 373847 29.6% 

mregfile 532799 377235 29.2% 

fpufpc 566166 399219 29.5% 

6.1.5 Wire length reduction 

Since the nets with large fan-out number will shrink by a constant factor and do 

not affect system performance directly, we only consider nets with less than 15 

pins in the following discussion. In the results reported in the rest of this paper, 
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we will not take into account the wire length contributed by high fan-out nets in 

our study on wire length distribution. 

For all benchmark circuits listed in Table 6.1, the 2.5-D solution always has 

shorter wire length than the monolithic solution. Thus in Fig. 6.6, we list the 

potential reductions for both total wire length and worst-case wire length in the 

2.5-D placement corresponding to data listed in Table 6.3. On average we can 

achieve significant reductions of 24.8% and 27.65% in total wire length and 

worst-case wire length, respectively. 

We can further compare 2-D and 2.5-D schemes in terms of wire length 

distribution. Figure 6.7 shows wire length distributions in both 2-D and 2.5-D 

placements of a well known MCNC benchmark circuit with 100k gates. Compared 

with its 2-D counterpart, 2.5-D wire length distribution is “compressed” into the 

left, which means there are substantially fewer global and semi-global wires. 

Since global wires usually determine the total signal delay, smaller number of 

them and shorter wire length imply 2.5-D system’s considerable potential for  

Figure 6.6 Wire length reductions of standard cell placement 
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Table 6.3 Wire length comparison of standard cell placements 

Design
Total wire length

(2-D)
Total wire length

(2.5-D)
Reduction

Longest
wire length

(2-D)

Longest
wire length

(2.5-D)
Reduction

icu 4.06759E+07 2.77280E+07 31.8% 95910.7 75360.1 21.4% 

rcu 3.93696E+07 2.90408E+07 26.2% 108478 73949.9 31.8% 

ex 7.96698E+07 5.26400E+07 33.9% 137573 80247.8 41.7% 

fpu 6.82364E+07 5.39649E+07 20.9% 150772 111659 25.9% 

iu 1.87736E+08 1.36806E+08 27.1% 236734 153989 35.0% 

Miu 1.54141E+08 1.14049E+08 26.0% 237650 169804 28.5% 

Mregfile 1.09394E+08 8.41744E+07 23.1% 227715 158299 30.5% 

fpufpc 1.32108E+08 1.04193E+08 21.1% 148956 112457 24.5% 

IBM01 3.03150E+07 2.47958E+07 18.2% 67713.4 43981.9 35.0% 

IBM02 9.25819E+07 7.04567E+07 23.9% 105188 73936.9 29.7% 

IBM03 8.13335E+07 5.98733E+07 26.4% 100067 75768.8 24.3% 

IBM04 1.32613E+08 9.69875E+07 26.9% 109927 75555.7 31.3% 

IBM05 1.26721E+08 9.43262E+07 25.6% 134824 101737 24.5% 

IBM06 9.71956E+07 7.43888E+07 23.5% 135304 96570 28.6% 

IBM07 2.04216E+08 1.55540E+08 23.8% 132125 102555 22.4% 

IBM08 1.64719E+08 1.26468E+08 23.2% 121286 86920.9 28.3% 

IBM09 1.81519E+08 1.40153E+08 22.8% 134641 99949.9 25.8% 

IBM10 3.47150E+08 2.64059E+08 23.9% 166658 126446 24.1% 

IBM11 3.06845E+08 2.28542E+08 25.5% 144663 112518 22.2% 

IBM12 4.36614E+08 3.30509E+08 24.3% 228494 164969 27.8% 

IBM13 3.30063E+08 2.52049E+08 23.6% 173786 136702 21.3% 
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(Continued)    

Design
Total wire length

(2-D)
Total wire length

(2.5-D)
Reduction

Longest
wire length

(2-D)

Longest
wire length

(2.5-D)
Reduction

IBM14 7.68137E+08 5.79874E+08 24.5% 285193 209904 26.4% 

IBM15 8.37679E+08 6.21418E+08 25.8% 303150 188243 37.9% 

IBM16 1.02283E+09 7.95108E+08 22.3% 329106 245067 25.5% 

IBM17 1.43706E+09 1.07380E+09 25.3% 319515 264052 17.4% 

IBM18 8.36957E+08 6.22105E+08 25.7% 318514 231857 27.2% 

Average   24.8%   27.65% 

higher performance. Meanwhile, semi-global wires contribute 60% 70% of total 

wire length according to our experiments. Thus semi-global wires tend to determine 

system power consumption, which is another major concern for today’s VLSI 

system, especially for mobile devices. Consequently, the significantly reduced 

number of semi-global wires in the 2.5-D solution suggests potential of substantial 

power saving. 

Figure 6.7 Wire length distribution of one design
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We actually calculate the interconnection dynamic power consumption using 

the estimated wire length results for the IBM benchmark circuits. The results are 

illustrated in Fig. 6.8. On average, the 2.5-D solutions consume 26.5% less power 

on the wires. 

Figure 6.8 Interconnect power comparison—2-D and 2.5-D solutions 

6.1.6 Wire Length vs. Inter-Chip Contact Pitch 

Here we’ll give an example of analyzing the tradeoff between the pitch of inter- 

chip contacts and the total wire length (which can be a measure of performance). 

The four benchmark circuits in Fig. 6.9 are subsystems (e.g., integer unit, float 

point unit and its controller, etc.) of Sun Micro’s PicoJAVA and SPARC benchmark 

suites[10]. The benchmarks are distributed as RTL Verilog code. They are synthesized 

in a 0.18 mm CMOS library by Synopsys Design Compiler[13] and then placed by 

our 2.5-D placer into two stacked chips. Figure 6.9 shows the normalized wire 
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length of the benchmark circuits in their 2.5-D implementations (For each circuit, 

assuming its wire length is 1 when the pitch of inter-chip contact is 20 m 20 m). 

A general trend in Fig. 6.9 is that the wire length becomes shorter when the pitch 

of inter-chip contacts is smaller. On the other hand, different designs have varied 

sensitivity on the pitch value. For benchmark fpufpc, when pitch size is reduced 

from 8 m 8 m to 5 m 5 m, total wire-length can be reduced by ~20%. On 

the other hand, for the remaining three benchmark circuits, it does not gain much 

to make the pitch smaller than 10 m 10 m. 

Figure 6.9 Wire length vs. pitch of inter-chip contact pitch 

6.2 Mixed Macro and Standard Cell Designs 

The original placement framework of Capo only supports pure standard cell layout. 

However, today typical VLSI designs contain certain number of macros, such as 

embedded memory and IP blocks. In a flattened design flow, placement engine 

has to be able to place macros and standard cells simultaneously. Accordingly, 

we enhance Capo with the capability to handle mixed macro/standard cell layout. 
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We then extend the placement framework into the 2.5-D scenario. 

The layout style using mixed macro/standard cells is proper for VLSI design 

containing IP blocks and embedded memories to be aggressively optimized in a 

flattened manner. In this layout style, a small number of large macros are scattered 

in a “sea” of standard cells. For this layout style, a natural question is whether the 

cell area variability will impair the efficiency of 2.5-D integration. Therefore, we 

enhance our placement framework with capabilities of handling macros.  

Table 6.4 lists the mixed benchmarks we used. These circuits are adapted from 

ISPD98[14] partition suite. The circuits are originally named from IBM01 to IBM18. 

Except circuit IBM05, 17 out of these 18 circuits consist of large number of cells 

with small weight (smaller than 10000) and a few cells with especially large weight 

(far larger than 10000). Consequently, we treat those large cells as macros and assign 

them with randomly chosen aspect ratios. For small cells we set the cell width 

and height consistent with ST Microelectronics’ 0.18 mm library[15].

Table 6.4 Mixed Layout Benchmarks 

Design
# Standard 

Cells
# Macros # Nets 

Area% of All 
Macros 

Area% by The 
Largest Macro 

MIX01 12503 3 14111 7.1 6.37 

MIX02 19330 12 19584 45.6 11.36 

MIX03 22843 10 27401 40.6 10.76 

MIX04 27212 8 31970 28.8 9.16 

MIX06 32320 12 34826 43.6 13.56 

MIX07 45628 11 48117 26.7 4.76 

MIX08 51008 15 50513 35.2 12.10 
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(Continued)    

Design
# Standard 

Cells
# Macros # Nets 

Area% of All 
Macros 

Area% by The 
Largest Macro 

MIX09 53055 55 60902 41.1 5.42 

MIX10 68631 54 75196 62.2 4.80 

MIX11 70097 55 81454 35.5 4.48 

MIX12 70235 204 77240 54.8 6.43 

MIX13 83610 99 99666 35.3 4.22 

MIX14 147024 64 152772 9.9 1.99 

MIX15 161166 21 186608 25.6 11.00 

MIX16 182620 360 190048 45.9 1.89 

MIX17 184646 106 189581 9.0 0.94 

MIX18 210336 5 201920 4.2 0.96 

6.2.1 Placement Techniques 

Compared with pure standard cell placement problem, the difficulty of handling 

mixed macro/standard cell is how to efficiently remove overlap among cells and 

macros. Macros are large physical objects with arbitrary shape, and one macro 

usually interconnects with many small cells. As a result, moving one macro may 

change the solution structure of many small cells. On the other hand, small standard 

cells are more flexible and can accommodate the arbitrarily shaped space unoccupied 

by macros. Consequently, macros and standard cells should be placed concurrently 

in an interleaved manner. 
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In the benchmarks listed in Table 6.4, the largest area percentage of total chip 

area occupied by a single macro is below 14%, which is relatively small. Therefore, 

we believe we can still use the top-down partitioning technique in the placement 

if we carefully control the cut line during partitioning. Unlike the case of standard 

cell placement, where we can use the available tool for the monolithic problem, 

now we have to build both monolithic and 2.5-D placement tools. Again we 

developed this tool on the basis of UCLA’s Capo placer. 

For the intra-level placement problem, we start the placement process just as in 

the pure standard cell problem. When a block contains a macro consuming a certain 

percentage (now it is set as 1/3) of the total block area, we split the block to place 

the macro. A macro-oriented splitting will form three sub-blocks, a sub-block with 

a single macro and two blocks with multiple cells. The splitting direction (vertical 

or horizontal) is selected to make the resultant block with aspect ratio closer to 1. 

We check the average x and y coordinates of the macro’s neighbors to determine 

to which sub-block the macro is assigned. The sub-block containing the macro has 

width (vertical splitting) or height (horizontal splitting) set exactly equal to the 

width or height of the macro. The position of the macro is then fixed. We try all 

four possible orientations for a macro and choose the one with minimum total wire 

length. Next the netlist in the block is partitioned assuming the macro is fixed in one 

partition. The resultant partition without macro is converted into a sub-block. The 

other resultant partition containing the macro is split again. Smaller cells are 

associated with the half layout not occupied by the macro to form a new sub-block. 

The two sub-blocks with multiple smaller cells will be further partitioned and placed. 

The splitting process is illustrated in Fig. 6.10. In this drawing, suppose we are 

going to split a block, which contains a macro. Because neighbors of this macro 
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are all located on the right and bottom side, we assign the macro to the right bottom 

corner of the current block. Then we partition the netlist assuming the macro is 

fixed in the lower half. After partitioning, we will have a macro sub-block and 

other two sub-blocks, one located in the upper half and the other in the left bottom 

corner. To make the 2.5-D extension, we start the vertical partition when a block 

contains 500 standard cells or a macro consumes more than 1/6 of total block 

area. During the vertical partition, we set very tight balance tolerance so that we 

can accurately control the block size for the future placement process. 

Figure 6.10 Block splitting during mixed placement 

6.2.2 Results and Analysis 

In Table 6.5 and Fig. 6.11, we list the wire length comparison between 2-D and 

2.5-D mixed placements. We observe 21.2% and 28.9% reductions in total wire 

length and worst-case length, respectively.  

The above results suggest that the 2.5-D integration scheme again leads to 

significant saving when applied to mixed standard cell/macro layout style. In other 

words, the cell area variance will not affect the feasibility of 2.5-D integration. 
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Table 6.5 Wire length characteristics of mixed placement 

Design
Total wire length 

(2-D)

Total wire length 

(2.5-D)
Reduction

Longest

wire length 

(2-D)

Longest

wire length 

(2.5-D)

Reduction

IBM01 7.92066e+07 5.73135e+07 27.6% 140962 101604 27.9% 

IBM02 1.54282e+08 1.36545e+08 11.5% 206103 132630 35.6% 

IBM03 2.64642e+08 1.93691e+08 26.8% 221095 179942 18.6% 

IBM04 2.67487e+08 2.27015e+08 15.1% 174867 117187 33.0% 

IBM06 1.47301e+08 1.13644e+08 22.8% 168769 112290 33.5% 

IBM07 3.42466e+08 2.60920e+08 23.8% 215115 141372 34.3% 

IBM08 3.28108e+08 2.69640e+08 17.8% 224536 139083 38.1% 

IBM09 4.40590e+08 3.56746e+08 19.3% 245552 186762 23.9% 

IBM10 9.88970e+08 7.68081e+08 22.3% 495177 403773 18.5% 

IBM11 6.29094e+08 5.46109e+08 13.2% 335956 187031 44.3% 

IBM12 1.16658e+09 8.38296e+08 28.1% 354318 287869 18.8% 

IBM13 6.99013e+08 5.98002e+08 14.5% 319335 232427 27.2% 

IBM14 1.08321e+09 8.46040e+08 21.9% 318874 253982 20.4% 

IBM15 1.49327e+09 1.16348e+09 22.1% 493873 282998 42.7% 

IBM16 1.72296e+09 1.37654e+09 21.7% 461148 342712 25.7% 

IBM17 1.90023e+09 1.34852e+09 29.0% 416505 282055 17.7% 

IBM18 9.24663e+08 7.08821e+08 23.3% 323425 221093 31.6% 

Ave.   21.22%   28.93% 
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Figure 6.11 Wire length reductions of mixed placement 

6.3 Observations 

In this chapter, we evaluated the feasibility of 2.5-D integration at placement 

level design representations. Revisiting the classical placement problem under the 

2.5-D integration paradigm, we developed efficient 2.5-D placement techniques 

by extending a partition-based placement framework. Our placement tools could 

handle both hierarchical and flattened design styles. A key feature is that our 

tools could optimize wire length under the constraint of inter-chip interconnection 

resource. A large number of ASIC applications in different design styles were excised 

with our tools. The experimental results proved that the 2.5-D implementations 

would promise improved wire length distribution and thus very likely performance 

improvement over the monolithic implementations. Combined with our floorplan- 

ning and placement results, we observed that 2.5-D integration allows a better 

wire length distribution in all three major layout design styles: block based design, 

hierarchical design, and flattened design. 
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Our 2.5-D placement tools could serve as the starting point to develop a 

full-fledged placement tools set for future 2.5-D/3-D ICs. Specifically, future 

2.5-D placement tools have to be able to optimize multiple cost objectives in 

addition to the traditional wire length and critical path delay. 

Inter-chip routability Besides the conventional routability issues, the inter-die 

wiring congestion can be caused by the mismatch between the routing demand 

for inter-chips contacts and the available routing resource. Such congested regions 

would lead to detoured nets. To solve the problem, the inter-chip routing demand 

and supply have to carefully modeled and updated during the placement process. 

If it’s too difficult to maintain such information during the placement process, the 

2.5-D placement can be followed by a routability driven migration process so 

that the demand can be lowered by moving the least number of place-able objects. 

Hot-spot avoidance To guarantee the correct functionality of an IC, the heat 

generated by devices and wires must be effectively and efficiently removed. The 

2.5-D placement tool has to generate solutions with a relatively even thermal 

map and low peak temperature. There has been a large body of work (e.g., [16,17]) 

proposed to solve the problem. For analytical based placers, the requirement for 

an even thermal can be formulated as a set of equations as constraints. On the 

other hand, under the context of partitioned based placement, a high power cell 

can be bloated to a certain extent so that it can be allocated with a larger white 

space and thus lower power density. 

Timing optimization Generally we can expect better timing in a 2.5-D 

implementation because of the shorter wire length. In addition, the 2.5-D integration 

offers new opportunities to optimize timing performance during the placement 

stage. For instance, it would be very useful if we can migrate an existing 
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placement solution for better timing by folding a long timing path. Alternatively, 

for a long wire in a given chip, we can drop one or more buffers on the other chip 

to reduce the wire delay. The ability of buffer insertion “in the 3rd dimension” is 

important because many times a good buffer location could already be occupied 

when only one device layer is available. 

Multiple user constraints It is very likely that a future 2.5-D placement tool 

has to handle varying user constraints. These constraints can be given in the form 

of clustering requirement. For instance, standard cells in a datapath element will have 

to be placed in a regular manner (either in a 2-D or 2.5-D organization). Another 

form of constraint is the bounding-box constraints. One example is that the power 

and current densities within a given region must honor a given specification to 

avoid reliability issues. In addition, when a process variation map is available, 

the cells on a critical path might need to be placed within a certain region. 
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Abstract In this chapter we propose a roadmap for the development of 

2.5-D integrated VLSI systems. Beginning with relatively simple stacked 

memory chips, we envision that the 2.5-D paradigm will be gradually adopted 

by CPUs, graphic processors, mixed-signal systems, and extremely high- 

performance applications. The 2.5-D technology would unleash the power 

to build VLSI applications that are hard to imagine today. 
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In the previous chapters, the feasibility of 2.5-D integration scheme has been 

justified through extensive design case studies. With the maturation of fabrication, 
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testing, and design technologies, we believe 2.5-D ICs will open new paths to 

build future VLSI applications. It can be expected that new VLSI applications 

would be enabled by the 2.5-D paradigm. Moreover, existing applications would 

be ported to 2.5-D implementations for improved performance and/or reduced 

cost. As illustrated in Fig. 7.1, in this chapter we propose a roadmap with estimated 

time lines for the adoption of 2.5-D paradigm by major VLSI applications. In the 

remaining of this chapter, we will also discuss key design issues and efficient 

system architectures for these applications so that the full potential of 2.5-D 

integration can be realized. 

Figure 7.1 Road map for the development of 2.5-D ICs 

7.1 Stacked Memory 

The stacked memory, or so-called stacked chip scale package (SCSP) memory, 

which has been in the market for a couple of years[1 – 4], could be considered as 
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the 0th generation of 2.5-D integrated systems. In fact, there is no doubt that the 

stacked memory is an ideal solution to address two seemingly contradicting 

requirements for consumer electronic devices. 

Diminishing Weight and Size Targeting a highly competitive market, today’s 

consumer electronic devices have to satisfy stringent weight and size requirements. 

A typical cellular phone has to weigh less than 60 g and occupies no more than 

50 cm2 a PCB area (Just imagine such a phone would had a weight of 800 g and 

a PCB area of 150 cm2 in 1986)[5].

Larger Memory Capacity The memory capacity in typical consumer devices 

has always been increasing. For instance, to support multi-mode (e.g., AMPS+ 

TDMA), multi-band (e.g., 900 and 1800 MHz) communication and PDA 

functionalities, a 3G wireless handset would need 128 Mb flash memory and 

128 Mb DRAM[6]. Figure 7.2 shows the trend of Flash memory capacity in cellular 

phones. A salient trend is that the memory demand has outpaced the memory 

capacity that can be provided by pure scaling[7].

Figure 7.2 Flash memory capacity in cellular phones (adapted from[5])
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7.2 DRAM Integration for Bandwidth-Demanding  
Applications

The performance gap between logic devices and memory has long been a bottleneck 

for modern networking and multimedia applications. It can be foreseen that, 

however, future broadband application would pose even more challenging demand 

for memory bandwidth. In the remaining of this sub-section, we will first review 

the constantly increasing demand for memory bandwidth and then discuss how to 

address the problem under the 2.5-D integration paradigm. 

Here we choose NVidia’s graphic processor units (GPU) to illustrate the trend 

in memory bandwidth demand. Figure 7.3 shows the peak memory bandwidth of 

each generation of GPUs released by NVidia’s. Within each generation of its 

GPU portfolio, actually NVidia’s would provide multiple derivative chips including 

both full-fledged versions and simplified versions targeting different markets 

segments. To make a consistent comparison, in Fig. 7.3 we only consider the 

full-featured, “flagship” products ased in the high-end applications. The data for 

this drawing were compiled from NVidia’s website[8] and two other data-analysis 

websites[9,10], providing detailed technical reviews for video cards. 

It can be observed from Fig. 7.3 that the requirement for peak memory 

bandwidth for NVidia GPUs has increased from 0.53 GB/s to 35.2 GB/s, or a 

factor of 66.7, in a period of 10 years beginning from 1994 (NVidia introduced 

its first GPU, NV1, in 1994). This momentum has to be continued with the 

adoption of advanced graphic features such as the 128-bit floating-point color 

depth and DVD quality real-time computer games. 

Although it already demonstrates many key advantages, the SCSP memory is 

of course not a fully 2.5-D integrated system yet. Most of all, the inter-chip 
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communication has to be routed through I/O pads located on the chip periphery 

(as shown in Fig. 7.4). In other words, the stacking styled assembling is only 

meant to reduce weight and size, but not to improve system performance. 

Beginning from the next section, we will discuss more aggressive adoption of the 

2.5-D scheme. 

Figure 7.3 Peak memory bandwidths of major NVidia GPUs 

Figure 7.4 Intel’s wire-bonded stacked Chip Scale Packaged flash memory (courtesy 

of Intel Corporation)[4]
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Another key observation is that the bandwidth demand has already outpaced 

the bandwidth improvement through process scaling and DRAM technology 

innovations. This effect is illustrated in Fig. 7.5 in which both the available 

memory clock frequency (the area curve in the darker color) and the peak memory 

data rate (the bars in the lighter color) are normalized to their 1994 values 

(66 MHz and 0.53 GB/s, respectively). Apparently, within the same period the 

memory clock has only improved by a factor of 16.7. To compensate for the 

insufficient memory clock frequency, the remaining improvement factor of 4 is 

realized by increasing the width of memory bus from 64 bits and 256 bits. 

However, the problem is that, a larger number of off-chip I/O pins will be 

required, which will pose significant challenges for the package design. A common 

practice to overcome the limited number of pins is to reuse certain pins through  

Figure 7.5 Normalized clock rate vs. peak memory bandwidth of NVidia 
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multiplexing at the cost of performance penalty. Another problem of the I/O pins 

is that they will be running at a very high clock frequency and thus consuming 

considerable amount of power. The above observation, although focused on GPUs, 

also applies to CPU-based applications like general-purpose computing, networking 

processing, and embedded systems. 

In Chapter 3, we have investigated the potential of vertically stacking DRAM 

on top of a microprocessor to improve instruction throughput. Such a potential 

has important implications on the microprocessor industry and other bandwidth- 

demanding applications such as graphic processors and network processors. 

Meanwhile, it is very likely that the investment in developing 2.5-D integration 

technologies could be amortized by the large production volume of such products. 

Therefore, we envision that, therefore, in the timeline of three to five years the 

next major driver for the 2.5-D integration would the stacking of logic and 

memory chips for memory bandwidth demanding applications.  

Future general purpose processor and application specific processor will 

inevitably take the path of parallel processing because of the mismatch of device 

and wire delays (e.g., the area percentage of a microprocessor that can be reached 

in one clock cycle will be less than 0.4% at the 35nm node[9]). Accordingly, future 

processors are likely to be organized as a tile-based multi-processor architecture 

with a 2-D array of regularly placed tiles[11 – 13]. A tile can be composed of a CPU, 

an application specific accelerator, or a DRAM block. These tiles work concurrently 

and communicate with each other through traditional wires or by sending packets.  

It turns out that the 2.5-D regime is an ideal solution for a tiled multiprocessing 

architecture. The logic tile can be mapped to a high-performance CMOS chip and 

DRAM tiles can be allocated to a dedicated DRAM chip. The interface between 

logic and DRAM can be through inter-chip interconnects. With memory chips 



7 A Road map of 2.5-D Integration 

151

directly attached on top of logic chips, inter-chip contacts could provide more 

than enough interconnects for the data traffic between the processing and memory 

tiles. The logic-memory interface can be implemented as low voltage logic running 

at a relatively low clock frequency as long as there are enough pins. Thus, significant 

power saving is expected because the power consumption is linearly proportional 

to the square of voltages. In addition, since memory interface (e.g., access protocol, 

location of inter-chip contacts, etc.) can be standardized and both CPU and 

memory chips are fabricated in large volume, the investment in developing stack 

technologies can be amortized by a large product volume. Such a system is shown 

in Fig. 7.6. 

Figure 7.6 Tile-based multiprocessor architecture 

7.3 Hybrid System Integration 

The 2.5-D integration scheme provides a natural solution for future wireless 

chipsets where hybrid technology parts have to be integrated. We envisage that 

the next milestone of 2.5-D integration would be its deployment in the wireless 

terminals. 
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The communication operation of cellular phones depends on the synergy of a 

set of independent chips fabricated with different technologies. Today a typical 

wireless solution contains at least 6 different technologies: Bi-CMOS for the 

radio transceiver, analog CMOS for the radio and audio codec, digital CMOS for 

digital baseband processor and application processor, flash memory, high voltage 

CMOS for power management, and passives such as SAW filters and inductors[14].

Figure 7.7 illustrates Texas Instruments’ multi-chip platform for a UMTS handset[15].

Figure 7.7 A multi-chip wireless handset solution[15] (courtesy of Texas 

Instruments)

An accelerating trend for today’s cell phones is to support multi-mode, 

multi-standard, and multi-band operations, which require even more complex RF 

front-end circuits. Meanwhile, the communication-oriented cell phone standards 

are converging with wireless broadband access standards WiFi[16] and WiMax 

(806.16d/e)[17]. Wireless terminals are expected to be able to deliver computing, 

computation, and entertainment functionalities virtually anytime, anywhere. As a 

result, a large variety of heterogeneous functionalities could be found on the 



7 A Road map of 2.5-D Integration 

153

handset: video/audio codec, graphics, camera, BlueTooth, GPS, DRAM, Flash 

storage/memory card, FM radio, MEMS accelerometer, USB, and so on. 

To deliver the above functionalities with stringent size, weight, and battery life 

constraints, the integration capacity of the wireless chipset has to continuously 

increase. Although it is likely that designers would likely to consolidate all digital 

components into one single chip in the next wave of integration, how to integrate 

the digital and analog components is still a widely disputed issue (e.g., [18–21]). 

To date, the ‘single-chip’ integrated wireless solution is hindered by the many 

factors as discussed. 

Inability to Build High Quality Passive Components The quality of on-chip 

passive components, especially spiral inductors, is far from satisfactory for general 

wireless phone service. To our best knowledge, the quality (Q) factor of on-chip 

silicon inductors is only between 10 20[22], while off-chip inductors could easily 

achieve a Q factor of 50. Since the phase noise of VCO is primarily determined 

by the Q factor, fully integrated VCOs suffer from a limited tuning range 

(< 10%). As a result, a multi-band, multi-mode handset needs multiple VCOs, 

which occupy a large silicon area. On the other hand, if the tuning range could be 

made larger than 20%, a single VCO could cover up the multiple frequency 

bands of a multi-band, multi-mode handset[21].

Process Incompatibility While digital CMOS technology will continue be 

the carrier of logic circuitry, RF CMOS is only proper for low-end applications 

with relatively low sensitivity requirements[22]. One major limitation of the CMOS 

process is the difficulty of isolation due to the relatively low resistivity of CMOS 

substrate, which is subject to excessively conductive loss from the standard of 

RF applications. On the other hand, a SiGe BiCMOS process has proven to be a 

very competitive candidate technology for RF components due to its superb RF 
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performance and ease to design with [23,24]. 

Scalability Issue Unlike their digital counterpart, analog circuits may not 

always benefit from technology scaling. For instance, some passive components 

have to occupy a relatively constant area to function properly. As a result, for a 

single-chip solution, the analog components will actually become more expensive 

when the fabrication process scales down. Meanwhile, a lower level of supply 

voltage would reduce the dynamic range of analog/RF circuits and impair the signal 

to noise ratio.  

According to the above discussion, a single-chip solution for wireless handsets 

is unlikely to be able to deliver acceptable performance at a cost-efficient level. 

On the other hand, the 2.5-D scheme promises a very elegant way to integrate 

heterogeneous components fabricated with different technologies. As the first 

step of applying the new scheme to the mixed-signal domain, passive components 

can be embedded into the package or built on a separate substrate that could be 

stacked with other chips. Research prototypes (e.g., [25–27]) and early commercial 

products (e.g., [28,29]) have been reported. Figure 7.8 shows two example circuits 

(an in-package inductor and a passive filter) implemented in this manner. The 

advantage of this approach is impressive: the in-package passive components not 

only do not consume on-chip silicon real estate, but also could achieve a very 

high Q factor (60 180 at 1 3 GHz[26]).

For wireless applications, the next milestone along the roadmap of the 2.5-D 

integration would be to build the system on different chips, each with the most 

proper technology optimized for performance and/or cost. The final system can 

be assembled by vertically stacking them. The inter-chip communication can be 

through inter-chip contacts built in between different chips. An extra advantage is 

2.5-D integration naturally fits to a modular design style amenable to reuse. If  
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Figure 7.8 Passive components in package 

each die is designed as a standardized module, a given multi-standard, multi-mode 

cellular chip-set can be implemented by stacking a corresponding combination of 

such dies. The add-on applications such as the digital camera, GPS and BlueTooth 

transceivers can be easily implemented as optional dies and only assembled 

regarding to user customization.  

7.4 Extremely High Performance Systems 

In the time frame of 10 years, we believe the 2.5-D integration will enable the 

VLSI systems to achieve superior performance that is impossible for their monolithic 

implementations. In this section we discuss two such examples. 

In the time frame of 10 years, we believe the 2.5-D integration will enable the 

VLSI systems to achieve superior performance that are impossible for their 

monolithic implementations. In this section we discuss two such examples. 

7.4.1 Highly Integrated Image Sensor System 

As the first example of future high performance 2.5-D integrated systems, we 



3-Dimensional VLSI—A 2.5-Dimensional Integration Scheme 

156

consider a focal plane system (sensitive to either visible lights or infrared radiation 

(e.g., [30,31]) deployed in the terminal-guidance module of air-combat missiles. 

As shown in Fig. 7.9, a typical focal consists of both digital and analog sub-systems. 

The analog sub-system is composed of a detector array and its readout circuits, 

i.e., analog signal processor (ASP), analog-digital conversion (ADC), and other 

auxiliary circuitry. The digital signals from the ADC are sent to the digital 

sub-system including digital signal processing (DSP), application processor, and 

memories. In current solutions, the analog sub-system can be built on a single 

chip[30], while the digital sub-system may need one or two logic chips as well as a 

set of memory chips. 

Figure 7.9 An image sensor system digram 

The performance of current systems is restricted by several factors. First of all, 

high-quality detector depends on complex materials and processes, which are 

very difficult and/or costly to be integrated in a convention semiconductor process. 

Secondly, the inherent paralleling processing potential is poorly utilized. For example, 

although the photon detector cells are organized as a 2-D array, each column of 
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cells have to share the same ASPs and ADCs circuitry due to the space limitation. 

The problem is that the layouts of column ASP and ADC have to be designed to 

be very tall and thin to match the pitch of the detector cell. As a result, the noise 

in the output current due to spatial non-uniformity is extremely hard to overcome 

in such a configuration. Meanwhile, the bus interface between memories and 

logics may also become a performance bottleneck. Thirdly, the ADC must run at 

a very high clock frequency so that all cells in one column can be processed in a 

timed manner. However, a high-speed ADC demands large power consumption. 

Finally, due to the limit of pixel pitch and chip area, designers have to choose 

long signal wires and/or a simplified circuit structure, which could further impair 

the scalability and performance of IR system.  

Under the 2.5-D integration regime, the image sensor can be integrated in a 

3-D ‘cube’ as shown in Fig. 7.10. The whole system consists of a stack of chips, 

which are built in different technologies. The first slice in the cube is the detector 

array, which can be implemented in a specific process to optimize sensitivity to 

the input photonic signals. Note that the substrate of detector materials is usually 

transparent. Hence, the detector chip can be face-to-face bonded with the analog 

signal processing circuitry built on the second slice to maximize sampling efficiency. 

The third slice from the top is an ADC layer. Since a pixel in the detector has an 

area of ~15 μm 15 μm, both the ASP and ADC can be implemented at the pixel 

level[32,33] so as to fully utilize the inherent concurrency. This level of parallel 

processing would allow the ASP and ADC circuitry to work with a very low 

supply voltage for power saving. After analog-to-digital conversion, the digital 

image can be stored in the memory chip built in a dedicated DRAM process. 

Since one frame of image only requires one storing process, the ADC slice and 

memory slice can be bonded in a back-to-back manner and interconnected 
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through a centralized bus. The bottom slice in the cube contains all the digital 

logic fabricated in standard CMOS. The digital logics, especially performance- 

oriented DSP circuits, can be designed with multiple processing pipelines with 

separate memory interfaces to fully utilize the extra bandwidth by the inter-chip 

interconnects.

Figure 7.10 A 2.5-D camera/IR sensor system 

7.4.2 Radar-in-Cube 

As a second example, we consider high-performance, mission-specific radars 

deployed in advanced weapon systems such as unmanned aerial vehicles (UAVs), 

air-to-air combat missiles, and cruise missiles. Modern war environments have 

posed very stringent performance requirements for mission-specific radars. The 

required computation efficiency against volume and power consumption for different 

carriers is shown in Fig. 7.11. The problem is that, the inherent architectural 

complexity of radar systems (Figure 7.12 is a typical system diagram) is far beyond 

the capacity of monolithic integration, while it is very challenging for a multi- 

chip solution to meet all the requirements. 
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Figure 7.11 Computational demands for military radar systems (adapted from[34])

Figure 7.12 Block diagram of a radar system 

It turns out that the 2.5-D “radar-in-cube” offers a shortcut path to build future 

high-performance military radars. Again the system can be integrated in a layered 

manner as illustrated in Fig. 7.13. The chips could be naturally organized into 

vertical pipeline stages for signal processing, while major system component 

could be separately tuned and manufactured for the highest performance. 

Meanwhile, if enough parallelism could be extracted, the whole system could 

work at a lowered voltage supply. Another advantage is the small size and weight 

due to the removal of board level package. 
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Figure 7.13 2.5-D implementation of a radar system 

The design of a radar-in-cube would certainly be very challenging. Among 

various difficulties, the electromagnetic interferences between neighboring device 

layers must be contained. Accordingly, novel isolation techniques need to be 

developed to preclude electromagnetic noise. In addition, highly efficient 

electromagnetic filed solvers are crucial to provide full-system analysis so that 

the electromagnetic noise could be under control. 
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Abstract In this chapter we conclude the book by reviewing the work we 

have done to validate the potential of the 2.5-D integration scheme. Moreover, 

we summarize the major challenges that need to be addressed by 2.5-D 

VLSI design, testing, and fabrication technologies and then propose tentative 

solutions.
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Today’s consumers of electronic appliances have become used to each new 

generation of hardware running faster and offering more functionality but likely 

at a lower price. The incredible pace of development is enabled by the capability 
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of the underlying semiconductor industry to continuously deliver increasing 

integration capacity. The monolithic integration paradigm, however, is facing 

many challenges with the aggressive scaling down of feature size. Especially, it 

is inherently difficult and costly to handle long wires and mixed-technology 

components if the whole system is to be on a single chip. To address the above 

problems, while being able to maintain the momentum of IC functionality increase, 

this research focuses on investigating the 2.5-D circuit integration paradigm. In 

the last chapter of this book, we conclude major contributions of this work and 

propose future research directions.

8.1 Main Contributions and Conclusions 

Through this work, we performed a series of research projects to study the 

feasibility of 2.5-D integration from both cost and performance viewpoints. The 

main contributions are summarized below. 

A Cost Analysis Framework We constructed a cost analysis framework to 

compare various VLSI integration strategies on a unified basis. The cost is measured 

in terms of the actual silicon area consumed to build a working VLSI system. By 

translating the testing cost into an equivalent silicon area, our cost model could 

take into account integration styles involving components with varying defect 

coverage levels. The monolithic System-on-Chip and four non-monolithic integration 

schemes, Multiple-Reticle Wafer, Multi-Chip Module, 2.5-D integration and 3-D 

integration, are considered for the implementation of a target VLSI application 

with a working silicon area of 4 cm2. It is assamed that the target application is 

assumed can be partitioned into multiple parts with identical area and all the 
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parts can be manufactured with the same CMOS process. With our cost analysis 

framework, it has been shown that the 2.5-D integration approach is noticeably 

more cost-effective than other integration schemes under a set of conditions that 

can be met through proper extension of today’s technologies. In fact, the 2.5-D 

integration paradigm could be less expensive than the monolithic integration 

approach by more than 60%. 

Design Case Studies Using the 2.5-D Integration Scheme A series of custom 

design case studies were conducted to evaluate the potential of the 2.5-D integration 

schemes. Specifically, we compared the monolithic and 2.5-D integration schemes 

regarding three different metrics: geometrical characteristics, timing performance, 

and system level throughput. The experimental results proved that the 2.5-D 

integration strategy offers superior flexibility in layout efficiency. It is generally 

possible to find efficient ways to ‘fold’ the long signal path in a 2.5-D 

implementation so that long wire length could be avoided. Meanwhile, the 

integration scheme provides a natural way to combine different technologies and 

design paradigms in a 2.5-D integration system. One such example is that a 

microprocessor and DRAM chips can be individually manufactured and then 

stacked together without the need for off-chip memory bus. A properly designed 

2.5-D VLSI system could thus potentially achieve higher performance in terms 

of timing delay and system level instruction throughput.  

A Series of 2.5-D Physical Design Tools Due to the complexity of modern 

ASIC designs, automatic EDA tools are critical for a successful layout imple- 

mentation. For 2.5-D integrated ASIC systems, additional complexity is introduced 

by the large amount of inter-chip communication resource. To be able to pack an 

ASIC system in a 2.5-D space, we developed 2.5-D floorplanning, placement and 
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routing tools. We also realized that different design scenarios have to be 

distinguished for various design styles. The first scenario is for high granularity 

component based designs. For these designs, we apply floorplanning tools to 

manipulate functional blocks with arbitrary rectilinear shapes. Given the 2.5D 

integration paradigm, we need to further differentiate two situations. Under the 

first situation, all the blocks are undividable, which means although the netlist 

can be assigned to two chips in a 2.5-D system, each block can only stay in a 

specific chip. Under the second situation, some blocks would be 2.5-D dividable, 

which means that they can be split into two chips. The second ASIC design 

scenario is low granularity component based designs. Here we use cell placement 

tools to deal with standard cells. Yet another ASIC design scenario is mixed 

granularity designs, where we need to use mixed placement tools to handle both 

macros and cells. Our tools can be organized into diverse flows for the need of 

different design styles targeting a 2.5-D layout space.  

2.5-D Layout Tools Enabled Design Case Studies We performed a large 

number of ASIC designs using our 2.5-D physical design tools. These designs 

include both academic benchmark circuits and industry applications with varying 

functionalities and complexities. For all ASIC designs, we evaluated the feasibility 

of the 2.5-D integration by comparing the interconnection characteristics between 

the monolithic and 2.5-D layout implementations. The results show that the 

2.5-D integration has a potential for achieving speed/power performances superior 

to equivalent monolithic SoCs. Our experiments also reveal that the potential of 

the 2.5-D integration could only be fully unleashed only if proper automatic 

design tools are available. 
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8.2 Future Work 

With the results from the work reported in this book, we can now answer many 

of the questions that did not have clear answers earlier. Moreover, this research 

opens the path for many new research directions. Since we have already justified 

the superiority of the 2.5-D integration from cost and performance perspectives, 

future work should focus on developing fabrication and test technologies to 

deliver the advantages, as well as efficient system architectures and design tools 

to fully utilize the potential.  

In this section, we will outline important research to address the design, testing, 

and manufacturing issues for 2.5-D ICs illustrated in the Fig. 8.1. below. In Fig. 8.1, 

the two chips are face to face bonded to ensure short vertical inter-chip connections. 

A heat sink is attached on the bulk side of one chip, while flip-chip based area I/Os 

are deployed on the back of the other chip. High performance circuits should be  

Figure 8.1 Area power I/O for 2.5-D integration (see colour plate)
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assigned to the chip with its bulk attached to the heat sink so that the heat build-up 

can be better controlled. Both inter-chip contacts and through-chip vias need to 

be deployed for different types of interconnects. In addition, the upper chip has to 

be thinned to accommodate the through-chip vias so that they can be built with 

reasonable height and pitch.  

8.2.1 Fabrication Technology for 2.5-D Systems 

To achieve true 2.5-D integration, new fabrication technologies have to be 

established. In fact, different chips in a 2.5-D integrated system can be separately 

manufactured with a conventional technology. The most challenging part with 

regcard to the process side is how to build the inter-chip interconnections. In the 

first chapter, we already briefly reviewed the available technologies to interconnect 

two layers of chips under the context of 3-D integration. With these technologies, 

however, the yield loss has to accumulate during the extra processing steps. As 

discussed in Chapter 2, a 3-D IC would be more expensive than its single-chip 

version. To avoid the cumulative yield loss, we believe that the 2.5-D integration 

has to depend on a MEMS based assembling/dissembling technology.  

The key idea is to build a MEMS-based mechanical latch as the interconnection 

gadget. The MEMS-based technology will center on the concept of laterally 

compliant contacts for chip-to-chip interconnection. Figure 8.2 shows a schematic 

of the laterally compliant contact with a clamp extending from its free end. For 

the purpose of this discussion, for now we would assume that the latch is on the 

bottom chip. The corresponding interconnect on the top chip is built as a cylindrical 

stub and can be latched by the clamp. The cantilever-clamp offers an attractive 

solution to tradeoff between compliance and contact forces. Sufficient compliance 
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is desired for compensation of imprecision that arises during fabrication and 

alignment processes as well as thermal mismatch effects, while the contact must be 

stiff enough to ensure an acceptable contact force. The cantilever-clamp decouples 

these two conflicting design needs, as the cantilever can be highly compliant while 

the clamp can be stiff. With current MEMS technology, it is estimated that our 

laterally compliant contacts will have a footprint smaller than 20 m 5 m[1].

Figure 8.2 MEMS based inter-chip contact (see colour plate)

To assemble two chips, a sliding force is applied to either the top chip or the 

bottom chip, and thus the posts that protrude from the upper chip can be guided 

into recesses etched into the lower chip. As each post is pushed from the wide 

end to the narrow end of the corresponding recess, alignment is passively refined[1].

The whole process can be organized into two succeeding stages depending on 

alignment features of varying sizes so that the accuracy can be successively refined. 

The first stage alignment posts are relatively thick for rough alignment and could 

be fabricated from additional thin film deposition and patterning on a CMOS chip. 

On the other hand, the second stage alignment posts can be fabricated from the same 

metallization layers on the CMOS chip as the inter-chip contacts, and are therefore 

highly precise. Upon the completion of the second stage alignment, the contact 

elements can be precisely engaged to form the contact. Such a passive alignment 
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methodology is critical for precise engagement of small footprint lateral contacts. 

During the assembling process, a faulty die could be ‘plugged’ and thus lead to 

accumulative yield loss. To counteract such yield loss, we envision the MEMS 

latch could support re-work to a certain extent. For instance, when a proper force 

in the opposite direction to the assembling process is exerted, the two assembled 

chips can be dissembled. The abilities of assemble and dissemble are critical, 

because otherwise it would be too expensive to build a 2.5-D system.  

When more than two layers of chips are to be stacked in a 2.5-D system, all 

three possible combinations of bonding styles, face-to-face, face-to-back, and 

back-to-back, might have to be applied. To provide a complete interconnection 

solution in the vertical direction through the stack of dies, the laterally compliant 

contacts must be supplemented by through-chip interconnects. Such technologies 

have been developed under the context of both 3-D integration and MEMS. By 

fine tuning processes in high aspect ratio deep reactive ion etching (DRIE), chip 

thinning, and low temperature dielectric deposition and electroplating (please refer 

to survey papers, e.g., [2]), it is feasible to fabricate through-chip interconnection 

holes down to a few microns in diameter.  

8.2.2 Testing Techniques for 2.5-D Integration 

Acceptable yield is a key requirement for the success of 2.5-D IC technologies. 

Effective yield of a stacked IC system will be no better than a very large monolithic 

implementation unless it is possible to test each device layer during the production 

and possibly correcting or skipping the layer. Testability during manufacturing is 

a key problem and requires careful planning of controllability and observability 

points on a layer by layer basis. 
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In the first chapter, we briefly reviewed the potential techniques to solve the 

testing problem for 2.5-D integrated systems. Based on various isolation and self- 

testing methodologies, these testing solutions could well handle the block-based 

design style in which every functional block is located within a specific chip and 

the inter-chip interconnections are only assigned to inter-block wires.  

If the logic assigned to a given layer chip is not self-contained, however, the 

above testing solutions can not be directly applied. As mentioned before, a random 

logic-based function block can be split into two chips if we take a cell-based design 

style and then perform a 2.5-D placement. The resultant number of interconnections 

between two chips could be significant. In fact, we can have as many inter-chip 

contacts as the bonding technology allows, as long as the introduction of them 

could improve system performance. In our experiments, we have seen a 100 K-gate 

circuit partitioned into two parts with ~10 K inter-chip contacts between the two 

parts. When the first chip in a 2.5-D IC is fabricated, however, the resultant 

functional block will only have a partial netlist available and it would be 

extremely difficult to test it before the upper-layer chip is stacked. There are two 

difficulties in this regard, 1) inter-chip contacts are too small for tester access, 

and 2) the number of inter-chip contacts is far beyond of the capacity of current 

testers. The partition also introduces problems for scan-based Design-For-Test 

(DFT) techniques when the cells on a scan chain are assigned into two chips.  

We believe that 2.5-D DFT techniques should be developed to resolve the 

above problems. The test data compression technique would be essential to test a 

partial netlist with a large number of inter-chip contacts based I/O. Extra testing 

circuitry should be inserted so that compressed test results can be accessed through 

conventional testing pads (e.g., on the boundary) of a chip. Meanwhile, scan chains 
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have to be designed to fully connect the inter-chip contacts. In other words, each 

chip has to be equipped with one or more scan chains so as to guarantee the 

controllability and observability of both registers and inter-chip contacts. Only 

with both the test compression and scan chain techniques could a 2.5-D IC be 

tested in a hierarchical and incremental manner. 

Fortunately, as shown in Chapter 2, 2.5-D integration can be more cost effective 

than other approaches in a wide range of defect coverage. As long as we could 

limit the untested chip area to a certain level, the 2.5-D solution could still 

outperform other approaches from a cost point of view. Here a key implication is 

that the testing requirements must be honored by 2.5-D physical design tools so 

as not to generate a partition solution with too low a defect coverage level.  

8.2.3 Design Technology for 2.5-D Integration 

Given the option of 2.5-D integration, the design of future VLSI systems is likely 

to be further complicated. Novel EDA algorithms and tools have to be developed 

to address design challenges in the following three categories. 

Complexity Effects Essential factors leading to the complexity issue include 

the choice of process technology (monolithic versus 3-D, low leakage vs. high 

performance CMOS, RF CMOS vs. GaAs), the selection of power distribution 

network (power mesh, area power I/O vs. peripheral power pads), the combination 

of design technologies (digital, analog, optical, MEMS), the necessity for reusing 

verified components (IP cores, standard buses, memory), the huge number of 

transistors for both logic and memory devices, and the wide range of communication 

protocols available for inter-core transactions (buses, on-chip networks, asynchronous, 

globally asynchronous locally synchronous).  
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Thermal Effects Contributing factors to the heat problem are power density, 

material properties in terms of heat conductivity, placement and performance of 

the heat sinks and other heat dissipation features, Joule heating effects, non-uniform 

substrate temperatures and thermal gradients.  

Manufacturability Effects Critical factors resulting in manufacturability 

problem are physical phenomena that cause IC manufacturing failures, low yields 

due to defects and/or process variations, failure due to inter-layer connections for 

2.5-D ICs, and signal integrity problems due to inaccurate models of the logic 

devices and interconnect.  

To deal with these issues, 2.5-D IC designers must employ realistic models of 

the process technology, circuit fabrics and technology-aware design flows and 

tools. At the front end, exploration tools need to be developed to answer the 

what-if questions and serve the system advisor. Meanwhile, with the wide 

application of System-on-Chip in which one or (increasingly) multiple processors 

have to present in a system, system level EDA tools have to be built to optimize 

system architecture under the 2.5-D integration paradigm. At the back end, physical 

design tools have to pack an input netlist in a 2.5-D layout space. The tools 

constructed in this research could serve as the prototype for the development of 

future academic/commercial tool suite. In this sub-section, we outline the important 

EDA tools that need to be delivered in the coming years for the successful 

deployment of 2.5-D ICs. 

8.2.3.1 2.5-D Architecture Exploration tools 

The results reported in the previous chapters demonstrate that the 2.5-D 

architecture significantly reduces the total wire length and the longest individual 
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wire-length. The objective of this project is to identify and quantify tradeoffs related 

to complexity, thermal and manufacturability effects of 2.5D IC technologies and 

thereby enable an SoC designer to select the optimal 2.5-D technology for his/her 

design specification and requirements. Typical questions are how many silicon 

layers stacked on top of each other, how many metal interconnect layers per 

silicon substrate layers, how many access points to the outputs of logic cells, 

types of logic cells and level of supply voltage used on different silicon substrate 

layers, and so on. These issues can be addressed through development of analytical 

and empirical models for processes and devices and a prototype computer tool 

enabling tradeoff exploration in this complex space with emphasis on design yield. 

Modeling Infrastructure To ensure the effectiveness of abstraction-based 

design methods for tradeoff exploration, accurate modeling of nanometer-scale 

effects is needed to allow meaningful evaluation of relevant design metrics at the 

higher levels. The models must cover not only individual device and wire 

characteristics, but also their behavior when interacting with other components to 

form circuits and gates and so on up the hierarchy. Power, performance, reliability 

and other metrics must be accurately modeled to enable synthesis, mapping and 

physical design algorithms to implement designs of minimal cost and/or highest 

performance. 

Thermal Modeling A key stumbling block in the roadmap of 2.5-D integration 

is excessive heat generation in the 2.5-D stack and the rather limited ability for 

heat removal. Thus analysis tools have to be developed to precisely quantify the 

thermal effects in 2.5-D ICs. With these tools, designers could derive a temperature 

profile at different abstractions levels. The thermal distribution information would 

enable calculation of the mean time to failure (MTTF) and the self-heating effect 
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of interconnects. Another complexity arises from the fact that the leakage current 

is a strong function of temperature and it in turn could affect the thermal profile. 

Therefore, a coupled analysis/simulation environment is, therefore, essential to 

accurately characterize the thermal behavior of 2.5-D ICs.

Electromagnetic Interference (EMI) Modeling One advantage of 2.5-D integ- 

ration is its viability to integrate chips fabricated in different technologies. 

However, when building 2.5-D integrated wireless chipset, however, the digital 

chips might be placed very close to RF circuits and thus the digital switching noise 

could seriously interfere with the RF operation[3]. As a result, the electromagnetic 

interference between digital and analog circuits must be properly modeled so that 

designers could identify major EMI sources/victims and employ various isolation 

features accordingly. 

Power Distribution Modeling Today typically a considerable portion of chip 

area will be devoted to an on-chip power supply network consisting of power 

grid and decoupling capacitance. In a 2.5-D IC, the high-quality on-chip power 

supply network must be designed with exceptional care so as to use the chip area 

efficiently, eliminate potential electromigration failures, and avoid excessive voltage 

drops. Especially, both static IR-drop noise and dynamic Ldi/dt noise have to be 

well controlled by fine tuning the wire width of the power grid. Another extra 

complexity arises due to the uncertainty of workload because modern consumer 

devices tend to use a number of different power modes. 

Parameter Variation Modeling The performance of future 2.5-D ICs will be 

increasingly affected by parameter variations. The sources of variations can be 

classified into two categories: 1) process variations due to the deviation of 

fabrication process, and 2) environment variations resulted from the change of 
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working conditions (e.g., temperature, supply voltage)[4,5]. The impact of parameter 

variations on different design metrics have to be accurately modeled so that 

statistical optimization techniques could be performed to derive a robust solution. 

Automatic Exploration Tools With the above modeling infrastructure, an 

exploration engine can be employed find a (generally Pareto) optimal solution. 

The exploration engine has two major parts: an evaluation engine assessing the 

current solution, and an optimization engine generating the next solution.  

Evaluation Engine The exploration operations have to be efficient enough to 

fast navigate a large solution space. At the present time, SystemC[6] provides an 

efficient compiled simulation framework for fast microarchitecture level evaluation. 

The exploration engine for 2.5-D ICs could be built on the basis of SystemC 

models. The simulation could derive importation like system level throughput 

and data traffic among system modules. The data traffic information could then 

be fed to a communication-driven 2.5-D floorplanner (instead of wire length driven 

because the connection information may not be well defined at this abstraction 

level)[7]. With the floorplan-level layout information provided, various analysis 

engines could use the system profiling information to assess the quality of current 

design solution. 

Optimization Engine The optimization engine can be built in generic optimiza- 

tion frameworks including branch-and-bound, simulated annealing, and genetic 

algorithms. Since multiple optimization objectives have to be considered, the 

objective is to find either a Pareto optimal front or optimize a weighted sum of 

multiple object functions. Efficient heuristics would be required to prune the 

solution space and speed-up the optimization process.
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8.2.3.2 System Level Design Tools 

Future VLSI systems implemented in a 2.5-D integrated manner are likely to 

integrate one or more microprocessors backed up by a memory hierarchy. The 

system functionality will depend on the synergy of both hardware and software 

coordinated by an operating system. Recently system level design has attracted 

significant research effort (e.g., [8,9]). Under the 2.5-D integration paradigm, the 

current work must be extended to take into account a series of new issues. 

Data Placement Given a processor in a 2.5-D multiprocessor system, 

different types of memory modules or memory banks belonging to one memory 

module may be built on different chips and thus have varying timing characteristics. 

Compilers and operation systems would have considerable freedom to control the 

heat build up in a working system. A central problem is how to map system and 

program data into different memory locations. Intuitively, one may consider 

performing a profiling to identify frequently accessed arrays and stack data and 

then map them to faster memory banks on “cooler” layers. Meanwhile, with the 

help of the operating system, it is possible to dynamically move data and map 

instruction address into memory modules distributed into multiple chips so as to 

reduce the heat dissipation in the 2.5-D structure. In case of dynamic data and 

code migration, we must account for the overhead of memory copy operation and 

contrast it with the power savings that may be achieved.  

Dynamic Power Management and Dynamic Voltage and Frequency Scaling 

The key idea is to turn off or slow down the processing units in a 2.5-D IC when 

they are not used or are underutilized. For example, some of the processing circuitry 

in the 2.5-D IC may be power gated or clock gated when they are in deep sleep or 

standby, a processor could run in a lower-frequency mode when full processing 
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power is not necessary, and so on. A static approach is to assign the supply 

voltage level of different voltage islands in a given layer so that the expected 

temperature distribution could match the heat dissipation capability within each 

layer. Since high-speed global buses could be a significant source of heat 

build-up, the bus signaling mechanism (current signaling vs. voltage signaling, 

redundant vs. irredundant, etc.) and physical parameters must be carefully chosen 

so as to achieve a target performance goal while avoiding excessive heat generation 

and temperature-induced reliability problems. Using some error correction coding 

scheme appears to be necessary in 2.5-D designs because of the higher noise 

levels in the 2.5-D structures.  

Architecture Selection The 2.5-D integration would enable revolutionary 

system architectures to exploit processing parallelism at various granularities 

(thread, task, instruction, etc.). Especially, new distributed system architectures 

will be made possible because processors could separately access memory blocks 

stacked on their top. With the extra parallelism extracted, a 2.5-D IC could deploy 

a large number of processing elements with lower working voltage and frequency 

so that power density could be lowered but still deliver target performance.  

8.2.3.3 Physical Design Tool Suite for 2.5-D ASICs 

In the work reported in this book, a prototyping layout synthesis framework for 

2.5-D integrated VLSI systems has been constructed. To provide 2.5-D specific 

optimization, the existing tools have to be extended with new features and at the 

same time new tools have to be developed. 

2.5-D Physical Design The physical design tools developed in this research 

could serve as the blueprint for future 2.5-D ASICs. Besides improving the 
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scalability and stability of tools, many new features have to be delivered to 

construct future 2.5-D IC design tools. 

2.5-D Pin Assignment In a typical ASIC back-end design flow, I/O ports or 

pins of functional blocks have to be assigned to exact locations after creating the 

floorplan or coarse-level placement. For 2.5-D ICs, now a new kind of flexibility 

is that the pins can be located on either the boundary or the top of a block. Thus 

the 2.5-D pin assignment must be able to take advantage such flexibility. Simple 

heuristics for this purpose are building an obstacle-aware minimal-spanning tree 

or Steiner tree for each net. If congestion issues have to be accounted, a more 

expensive but more accurate approach is to call a 2.5-D global router. 

Placement Migration for Routability Besides the conventional routability issues, 

the inter-chip wiring congestion can be caused by the mismatch between the routing 

demand for inter-chips contacts and the available routing resource. 2.5-D physical 

design tools can be enhanced with a routability driven migration process so that 

the demand for inter-chip contacts can be mitigated to an acceptable level by 

moving the least number of place-able objects. 

Placement Migration for Timing Optimization In a 2.5-D IC, we may have 

more freedom to perform timing optimization. For instance, it would be very 

useful if we can tweak an existing placement solution for better timing by folding 

a long timing path. Alternatively, for a long wire in a given chip, we can drop one 

or more buffers on the other chip to reduce the wire delay. 

Thermal Driven Layout Design Heat removal in 2.5-D ICs is likely to 

exacerbate and pose a greater challenge in thermal management. Meanwhile, 

control of leakage power and temperature-induced timing and reliability issues 

must be addressed in realization of such systems. Temperature-aware physical 
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design tools for 2.5-D ICs should be designed in such a way that the important 

interdependency between temperature and leakage power can be taken into account. 

Thermal Driven Floorplan Design By developing efficient physical design 

optimization algorithms in conjunction with effective full-system thermal and 

leakage modeling, the 2.5-D floorplan design must be optimized by considering 

area, wire length, leakage, and temperature gradient. It should be noted that a 

complete run of coupled thermal-electro simulation could be too time-consuming 

to be embedded into the evaluation engine of a floorplanning tool. An efficient 

solution thus has to depend on interpolating pre-characterized data.  

Placement Migration for Hot-Spot Removal The effective and effi-cient removal 

of heat produced by the active devices is essential to guarantee the correct 

functioning of a 2.5-D IC. It is essential to avoid putting too many active devices 

in a region where heat dissipation is difficult. We propose to develop a tool for 

placement migra-tion to achieve desirable heat map and to minimize the interconnect 

length or timing penalty. 

Placement of Heat Removal Features The above techniques could improve 

the heat dissipation characteristics of 2.5-D ICs to a given extent. They could not, 

however, guarantee a satisfying temperature distribution under any conditions. 

Then it is necessary to place additional heat removal features including dummy 

vias (as heat pipes) and thermoelectric refrigerators[10]. The process can be guided 

by an incremental thermal analysis engine. The difficulty lies in the fact that 

there may not be enough free space near the hot spots to place the heat removal 

features. Accordingly, the problem can only be resolved at the floorplan design 

stage by reserving space to honor the thermal budget. 

Power Distribution Power delivery in 2.5-D integrated circuits is one of  
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the most critical challenges influencing the overall system functionality and 

performance. The objective is to deliver one or more stable supply voltages with 

nominal variations to devices on different layers. The power supplies have to be 

distributed through inter-chip contacts with acceptable IR-drop levels. An extra 

level of complexity is that the dynamic Ldi/dt noise in one chip could affect the 

circuit operation in the higher and lower layers of chips. 

2.5-D Power Grid Sizing and Decoupling Capacitance Insertion In a 2.5-D 

IC, a power grid structure has to be designed with the max-imal allowable 

voltage drop and current density on each device layer specified by the designer[11].

The power grid usually has a regular topology but the wire width, the number and 

positions of vias, and the positions of decoupling capacitors must be optimized 

such that the total power grid area and the incurred via costs are minimized. For 

2.5-D ICs, it is likely to have several power grids for different voltage domains. 

In addition, the power rails have to be routed through different chips and thus the 

usage of inter-chip contacts must also be optimized.  

Power I/O Buffer Placement In current high performance VLSI designs, area 

power I/Os are increasingly being deployed to deliver high quality power supply 

superior to the peripheral power pads. Adopting the area I/O for 2.5-D systems is 

complicated by the fact that the face-to-face bonding of two chips is more likely 

to deliver higher performance. Therefor, we envision that a 2.5-D IC could be 

built in a way illustrated by Fig. 8.3. Now two chips are face-to-face bonded with 

a heat sink attached on the back of one chip and flip-chip based area I /Os built 

on the back of the other chip (By “back” we mean the bulk silicon side of a chip). 

The inter-chip contacts could be fabricated with a shorter ‘vertical’ wire length to 

guarantee faster connections. On the other hand, the area power and signal I/Os 
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are routed in through-chip vias, which tend to have a bigger pitch and thus smaller 

resistivity. However, the through-chip vias would consume a given percentage of 

silicon area and thus must be considered a limited resource. Automatic power 

planning tools have to be developed to manipulate the number and location of 

power I/O bumps so as to optimize the induced voltage drop. 

Statistical Design Optimization Our existing layout synthesis framework 

could be enhanced with a statistical static timing analysis engine to account for 

process variation (especially inter-chip) in a systematic manner. For instance, the 

gate sizing and buffer insertion engines, design parameters (e.g., gate oxide thickness, 

channel length) should be treated as random variables so that a statistically robust 

solution can be derived. 

8.2.3.4 2.5-D VLSI Design Flow 

With the design tools proposed earlier in the sub-section, a complete design flow 

for 2.5-D ICs can be established as shown in Fig. 8.3. The input can be in either a 

system-level description or a Register-Transfer Level (RTL) description of the 

target design. The system level description could model both software and 

hardware in a unified manner and would allow fast algorithm exploration, while 

the RTL description has more details and permits more accurate analysis. Currently, 

the conversion from a system level representation to an RTL one is done by hand, 

but new tools (e.g., Cynthesizer by Forte Design Systems[12] are appearing in the 

EDA market to solve the problem automatically.  

The whole design flow can be organized into two stages: (1) Exploration stage 

that navigates through the solution space and rapidly evaluates the design tradeoffs; 

and (2) Implementation stage that synthesizes the final layout for tape-out. 



3-Dimensional VLSI—A 2.5-Dimensional Integration Scheme 

184

Figure 8.3 Design flow for 2.5-D ICs 

Exploration Stage The system exploration stage is essential to answer the 

“what if ” questions that arise in the design process. Starting from either a system 

level description or a RTL representation, a physical prototype (e.g., [13,14]) has to 

be built so that various physical effects can be evaluated. Given an RTL description, 

the physical prototype can be established through a fast synthesis followed by a 
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flattened, coarse-grained 2.5-D placement. To save CPU time, the placement 

process does not need to be completely finished as long as it can provide relatively 

accurate physical information. Based on the coarse-grained placement, a clustering 

process taking into account both geometrical closeness and logic hierarchy can 

be conducted to generate a design hierarchy that is proper for the actual RTL 

synthesis. Constructing a physical prototype from a system-level description  

can be achieved by either first translating it into an RTL representation, or 

directly performing 2.5-D floorplan design using physical information from IP 

characterization.

The physical prototype provides a platform for different analysis engines to 

extract various physical information including timing delay, power consumption, 

power supply characteristics, temperature profile, electromagnetic interference, 

and so on. The results can then be fed to a simulation engine to derive system 

level throughput, which could then be used by the exploration engine to optimize 

system configuration. In addition, compilers and operation systems could use the 

analysis results for both static and dynamic optimization for better performance 

and other metrics. 

The output of the exploration stage is a system configuration in terms of the 

best number of wafers and metal layers as well as the optimum technology for 

each wafer. Meanwhile, the design objectives including timing, thermal, power 

distribution, electromagnetic, and other related budget will also be extracted. 

Implementation Stage Starting from an optimized system configuration, the 

implementation stage could be adapted from today’s advanced design flows 

(e.g., [13,14]). A hierarchical design style is required because different chips in a 

2.5-D IC must be separately designed in parallel. Thus, the implementation design 
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stage should begin with a 2.5-D floorplan design to assign system components to 

different layers of chips. The floorplan solution could also allow designers to 

build a power grid structure. 

Following the floorplan design, different sub-systems should be designed with 

proper flows, e.g., synthesis, placement and routing methodology for a general 

digital system, custom design style for datapaths and high-performance logics, 

and ad-hoc design methodologies for other specific functional blocks. The design 

of each block must honor the budgeting set in the previous design stage. 

Next, all sub-systems should be integrated and incrementally optimized. The 

migration based technologies would be valuable because design iteration to an 

earlier stage would be costly in terms of design cost and turn-around time. 

Finally, the chip level routing could complete all necessary connections and 

make the system ready for final tape-out. 

References

[1] Q. Lin. private communication.

[2] K. Banerjee, S. J. Souri, P. Kapur, K. C. Saraswat. 3-D ICs: a novel chip design for 

improving deep-submicrometer interconnect performance and systems-on-chip integration. 

Proceedings of the IEEE, Vol. 89, 2001, pp. 602 633.

[3] T. Sudo, et al.. Electromagnetic Interference (EMI) of System-on-Package. IEEE Trans. 

on Advanced Packaging, Vol. 27, No. 2, May 2004, pp. 304 314.

[4] S. Borkar, et al.. Design and reliability challenges in nanometer technologies. In: Proc. 

Design Automation Conf., DAC 2004, pp. 75.

[5] S. Borkar, et al.. Parameter variations and impact on circuits and microarchitecture. In: 

Proc. Design Automation Conf., DAC 2003, pp. 338 342.



8 Conclusion and Future Work 

187

[6] SystemC community. http://www.systemc.org/.

[7] J. Hu, Y. Deng, R. Marculescu. System level point-to-point communication synthesis 

using floorplanning information. In: Proc. Asian and South Pacific-DAC/VLSI Conf., 

2002, pp. 573 579.

[8] A. Jerraya, W. Wolf. Multiprocessor Systems-on-Chips. Morgan Kaufmann, Oct. 2004.

[9] B. Bailey, G. Martin, A. Piziali. ESL design and verification. Morgan Kaufmann Publishers, 

2007.

[10] J. Sharp, J. Bierschenk, H. B. Lyon. Overview of solid-state thermoelectric refrigerators 

and possible applications to on-chip thermal management. Proceedings of the IEEE, Vol. 

94, No. 8, Aug. 2006, pp. 1602 1612.

[11] H. Qian, S. R. Nassif, S. S. Sapatnekar. Power Grid Analysis using Random Walks. IEEE 

Trans. on Computer-Aided Design of Integrated Circuits and Systems, Vol. 24, No. 8, 

Aug. 2005, pp. 1204 1224.

[12] C. Maxfield. Got system-level synthesis? [online]. Available. http://www.eetimes.com/ 

news/design/showArticle.jhtml?articleID 60402139. EE Times, 02/18/2005.

[13] Magma Design Automation. The FixedTiming® methodology. [online]. Available: 

http://www.magma-da.com/c/@saRbjwTRmvDx6/Pages/fixedtiming.html.

[14] Cadence. Encounter digital IC design platform. [online]. Available. http://www.cadence.com/

products/digital_ic/index.aspx.



Index

2.5-D floorplan 76–81

2.5-D IC 171–174,178–180,182,185

2.5-D integration 5–7,11–13,21–22,31,144, 

150,151,164–169,173–175,178,179 

2.5-D placement 78,118,119,121,125,130, 

137,140–142,172,185

3-D integration 21,24–26,30,36

bandwidth 4,46,47,56,57,70,147–150

bonding 25,26,182

bounded slice-line grid (BSG) 87

bus 46–55,57–59

cache 57–59,63–68

CMOS 27,70,152,153,158,170,173

cost analysis 21,37,38

critical path 51–55

crossbar 42–45

custom design 85

cycle per instruction (CPI) 62

datapath 50

defect 27–29

design-for-test (DFT) 172

die 4–9,11,29,31,32,34 

DRAM 4,7,12,13,46–50,56,57,59,61,62,70,

146,147,149,150,153,157

electromagnetic interference (EMI) 112, 

176

electronic design automation (EDA) 3

fabrication 7–9,24,26,27,29,31–33,154,170

flash 4,146,152

floorplan 76,77,78,81,84,85,87–92,94,99,

100,102,105,107,110,112 

graphic processing unit (GPU) 2,84,147

heat dissipation 11,93,94,174,178,179,181 

heat removal 93,96,103,175,180,181

hot spot 181

hybrid integration 70

image sensor 155,156,157

integrated circuit (IC) 2,19



Index 

189

inter-chip contact 1,5,8,11,13,25,45,54,55, 

80,88,89,117,121,122,133,134 

interconnect 5,83

known good die 6

L1 cache 62,63,64,66

L2 cache 59,63,64,66

layout 74–81,117–119,180,183 

latency 56–59,61,63,65–68

leakage 94,95,97,99,100–104,106,107,114, 

115,116,176,180,181 

MCNC benchmark 89,107,124,130

macro 78,117,134,136–138 

manufacture 26

mean time to failure (MTTF) 12,175

memory 4,46,47–49,56–71,144–153,156,

157,158,173,178,179

memory wall 4

MEMS 170,171

microprocessor 9,20,42,46,57,58–62,66,

67,70,85,150,161,166

miss rate 63,65,66,68

mixed technology integration 3

monolithic integration 3,22,29

Moore’s Law 2

multi-chip module (MCM) 5

multiple-reticle wafer (MRW) 28

netlist 76,77,87,118,120,121,126,128,137,

138

NVidia 147

package 61,102,103,104,142,149,154,159

partition 117,120,121,138 

passive 153–155

physical design 15,75,84,95,166,167,173,

179,181

PipeRench 50,51,52,56,69,72

placement 12,13,15,24,67,74,75,77,78

power 133

power distribution 54,96,99,100,101,103,

173,176,181

power grid 176,182,186,187

power I/O buffer 182

radar 158,159,160

Rambus 42,46,49,59,71

random logic 75,76,84,85

RDRAM 46–49

re-configurable datapath 50

reuse 7

RF-CMOS 3,11 



3-Dimensional VLSI—A 2.5-Dimensional Integration Scheme 

190

routability 81,128,141,180

routing 69,74–79

scan chain 9,172,173

semiconductor 1

silicon area 21,26,28–36

SimpleScalar 57,62,66

SPICE simulation 54

stacked memory 49,144–146

standard cell 78,118,119,123 

SystemC 177

System-on-Chip (SoC) 3

tape-out 183,186

test 9,10,17,19,20,34,35,37,172,173

thermal 12,83,84,86,93–100,104–111,114, 

115,141,143,170,175,176,180 

vertical parition 128,138

Very Large Scale IC (VLSI) 3

wafer 3,8,20,21–32

wafer bonding 8,24

wire length 83,84,86,88,90,92,95,100,105,

108–112,118,125–130,133,134,138,139, 

140,141,166,174,177,181,182

yield 26–31,36,37

yield model 27



Figure 1.2 An imaginary 2.5-D system 

Figure 3.1 Stick diagram of a monolithic crossbar 



Figure 3.2 Stick diagram of a 2.5-D crossbar 

Figure 3.9 The 2.5-D re-design of PipeRench 



Figure 3.14 CPI with regard to main memory latency and L2 cache miss rate 

Figure 5.11 Temperature snapshots of the thermal driven floorplanning with 
Benchmark AMI49. Both the maximum temperature and the temperature gradient 
are reduced during the optimization 



Figure 6.1 2.5-D placement problem 

Figure 8.1 Area power I/O for 2.5-D integration 

Figure 8.2 MEMS based inter-chip contact 
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