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The emergence of virtual reality applications and human-like interfaces has
given rise to the necessity of producing realistic models of the human body.
Building and animating a synthetic, cartoon-like, model of the human body has
been practiced for many years in the gaming industry and advances in the game
platforms have led to more realistic models, although still cartoon-like. The
issue of building a virtual human clone is still a matter of ongoing research and
relies on effective algorithms which will determine the 3D structure of an ac-
tual human being and duplicate this with a three-dimensional graphical model,
fully textured, by correct mapping of 2D images of the human on the 3D model.

Realistic human animation is also a matter of ongoing research and, in the case
of human cloning, relies on accurate tracking of the 3D motion of a human,
which has to be duplicated by his 3D model. The inherently complex articula-
tion of the human body imposes great difficulties in both the tracking and ani-
mation processes, which are being tackled by specific techniques, such as mod-
eling languages, as well as by standards developed for these purposes. Particu-
larly the human face and hands present the greatest difficulties in modeling and
animation due to their complex articulation and communicative importance in
expressing the human language and emotions.

Within the context of this book, we present the state-of-the-art methods for
analyzing the structure and motion of the human body in parallel with the most
effective techniques for constructing realistic synthetic models of virtual hu-
mans.



vii

The level of detail that follows is such that the book can prove useful to stu-
dents, researchers and software developers. That is, a level low enough to
describe modeling methods and algorithms without getting into image process-
ing and programming principles, which are not considered as prerequisite for
the target audience.

The main objective of this book is to provide a reference for the state-of-the-
art methods delivered by leading researchers in the area, who contribute to the
appropriate chapters according to their expertise. The reader is presented with
the latest, research-level, techniques for the analysis and synthesis of still and
moving human bodies, with particular emphasis on facial and gesture charac-
teristics.

Attached to this preface, the reader will find an introductory chapter which
revises the state-of-the-art on established methods and standards for the analysis
and synthesis of images containing humans. The most recent vision-based hu-
man body modeling techniques are presented, covering the topics of 3D human
body coding standards, motion tracking, recognition and applications. Although
this chapter, as well as the whole book, examines the relevant work in the
context of computer vision, references to computer graphics techniques are
given, as well.

The most relevant international standard established, MPEG-4, is briefly dis-
cussed in the introductory chapter, while its latest amendments, offering an
appropriate framework for the animation and coding of virtual humans, is de-
scribed in detail in Chapter 2. In particular, in this chapter Preda et al. show
how this framework is extended within the new MPEG-4 standardization pro-
cess by allowing the animation of any kind of articulated models, while address-
ing advanced modeling and animation concepts, such as “Skeleton, Muscle and
Skin”-based approaches.

The issue of camera calibration is of generic importance to any computer vision
application and is, therefore, addressed in a separate chapter by Lei, Hendriks
and Katsaggelos. Thus, Chapter 3 presents a comprehensive overview of pas-
sive camera calibration techniques by comparing and evaluating existing ap-
proaches. All algorithms are presented in detail so that they can be directly
implemented.

The detection of the human body and the recognition of human activities and
hand gestures from multiview images are examined by Ozer, Lv and Wolf in
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Chapter 4. Introducing the subject, the authors provide a review of the main
components of three-dimensional and multiview visual processing techniques.
The real-time aspects of these techniques are discussed and the ways in which
these aspects affect the software and hardware architectures are shown. The
authors also present the multiple-camera system developed by their group to
investigate the relationship between the activity recognition algorithms and the
architectures required to perform these tasks in real-time.

Gesture analysis is also discussed by Karpouzis et al. in Chapter 5, along with
facial expression analysis within the context of human emotion recognition. A
holistic approach to emotion modeling and analysis is presented along with ap-
plications in Man-Machine Interaction, aiming towards the next-generation in-
terfaces that will be able to recognize the emotional states of their users.

The face, being the most expressive and complex part of the human body, is the
object of discussion in the following five chapters as well. Chapter 6 examines
techniques for the analysis of facial motion aiming mainly to the understanding
of expressions from monoscopic images or image sequences. In Chapter 7
Eisert also addresses the same problem with his methods, paying particular
attention to understanding and normalizing the illumination of the scene.
Kalberer, Müller and Van Gool present their work in Chapter 8, extending the
state-of-the-art in creating highly realistic lip and speech-related facial motion.

The deformation of three-dimensional human face models guided by the facial
features captured from images or image sequences is examined in Chapters 9
and 10. Kampmann and Zhang propose a solution of varying complexity appli-
cable to video-conferencing systems, while Wen et al. present a framework,
based on machine learning, for the modeling, analysis and synthesis of facial
deformation.

The book concludes with Chapter 11, by Karatzoulis, Davarakis and Tzovaras,
providing a reference to current relevant R&D projects worldwide. This clos-
ing chapter presents a number of promising applications and provides an over-
view of recent developments and techniques in the area of analysis and synthe-
sis techniques for the human body. Technical details are provided for each
project and the provided results are also discussed and evaluated.
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Chapter I

Advances in
Vision-Based Human

Body Modeling
Angel Sappa

Computer Vision Center, Spain

Niki Aifanti
Informatics & Telematics Institute, Greece

Nikos Grammalidis
Informatics & Telematics Institute, Greece

Sotiris Malassiotis
Informatics & Telematics Institute, Greece

Abstract

This chapter presents a survey of the most recent vision-based human body
modeling techniques. It includes sections covering the topics of 3D human
body coding standards, motion tracking, recognition and applications.
Short summaries of various techniques, including their advantages and
disadvantages, are introduced. Although this work is focused on computer
vision, some references from computer graphics are also given. Considering
that it is impossible to find a method valid for all applications, this chapter
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intends to give an overview of the current techniques in order to help in the
selection of the most suitable method for a certain problem.

Introduction

Human body modeling is experiencing a continuous and accelerated growth. This
is partly due to the increasing demand from computer graphics and computer
vision communities. Computer graphics pursue a realistic modeling of both the
human body geometry and its associated motion. This will benefit applications
such as games, virtual reality or animations, which demand highly realistic
Human Body Models (HBMs). At the present, the cost of generating realistic
human models is very high, therefore, their application is currently limited to the
movie industry where HBM’s movements are predefined and well studied
(usually manually produced). The automatic generation of a realistic and fully
configurable HBM is still nowadays an open problem. The major constraint
involved is the computational complexity required to produce realistic models
with natural behaviors. Computer graphics applications are usually based on
motion capture devices (e.g., magnetic or optical trackers) as a first step, in order
to accurately obtain the human body movements. Then, a second stage involves
the manual generation of HBMs by using editing tools (several commercial
products are available on the market).

Recently, computer vision technology has been used for the automatic genera-
tion of HBMs from a sequence of images by incorporating and exploiting prior
knowledge of the human appearance. Computer vision also addresses human
body modeling, but in contrast to computer graphics it seeks more for an efficient
than an accurate model for applications such as intelligent video surveillance,
motion analysis, telepresence or human-machine interface. Computer vision
applications rely on vision sensors for reconstructing HBMs. Obviously, the rich
information provided by a vision sensor, containing all the necessary data for
generating a HBM, needs to be processed. Approaches such as tracking-
segmentation-model fitting or motion prediction-segmentation-model fitting
or other combinations have been proposed showing different performances
according to the nature of the scene to be processed (e.g.. indoor environments,
studio-like environments, outdoor environments, single-person scenes, etc). The
challenge is to produce a HBM able to faithfully follow the movements of a real
person.

Vision-based human body modeling combines several processing techniques
from different research areas which have been developed for a variety of
conditions (e.g., tracking, segmentation, model fitting, motion prediction, the
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study of kinematics, the dynamics of articulated structures, etc). In the current
work, topics such as motion tracking and recognition and human body coding
standards will be particularly treated due to their direct relation with human body
modeling. Despite the fact that this survey will be focused on recent techniques
involving HBMs within the computer vision community, some references to
works from computer graphics will be given.

Due to widespread interest, there has been an abundance of work on human body
modeling during the last years. This survey will cover most of the different
techniques proposed in the bibliography, together with their advantages or
disadvantages. The outline of this work is as follows. First, geometrical primi-
tives and mathematical formalism, used for 3D model representation, are
addressed. Next, standards used for coding HBMs, as well as a survey about
human motion tracking and recognition are given. In addition, a summary of some
application works is presented. Finally, a section with a conclusion is introduced.

3D Human Body Modeling

Modeling a human body first implies the adaptation of an articulated 3D
structure, in order to represent the human body biomechanical features. Sec-
ondly, it implies the definition of a mathematical model used to govern the
movements of that articulated structure.

Several 3D articulated representations and mathematical formalisms have been
proposed in the literature to model both the structure and movements of a human
body. An HBM can be represented as a chain of rigid bodies, called links,
interconnected to one another by joints. Links are generally represented by
means of sticks (Barron & Kakadiaris, 2000), polyhedrons (Yamamoto et al.,
1998), generalized cylinders (Cohen, Medioni & Gu, 2001) or superquadrics
(Gavrila & Davis, 1996). A joint interconnects two links by means of rotational
motions about the axes. The number of independent rotation parameters will
define the degrees of freedom (DOF) associated with a given joint. Figure 1
(left) presents an illustration of an articulated model defined by 12 links (sticks)
and ten joints.

In computer vision, where models with only medium precision are required,
articulated structures with less than 30 DOF are generally adequate. For
example, Delamarre & Faugeras (2001) use a model of 22 DOF in a multi-view
tracking system. Gavrila & Davis (1996) also propose the use of a 22-DOF
model without modeling the palm of the hand or the foot and using a rigid head-
torso approximation. The model is defined by three DOFs for the positioning of
the root of the articulated structure, three DOFs for the torso and four DOFs for
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each arm and each leg. The illustration presented in Figure 1 (left) corresponds
to an articulated model defined by 22 DOF.

On the contrary, in computer graphics, highly accurate representations consist-
ing of more than 50 DOF are generally selected. Aubel, Boulic & Thalmann
(2000) propose an articulated structure composed of 68 DOF. They correspond
to the real human joints, plus a few global mobility nodes that are used to orient
and position the virtual human in the world.

The simplest 3D articulated structure is a stick representation with no associated
volume or surface (Figure 1 (left)). Planar 2D representations, such as the
cardboard model, have also been widely used (Figure 1 (right)). However,
volumetric representations are preferred in order to generate more realistic
models (Figure 2). Different volumetric approaches have been proposed,
depending upon whether the application is in the computer vision or the computer
graphics field. On one hand, in computer vision, where the model is not the
purpose, but the means to recover the 3D world, there is a trade-off between
accuracy of representation and complexity. The utilized models should be quite
realistic, but they should have a low number of parameters in order to be
processed in real-time. Volumetric representations such as parallelepipeds,

Figure 1. Left: Stick representation of an articulated model defined by 22
DOF.  Right: Cardboard person model.
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cylinders (Figure 2 (left)), or superquadrics (Figure 2 (right)) have been largely
used. Delamarre & Faugeras (2001) propose to model a person by means of
truncated cones (arms and legs), spheres (neck, joints and head) and right
parallelepipeds (hands, feet and body). Most of these shapes can be modeled
using a compact and accurate representation called superquadrics. Superquadrics
are a family of parametric shapes that can model a large set of blob-like objects,
such as spheres, cylinders, parallelepipes and shapes in between. Moreover, they
can be deformed with tapering, bending and cavities (Solina & Bajcsy, 1990).

On the other hand, in computer graphics, accurate surface models consisting of
thousands of polygons are generally used. Plänkers & Fua (2001) and Aubel,
Boulic & Thalmann (2000) present a framework that retains an articulated
structure represented by sticks, but replace the simple geometric primitives by
soft objects. The result of this soft surface representation is a realistic model,
where body parts such as chest, abdomen or biceps muscles are well modeled.

By incorporating a mathematical model of human motion in the geometric
representation, the HBM comes alive, so that an application such as human body
tracking may be improved. There are a wide variety of ways to mathematically
model articulated systems from a kinematics and dynamics point of view. Much
of these materials come directly from the field of robotics (Paul, 1981; Craig

Figure 2. Left: Volumetric model defined by 10 cylinders – 22 DOF. Right:
Volumetric model built with a set of superquadrics – 22 DOF.
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1989). A mathematical model will include the parameters that describe the links,
as well as information about the constraints associated with each joint. A model
that only includes this information is called a kinematic model and describes the
possible static states of a system. The state vector of a kinematic model consists
of the model state and the model parameters. A system in motion is modeled
when the dynamics of the system are modeled as well. A dynamic model
describes the state evolution of the system over time. In a dynamic model, the
state vector includes linear and angular velocities, as well as position (Wren &
Pentland, 1998).

After selecting an appropriate model for a particular application, it is necessary
to develop a concise mathematical formulation for a general solution to the
kinematics and dynamics problem, which are non-linear problems. Different
formalism have been proposed in order to assign local reference frames to the
links. The simplest approach is to introduce joint hierarchies formed by indepen-
dent articulation of one DOF, described in terms of Euler angles. Hence, the body
posture is synthesized by concatenating the transformation matrices associated
with the joints, starting from the root. Despite the fact that this formalism suffers
from singularities, Delamarre & Faugeras (2001) propose the use of composi-
tions of translations and rotations defined by Euler angles. They solve the
singularity problems by reducing the number of DOFs of the articulation.

3D Human Body Coding Standards

As it was mentioned in the previous section, an HBM consists of a number of
segments that are connected to each other by joints. This physical structure can
be described in many different ways. However, in order to animate or inter-
change HBMs, a standard representation is required. This standardization allows
compatibility between different HBM processing tools (e.g., HBMs created
using one editing tool could be animated using another completely different tool).
In the following, the Web3D H-anim standards, the MPEG-4 face and body
animation, as well as MPEG-4 AFX extensions for humanoid animation, are
briefly introduced.

The Web3D H-Anim Standards

The Web3D H-anim working group (H-anim) was formed so that developers
could agree on a standard naming convention for human body parts and joints.
The human form has been studied for centuries and most of the parts already
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have medical (or Latin) names. This group has produced the Humanoid
Animation Specification (H-anim) standards, describing a standard way of
representing humanoids in VRML. These standards allow humanoids created
using authoring tools from one vendor to be animated using tools from another.
H-anim humanoids can be animated using keyframing, inverse kinematics,
performance animation systems and other techniques. The three main design
goals of H-anim standards are:

• Compatibility: Humanoids should be able to display/animate in any VRML
compliant browser.

• Flexibility: No assumptions are made about the types of applications that
will use humanoids.

• Simplicity: The specification should contain only what is absolutely neces-
sary.

Up to now, three H-anim standards have been produced, following developments
in VRML standards, namely the H-anim 1.0, H-anim 2.0 and H-anim 2001
standards.

The H-anim 1.0 standard specified a standard way of representing humanoids in
VRML 2.0 format. The VRML Humanoid file contains a set of Joint nodes, each
defining the rotation center of a joint, which are arranged to form a hierarchy.
The most common implementation for a joint is a VRML Transform node, which
is used to define the relationship of each body segment to its immediate parent,
although more complex implementations can also be supported.  Each Joint node
can contain other Joint nodes and may also contain a Segment node, which
contains information about the 3D geometry, color and texture of the body part
associated with that joint. Joint nodes may also contain hints for inverse-
kinematics systems that wish to control the H-anim figure, such as the upper and
lower joint limits, the orientation of the joint limits, and a stiffness/resistance
value. The file also contains a single Humanoid node, which stores human-
readable data about the humanoid, such as author and copyright information. This
node also stores references to all the Joint and Segment nodes. Additional nodes
can be included in the file, such as Viewpoints, which may be used to display the
figure from several different perspectives.

The H-anim 1.1 standard has extended the previous version in order to specify
humanoids in the VRML97 standard (successor of VRML 2.0). New features
include Site nodes, which define specific locations relative to the segment, and
Displacer nodes that specify which vertices within the segment correspond to
a particular feature or configuration of vertices. Furthermore, a Displacer node
may contain “hints” as to the direction in which each vertex should move, namely
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a maximum 3-D displacement for each vertex. An application may uniformly
scale these displacements before applying them to the corresponding vertices.
For example, this field is used to implement Facial Definition and Animation
Parameters of the MPEG-4 standard (FDP/FAP).

Finally, the H-anim 2001 standard does not introduce any major changes, e.g.,
new nodes, but provides better support of deformation engines and animation
tools. Additional fields are provided in the Humanoid and the Joint nodes to
support continuous mesh avatars and a more general context-free grammar is
used to describe the standard (instead of pure VRML97, which is used in the two
older H-anim standards). More specifically, a skeletal hierarchy can be defined
for each H-anim humanoid figure within a Skeleton field of the Humanoid node.
Then, an H-anim humanoid figure can be defined as a continuous piece of
geometry, within a Skin field of the Humanoid node, instead of a set of discrete
segments (corresponding to each body part), as in the previous versions. This
Skin field contains an indexed face set (coordinates, topology and normals of skin
nodes). Each Joint node also contains a SkinCoordWeight field, i.e., a list of
floating point values, which describes the amount of “weighting” that should be
used to affect a particular vertex from a SkinCoord field of the Humanoid node.
Each item in this list has a corresponding index value in the SkinCoordIndex
field of the Joint node, which indicates exactly which coordinate is to be
influenced.

Face and Body Animation in the MPEG-4 Standard

The MPEG-4 SNHC (Synthetic and Natural Hybrid Coding) group has standard-
ized two types of streams in order to animate avatars:

• The Face/Body Definition Parameters (FDP/BDP) are avatar-specific
and based on the H-anim specifications. More precisely the MPEG-4 BDP
Node contains the H-anim Humanoid Node.

• The Face/Body Animation Parameters (FAP/BAP) are used to animate
face/body models. More specifically, 168 Body Animation Parameters
(BAPs) are defined by MPEG-4 SNHC to describe almost any possible
body posture. A single set of FAPs/BAPs can be used to describe the face/
body posture of different avatars. MPEG-4 has also standardized the
compressed form of the resulting animation stream using two techniques:
DCT-based or prediction-based. Typical bit-rates for these compressed
bit-streams are two kbps for the case of facial animation or 10 to 30 kbps
for the case of body animation.
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In addition, complex 3D deformations that can result from the movement of
specific body parts (e.g., muscle contraction, clothing folds, etc.) can be modeled
by using Face/Body Animation Tables (FAT/BATs). These tables specify a set
of vertices that undergo non-rigid motion and a function to describe this motion
with respect to the values of specific FAPs/BAPs. However, a significant
problem with using FAT/BAT Tables is that they are body model-dependent and
require a complex modeling stage. On the other hand, BATs can prevent
undesired body animation effects, such as broken meshes between two linked
segments. In order to solve such problems, MPEG-4 addresses new animation
functionalities in the framework of AFX group (a preliminary specification has
been released in January 2002) by including also a generic seamless virtual model
definition and bone-based animation. Particularly, the AFX specification de-
scribes state of the art components for rendering geometry, textures, volumes
and animation. A hierarchy of geometry, modeling, physics and biomechanical
models are described along with advanced tools for animating these models.

AFX Extensions for Humanoid Animation

The new Humanoid Animation Framework, defined by MPEG-4 SNHC (Preda,
2002; Preda & Prêteux, 2001) is defined as a biomechanical model in AFX and
is based on a rigid skeleton. The skeleton consists of bones, which are rigid
objects that can be transformed (rotated around specific joints), but not de-
formed. Attached to the skeleton, a skin model is defined, which smoothly
follows any skeleton movement.

More specifically, defining a skinned model involves specifying its static and
dynamic (animation) properties. From a geometric point of view, a skinned model
consists of a single list of vertices, connected as an indexed face set. All the
shapes, which form the skin, share the same list of vertices, thus avoiding seams
at the skin level during animation. However, each skin facet can contain its own
set of color, texture and material attributes.

The dynamic properties of a skinned model are defined by means of a skeleton
and its properties. The skeleton is a hierarchical structure constructed from
bones, each having an influence on the skin surface. When bone position or
orientation changes, e.g., by applying a set of Body Animation Parameters,
specific skin vertices are affected. For each bone, the list of vertices affected
by the bone motion and corresponding weight values are provided. The weighting
factors can be specified either explicitly for each vertex or more compactly by
defining two influence regions (inner and outer) around the bone. The new
position of each vertex is calculated by taking into account the influence of each
bone, with the corresponding weight factor. BAPs are now applied to bone nodes
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and the new 3D position of each point in the global seamless mesh is computed
as a weighted combination of the related bone motions.

The skinned model definition can also be enriched with inverse kinematics-
related data. Then, bone positions can be determined by specifying only the
position of an end effector, e.g., a 3D point on the skinned model surface. No
specific inverse kinematics solver is imposed, but specific constraints at bone
level are defined, e.g., related to the rotation or translation of a bone in a certain
direction. Also muscles, i.e., NURBS curves with an influence region on the
model skin, are supported. Finally, interpolation techniques, such as simple linear
interpolation or linear interpolation between two quaternions (Preda & Prêteux,
2001), can be exploited for key-value-based animation and animation compres-
sion.

Human Motion Tracking and
Recognition

Tracking and recognition of human motion has become an important research
area in computer vision. Its numerous applications contributed significantly to
this development. Human motion tracking and recognition encompasses chal-
lenging and ill-posed problems, which are usually tackled by making simplifying
assumptions regarding the scene or by imposing constraints on the motion.
Constraints, such as making sure that the contrast between the moving people
and the background should be high and that everything in the scene should be
static except for the target person, are quite often introduced in order to achieve
accurate segmentation. Moreover, assumptions such as the lack of occlusions,
simple motions and known initial position and posture of the person, are usually
imposed on the tracking processes. However, in real-world conditions, human
motion tracking constitutes a complicated problem, considering cluttered back-
grounds, gross illumination variations, occlusions, self-occlusions, different
clothing and multiple moving objects.

The first step towards human tracking is the segmentation of human figures from
the background. This problem is addressed either by exploiting the temporal
relation between consecutive frames, i.e., by means of background subtraction
(Sato & Aggarwal, 2001), optical flow (Okada, Shirai & Miura, 2000) or by
modeling the image statistics of human appearance (Wren et al., 1997). The
output of the segmentation, which could be edges, silhouettes, blobs etc.,
comprises the basis for feature extraction. In tracking, feature correspondence
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is established in order to locate the subject. Tracking through consecutive frames
commonly incorporates prediction of movement, which ensures continuity of
motion, especially when some body parts are occluded. Some techniques focus
on tracking the human body as a whole, while other techniques try to determine
the precise movement of each body part, which is more difficult to achieve, but
necessary for some applications. Tracking may be classified as 2D or 3D. 2D
tracking consists in following the motion in the image plane either by exploiting
low-level image features or by using a 2D human model. 3D tracking aims at
obtaining the parameters, which describe body motion in three dimensions. The
3D tracking process, which estimates the motion of each body part, is inherently
connected to 3D human pose recovery. However, tracking either 2D or 3D may
also comprise a prior, but significant, step to recognition of specific movements.

3D pose recovery aims at defining the configuration of the body parts in the 3D
space and estimating the orientation of the body with respect to the camera. Pose
recovery techniques may be roughly classified as appearance-based and model-
based. Our survey will mainly focus on model-based techniques, since they are
commonly used for 3D reconstruction. Model-based techniques rely on a
mathematical representation of human body structure and motion dynamics. The
type of the model used depends upon the requisite accuracy and the permissible
complexity of pose reconstruction. Model-based approaches usually exploit the
kinematics and dynamics of the human body by imposing constraints on the
model’s parameters. The 3D pose parameters are commonly estimated by
iteratively matching a set of image features extracted from the current frame
with the projection of the model on the image plane. Thus, 3D pose parameters
are determined by means of an energy minimization process.

Instead of obtaining the exact configuration of the human body, human motion
recognition consists of identifying the action performed by a moving person.
Most of the proposed techniques focus on identifying actions belonging to the
same category. For example, the objective could be to recognize several aerobic
exercises or tennis strokes or some everyday actions, such as sitting down,
standing up, or walking.

Next, some of the most recent results addressing human motion tracking and 3D
human pose recovery in video sequences, using either one or multiple cameras,
are presented. In this subsection, mainly 3D model-based tracking approaches
are reviewed. The following subsection introduces whole-body human motion
recognition techniques. Previous surveys of vision-based human motion analysis
have been carried out by Cédras & Shah (1995), Aggarwal & Cai (1999), Gavrila
(1999), and Moeslund & Granum (2001).
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Human Motion Tracking and 3D Pose Recovery

The majority of model-based human motion tracking techniques may be classi-
fied into two main categories. The first one explicitly poses kinematic constraints
to the model parameters, for example, by means of Kalman filtering or physics-
based modeling. The second one is based on learning the dynamics of low-level
features or high-level motion attributes from a set of representative image
sequences, which are then used to constrain the model motion, usually within a
probabilistic tracking framework. Other subdivisions of the existing techniques
may rely on the type of the model or the type of image features (edges, blobs,
texture) used for tracking.

Tracking relies either on monocular or multiple camera image sequences. This
comprises the classification basis in this subsection. Using monocular image
sequences is quite challenging, due to occlusions of body parts and ambiguity in
recovering their structure and motion from a single perspective view (different
configurations have the same projection). On the other hand, single camera
views are more easily obtained and processed than multiple camera views.

In one of the most recent approaches (Sminchisescu & Triggs, 2001), 3D human
motion tracking from monocular sequences is achieved by fitting a 3D human
body model, consisting of tampered superellipsoids, on image features by means
of an iterative cost function optimization scheme. The disadvantage of iterative
model fitting techniques is the possibility of being trapped in local minima in the
multidimensional space of DOF. A multiple-hypothesis approach is proposed
with the ability of escaping local minima in the cost function. This consists of
observing that local minima are most likely to occur along local valleys in the cost
surface. In comparison with other stochastic sampling approaches, improved
tracking efficiency is claimed.

In the same context, the algorithm proposed by Cham & Rehg (1999) focuses on
2D image plane human motion using a 2D model with underlying 3D kinematics.
A combination of CONDENSATION style sampling with local optimization is
proposed. The probability density distribution of the tracker state is represented
as a set of modes with piece-wise Gaussians characterizing the neighborhood
around these modes. The advantage of this technique is that it does not require
the use of discrete features and is suitable for high-dimensional state-spaces.

Probabilistic tracking such as CONDENSATION has been proven resilient to
occlusions and successful in avoiding local minima. Unfortunately, these ad-
vances come at the expense of computational efficiency. To avoid the cost of
learning and running a probabilistic tracker, linear and linearised prediction
techniques, such as Kalman or extended Kalman filtering, have been proposed.
In this case, a strategy to overcome self-occlusions is required. More details on
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CONDENSATION algorithms used in tracking and a comparison with the
Kalman filters can be found in Isard & Blake (1998).

In Wachter & Nagel (1999), a 3D model composed of right-elliptical cones is
fitted to consecutive frames by means of an iterated extended Kalman filter. A
motion model of constant velocity for all DOFs is used for prediction, while the
update of the parameters is based on a maximum a-posteriori estimation
incorporating edge and region information. This approach is able to cope with
self-occlusions occurring between the legs of a walking person. Self-occlusions
are also tackled in a Bayesian tracking system presented in Howe, Leventon &
Freeman (1999). This system tracks human figures in short monocular se-
quences and reconstructs their motion in 3D. It uses prior information learned
from training data. Training data consists of a vector gathered over 11 succes-
sive frames representing the 3D coordinates of 20 tracked body points and is
used to build a mixture-of-Gaussians probability density model. 3D reconstruc-
tion is achieved by establishing correspondence between the training data and
the features extracted. Sidenbladh, Black & Sigal (2002) also use a probabilistic
approach to address the problem of modeling 3D human motion for synthesis and
tracking. They avoid the high dimensionality and non-linearity of body movement
modeling by representing the posterior distribution non-parametrically. Learning
state transition probabilities is replaced with an efficient probabilistic search in
a large training set. An approximate probabilistic tree-search method takes
advantage of the coefficients of a low-dimensional model and returns a particular
sample human motion.

In contrast to single-view approaches, multiple camera techniques are able to
overcome occlusions and depth ambiguities of the body parts, since useful motion
information missing from one view may be recovered from another view.

A rich set of features is used in Okada, Shirai & Miura (2000) for the estimation
of the 3D translation and rotation of the human body. Foreground regions are
extracted by combining optical flow, depth (which is calculated from a pair of
stereo images) and prediction information. 3D pose estimation is then based on
the position and shape of the extracted region and on past states using Kalman
filtering. The evident problem of pose singularities is tackled probabilistically.

A framework for person tracking in various indoor scenes is presented in Cai &
Aggarwal (1999), using three synchronized cameras. Though there are three
cameras, tracking is actually based on one camera view at a time. When the
system predicts that the active camera no longer provides a sufficient view of
the person, it is deactivated and the camera providing the best view is selected.
Feature correspondence between consecutive frames is achieved using Baye-
sian classification schemes associated with motion analysis in a spatial-temporal
domain. However, this method cannot deal with occlusions above a certain level.
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Dockstader & Tekalp (2001) introduce a distributed real-time platform for
tracking multiple interacting people using multiple cameras. The features
extracted from each camera view are independently processed. The resulting
state vectors comprise the input to a Bayesian belief network. The observations
of each camera are then fused and the most likely 3D position estimates are
computed. A Kalman filter performs state propagation in time. Multi-viewpoints
and a viewpoint selection strategy are also employed in Utsumi et al. (1998) to
cope with self-occlusions and human-human occlusions. In this approach,
tracking is based on Kalman filtering estimation as well, but it is decomposed into
three sub-tasks (position detection, rotation angle estimation and body-side
detection). Each sub-task has its own criterion for selecting viewpoints, while the
result of one sub-task can help estimation in another sub-task.

Delamarre & Faugeras (2001) proposed a technique which is able to cope not
only with self-occlusions, but also with fast movements and poor quality images,
using two or more fixed cameras. This approach incorporates physical forces to
each rigid part of a kinematic 3D human body model consisting of truncated
cones. These forces guide the 3D model towards a convergence with the body
posture in the image. The model’s projections are compared with the silhouettes
extracted from the image by means of a novel approach, which combines the
Maxwell’s demons algorithm with the classical ICP algorithm.

Some recently published papers specifically tackle the pose recovery problem
using multiple sensors. A real-time method for 3D posture estimation using
trinocular images is introduced in Iwasawa et al. (2000). In each image the
human silhouette is extracted and the upper-body orientation is detected. With
a heuristic contour analysis of the silhouette, some representative points, such as
the top of the head are located. Two of the three views are finally selected in
order to estimate the 3D coordinates of the representative points and joints. It is
experimentally shown that the view-selection strategy results in more accurate
estimates than the use of all views.

Multiple views in Rosales et al. (2001) are obtained by introducing the concept
of “virtual cameras”, which is based on the transformation invariance of the Hu
moments. One advantage of this approach is that no camera calibration is
required. A Specialized Mappings Architecture is proposed, which allows direct
mapping of the image features to 2D image locations of body points. Given
correspondences of the most likely 2D joint locations in virtual camera views, 3D
body pose can be recovered using a generalized probabilistic structure from
motion technique.
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Human Motion Recognition

Human motion recognition may also be achieved by analyzing the extracted 3D
pose parameters. However, because of the extra pre-processing required,
recognition of human motion patterns is usually achieved by exploiting low-level
features (e.g., silhouettes) obtained during tracking.

Continuous human activity (e.g., walking, sitting down, bending) is separated in
Ali & Aggarwal (2001) into individual actions using one camera. In order to
detect the commencement and termination of actions, the human skeleton is
extracted and the angles subtended by the torso, the upper leg and the lower leg,
are estimated. Each action is then recognized based on the characteristic path
that these angles traverse. This technique, though, relies on lateral views of the
human body.

Park & Aggarwal (2000) propose a method for separating and classifying not
one person’s actions, but two humans’ interactions (shaking hands, pointing at
the opposite person, standing hand-in-hand) in indoor monocular grayscale
images with limited occlusions. The aim is to interpret interactions by inferring
the intentions of the persons. Recognition is independently achieved in each
frame by applying the K-nearest-neighbor classifier to a feature vector, which
describes the interpersonal configuration. In Sato & Aggarwal (2001), human
interaction recognition is also addressed. This technique uses outdoor monocular
grayscale images that may cope with low-quality images, but is limited to
movements perpendicular to the camera. It can classify nine two-person
interactions (e.g., one person leaves another stationary person, two people meet
from different directions). Four features are extracted (the absolute velocity of
each person, their average size, the relative distance and its derivative) from the
trajectory of each person. Identification is based on the feature’s similarity to an
interaction model using the nearest mean method.

Action and interaction recognition, such as standing, walking, meeting people and
carrying objects, is addressed by Haritaoglu, Harwood & Davis (1998, 2000). A
real-time tracking system, which is based on outdoor monocular grayscale
images taken from a stationary visible or infrared camera, is introduced.
Grayscale textural appearance and shape information of a person are combined
to a textural temporal template, which is an extension of the temporal templates
defined by Bobick & Davis (1996).

Bobick & Davis (1996) introduced a real-time human activity recognition
method, which is based on a two-component image representation of motion. The
first component (Motion Energy Image, MEI) is a binary image, which displays
where motion has occurred during the movement of the person. The second one
(Motion History Image, MHI) is a scalar image, which indicates the temporal



16   Sappa, Aifanti, Grammalidis & Malassiotis

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

history of motion (e.g., more recently moving pixels are brighter). MEI and MHI
temporal templates are then matched to stored instances of views of known
actions.

A technique for human motion recognition in an unconstrained environment,
incorporating hypotheses which are probabilistically propagated across space
and time, is presented in Bregler (1997). EM clustering, recursive Kalman and
Hidden Markov Models are used as well. The feasibility of this method is tested
on classifying human gait categories (running, walking and skipping). HMMs are
quite often used for classifying and recognizing human dynamics. In Pavlovic &
Rehg (2000), HMMs are compared with switching linear dynamic systems
(SLDS) towards human motion analysis. It is argued that the SLDS framework
demonstrates greater descriptive power and consistently outperforms standard
HMMs on classification and continuous state estimation tasks, although the
learning-inference mechanism is complicated.

Finally, a novel approach for the identification of human actions in an office
(entering the room, using a computer, picking up the phone, etc.) is presented in
Ayers & Shah (2001). The novelty of this approach consists in using prior
knowledge about the layout of the room. Action identification is modeled by a
state machine consisting of various states and the transitions between them. The
performance of this system is affected if the skin area of the face is occluded,
if two people get too close and if prior knowledge is not sufficient. This approach
may be applicable in surveillance systems like those ones described in the next
section.

Applications

3D HBMs have been used in a wide spectrum of applications. This section is only
focused on the following four major application areas: a) Virtual reality; b)
Surveillance systems; c) User interface; and d) Medical or anthropometric
applications. A brief summary is given below.

Virtual Reality

The efficient generation of 3D HBMs is one of the most important issues in all
virtual reality applications. Models with a high level of detail are capable of
conveying emotions through facial animation (Aubel, Boulic & Thalmann, 2000).
However, it is still nowadays very hard to strike the right compromise between
realism and animation speed. Balcisoy et al. (2000) present a combination of
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virtual reality with computer vision. This system—augmented reality system—
allows the interaction of real and virtual humans in an augmented reality context.
It can be understood as the link between computer graphics and computer vision
communities.

Kanade, Rander & Narayanan (1997) present a technique to automatically
generate 3D models of real human bodies, together with a virtual model of their
surrounding environment, from images of the real world. These virtual models
allow a spatio-temporal view interpolation and the users can select their own
viewpoints, independent of the actual camera positions used to capture the event.
The authors have coined the expression virtualized reality to call their novel
approach. In the same direction, Hoshnio (2002) presents a model-based
synthesis and analysis of human body images. It is used in virtual reality systems
to imitate appearance and behavior of a real-world human from video sequences.
Such a human model can be used to generate multiple-views, merge virtual
objects and change motion characteristics of human figures in video. Hilton et
al. (1999) introduce a new technique for automatically building realistic models
of people for use in virtual reality applications. The final goal is the development
of an automatic low-cost modeling of people suitable for populating virtual worlds
with personalised avatars. For instance, the participants in a multi-user virtual
environment could be represented by means of a realistic facsimile of their
shape, size and appearance. The proposed technique is based on a set of low-
cost color images of a person taken from four orthogonal views. Realistic
representation is achieved by mapping color texture onto the 3D model.

Surveillance Systems

Another important application domain is surveillance systems. Smart surveil-
lance systems, capable of more than single-motion detection, can take advantage
of the study of 3D human motion analysis by incorporating specific knowledge
about human shape and appearance, in order to decrease false alarms. In
addition, high-level analysis might even be able to distinguish between simple
authorized and non-authorized activities. Wren et al. (1997) present a real-time
system for tracking people and interpreting their behavior to be used, for
example, in surveillance systems. The proposed system uses a probabilistic
approach that segments the subject into a number of blobs and tracks those over
time. The disadvantages of the work proposed by Wren et al. (1997) are that the
system can only handle a single person with fixed-camera situations.

He & Derunner (2000) propose a different approach based on the study of the
periodicity of human actions. Periodic motions, specifically walking and running,
can be recognized. This approach is robust over variations in scene background,
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walking and running speeds and direction of motion. One of the constraints is that
the motion must be front-parallel. Gavrila & Philomin (1999) present a shape-
based object detection system, which can also be included into the surveillance
category. The system detects and distinguishes, in real-time, pedestrians from a
moving vehicle. It is based on a template-matching approach. Some of the
system’s limitations are related to the segmentation algorithm or the position of
pedestrians (the system cannot work with pedestrians very close to the camera).
Recently Yoo, Nixon & Harris (2002) have presented a new method for
extracting human gait signatures by studying kinematics features. Kinematics
features include linear and angular position of body articulations, as well as their
displacements and time derivatives (linear and angular velocities and accelera-
tions). One of the most distinctive characteristics of the human gait is the fact
that it is individualistic. It can be used in vision surveillance systems, allowing the
identification of a human by means of its gait motion.

User Interface

User interface is another application domain that takes advantage of 3D human
body modeling. Wingbermuehle, Weik & Kopernik (1997) present an approach
to generate highly realistic 3D models of participants for distributed 3D
videoconferencing systems. Using 3D data obtained by means of stereoscopy,
the size and shape of each real person is recovered and represented through a
triangular mesh. In addition, texture extracted from the real images is mapped
to the 3D models leading to a natural impression. Together with a flexible
triangular mesh, a skeleton structure of the human model is build. The latter is
used to preserve the anthropomorphic constraint. Cohen, Medioni & Gu (2001)
present another real-time 3D human body reconstruction for vision-based
perceptual user interface. The proposed system uses multiple silhouettes ex-
tracted automatically from a synchronized multi-camera system. Silhouettes of
the detected regions are extracted and registered, allowing a 3D reconstruction
of the human body using generalized cylinders. An articulated body model
(defined by 32 DOF) is fitted to the 3D data and tracked over time using a particle
filtering method. Later on, Cohen & Lee (2002) presented an extension of this
work that consists of an appearance-based learning formalism for classifying
and identifying human postures.

Davis & Bobick (1998a) present a novel approach for extracting the silhouette
of a participant within an interactive environment. This technique has been used
in Davis & Bobick (1998b) for implementing a virtual Personal Aerobics Trainer
(PAT). A computer vision system is responsible for extracting the human body
movements and reporting them to a virtual instructor. With this information, the
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virtual instructor gives comments for pushing or complementing the user in a TV
screen interface.

Medical or Antropometric Applications

Medical or anthropometric applications can be roughly divided into three
different categories: human body surface reconstruction, internal structure
reconstruction or motion analysis. The first two categories mainly rely on
range data obtained from a person with a static posture. Therefore, only a static
3D model of the human body is generated. Without motion information, it is
difficult to accurately position the corresponding articulated structure inside the
surface. Models are represented as single entities by means of smooth surfaces
or polygonal meshes (Douros, Dekker & Buxton, 1999). On the contrary,
techniques focused on motion analysis for other applications, such as the study
of movement disabilities, are based on articulated 3D models. Hence, kinematics
and dynamics parameters of the human body need to be determined (Marzani et
al. 1997).

Human body surface recovering has an increasing number of applications. For
example, Fouchet (1999) presents a 3D body scanner together with a set of
algorithms in order to generate a 3D model of the whole human body or part of
it. The model includes 3D shapes and the corresponding grey-level information.
The main purpose of this system is to provide dermatologists with a new tool able
to build a cartography of dermatological lesions of human body skin. The
evolution of a dermatological lesion can be followed and the efficiency of
different medical treatments can be quantified. In this kind of approach — 3D–
scanner-based — the body surface is represented as a single cloud of 3D points.
Therefore, if human body parts need to be identified, a segmentation algorithm
should be applied in order to cluster those points properly. In this same sense,
Werghi & Xiao (2002) present an algorithm for segmenting 3D human body
scans. Their work pursues the description of a scanned human body by means
of a set of body parts (head, torso, legs, arms and hands). In the same direction,
Nurre et al. (2000) propose an algorithm for clustering a cloud of points
describing a human body surface.

Internal structure recovering allows 3D reconstruction of anatomical parts for
biomedical applications. In addition, it is a powerful way to detect deformities of
the human body (e.g., curvature of the spine and axial rotation of individual
vertebrae). Medical imaging has become a useful tool for both diagnosing and
monitoring such deformities. Durdle et al. (1997) developed a system consisting
of computer graphics and imaging tools for the assessment of these kinds of
deformities. The proposed system uses stereovision cameras to capture the 3D
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data. Other techniques for anatomical parts recovering or biomedical applica-
tions were presented in Weng, Yang and Pierson (1996) and Tognola et al.
(2002). The first one is based on laser spot and two CCD cameras system to
recover the 3D data, while the second one is based on an optical flow approach
(the object remains stationary while the camera undergoes translational motion).
Barron & Kakadiaris (2000) present a four-step technique for estimating a
human’s anthropometric measurements from a single image. Pose and anthro-
pometric measurements are obtained by minimizing a cost function that com-
putes the difference between a set of user-selected image points and the
corresponding projected points of a 3D stick model.

Finally, motion analysis systems, which are based on the study of kinematics
and dynamics parameters, allow detection of movement disabilities of a given
patient. Marzani et al. (1997) and Marzani, Calais & Legrand (2001) present a
system for the analysis of movement disabilities of a human leg during gait. The
proposed system is based on grey-level image processing without the need of
markers. Superquadric surfaces are used to model the legs. This system can be
used in human motion analysis for clinical applications, such as physiotherapy.

Conclusions

Human body modeling is a relatively recent research area with a higher
complexity than the classical rigid object modeling. It takes advantage of most
of the techniques proposed within the rigid object modeling community, together
with a prior-knowledge of human body movements based on a kinematics and
dynamics study of the human body structure. The huge amount of articles
published during the last years involving 3D human body modeling demonstrates
the increasing interest in this topic and its wide range of applications. In spite of
this, many issues are still open (e.g., unconstrained image segmentation, limita-
tions in tracking, development of models including prior knowledge, modeling of
multiple person environments, real-time performance). Each one of these topics
represents a stand-alone problem and their solutions are of interest not only to
human body modeling research, but also to other research fields.

Unconstrained image segmentation remains a challenge to be overcome. An-
other limitation of today’s systems is that commonly the motion of a person is
constrained to simple movements with a few occlusions. Occlusions, which
comprise a significant problem yet to be thoroughly solved, may lead to erroneous
tracking. Since existence and accumulation of errors is possible, the systems
must become robust enough to be able to recover any loss of tracking. Similarly,
techniques must be able to automatically self-tune the model’s shape param-
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eters, even in unconstrained environments. Moreover, in modeling, dynamics and
kinematics should be thoroughly exploited, while in motion recognition, generic
human actions should be tackled.

In addition to the aforementioned issues, the reduction of the processing time is
still nowadays one of the milestones in human body modeling. It is highly
dependent on two factors: on the one hand, computational complexity and, on the
other hand, current technology. Taking into account the last years’ evolution, we
can say that computational complexity will not be significantly reduced during the
years ahead. On the contrary, improvements in the current technology have
become commonplace (e.g., reduction in acquisition and processing times,
increase in the memory size). Therefore, algorithms that nowadays are
computationally prohibitive, are expected to have a good performance with the
next technologies. The latter gives rise to a promising future for HBM applica-
tions and, as an extension, to non-rigid object modeling in general.

The area of human body modeling is growing considerably fast. Therefore, it is
expected that most of the current drawbacks will be solved efficiently through
the next years. According to the current trend, human body modeling will remain
as an application-oriented research field, i.e., the need will dictate the kind of
systems that will be developed. Thus, it will be difficult to see general techniques
that are valid for all of the cases.
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Abstract

Besides being one of the well-known audio/video coding techniques,
MPEG-4 provides additional coding tools dedicated to virtual character
animation. The motivation of considering virtual character definition and
animation issues within MPEG-4 is first presented. Then, it is shown how
MPEG-4, Amendment 1 offers an appropriate framework for virtual human
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animation and compression/transmission. It is shown how this framework
is extended within the new MPEG-4 standardization process by: 1) allowing
the animation of any kind of articulated model, and 2) addressing advanced
modeling and animation concepts, such as “Skeleton, Muscle and Skin”-
based approaches. The new syntax for node definition and animation
stream is presented and discussed in terms of a generic representation and
additional functionalities. The biomechanical properties, modeled by means
of the character skeleton that defines the bone influence on the skin region,
as well as the local spatial deformations simulating muscles, are supported
by specific nodes. Animating the virtual character consists in instantiating
bone transformations and muscle control curves. Interpolation techniques,
inverse kinematics, discrete cosine transform and arithmetic encoding
techniques make it possible to provide a highly compressed animation
stream. Within a dedicated modeling approach — the so-called MESHGRID —
we show how the bone and muscle-based animation mechanism is applied
to deform the 3D space around a humanoid.

Context and Objectives

The first 3D virtual human model was designed and animated by means of the
computer in the late 70s. Since then, virtual character models have become more
and more popular, making a growing population able to impact the every day, real
world. Starting from simple and easy-to-control models used in commercial
games as those produced by Activision or Electronic Arts, to more complex
virtual assistants for commercial1 or informational2 web sites, to the new stars
of virtual cinema3, television4 and advertising5, the 3D character model industry
is currently booming.

Moreover, the steady improvements within the distributed network area and
advanced communication protocols have promoted the emergence of 3D com-
munities6 and immersion experiences (Thalmann, 2000) in distributed 3D virtual
environments.

Creating, animating and, most of all, sharing virtual characters over Internet or
mobile networks requires unified data formats. If some animation industry
leaders try — and sometimes succeed7,8 — to impose their own formats in the
computer world, the alternative of an open standard is the only valid solution
ensuring interoperability requirements, specifically when hardware products are
to be built.

A dream of any content producer can be simply formulated as “creating once and
re-using forever and everywhere, in any circumstances.” Nowadays, content is
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carried by heterogeneous networks (broadcast, IP, mobile), available anywhere
and for a large scale of devices (PCs, set-top boxes, PDAs, mobile phones) and
profiled with respect to the user preferences. All these requirements make the
chain where content is processed more and more complicated and a lot of
different actors must interfere: designers, service providers, network providers,
device manufacturers, IPR holders, end-users and so on. For each one, consis-
tent interfaces should be created on a stable and standardized basis.

Current work to provide 3D applications within a unified and interoperable
framework is materialized by 3D graphics interchange standards such as
VRML9 and multimedia 2D/3D standards, such as MPEG-4 (ISOIEC, 2001).
Each one addresses, more or less in a coordinated way, the virtual character
animation issue. In the VRML community, the H-Anim10 group released three
versions of their specifications (1.0, 1.1 and 2001), while the SNHC11 sub-group
of MPEG also released three versions: MPEG-4 Version 1 supports face
animation, MPEG-4 Version 2 supports body animation and MPEG-4 Part 16
addresses the animation of generic virtual objects. In MPEG-4 the specifications
dealing with the definition and animation of avatars are grouped under the name
FBA — Face and Body Animation — and those referring to generic models
under the name BBA — Bone-based Animation. The next section analyses the
main similarities and differences of these two standardization frameworks.

The VRML standard deals with a textual description of 3D objects and scenes.
It focuses on the spatial representation of such objects, while the temporal
behaviour is less supported. The major mechanism for supporting animation
consists of defining it as an interpolation between key-frames.

The MPEG-4 standard, unlike the previous MPEG standards, does not only cope
with highly efficient audio and video compression schemes, but also introduces
the fundamental concept of media objects such as audio, visual, 2D/3D, natural
and synthetic objects to make up a multimedia scene. As established in July 1994,
the MPEG-4 objectives are focused on supporting new ways (notably content-
based) of communicating, accessing and manipulating digital audiovisual data
(Pereira, 2002). Thus, temporal and/or spatial behaviour can be associated with
an object. The main functionalities proposed by the standard address the
compression of each type of media objects, hybrid encoding of the natural and
synthetic objects, universal content accessibility over various networks and
interactivity for the end-user. In order to specify the spatial and temporal
localisation of an object in the scene, MPEG-4 defines a dedicated language
called BIFS — Binary Format for Scenes. BIFS inherits from VRML the
representation of the scene, described as a hierarchical graph, and some
dedicated tools, such as animation procedures based on interpolators, events
routed to the nodes or sensor-based interactivity. In addition, BIFS introduces
some new and advanced mechanisms, such as compression schemes to encode
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the scene, streamed animations, integration of 2D objects and advanced time
control.

In terms of functionalities related to virtual characters, both VRML and MPEG-4
standards define a set of nodes in the scene graph to allow for a representation
of an avatar. However, only the MPEG-4 SNHC specifications deal with
streamed avatar animations. A major difference is that an MPEG-4 compliant
avatar can coexist in a hybrid environment and its animation can be natively
synchronized with other types of media objects, while the H-Anim avatar can
only exist in a VRML world and must be animated by VRML generic, usually
non-compressed, animation tools.

Now that the reasons of virtual character standardization within MPEG-4
become clearer, the question is how to find the good compromise between the
need for freedom in content creation and the need for interoperability? What
exactly should be standardized, fixed, invariant and in the meantime, ideally
impose no constraints on the designer creativity? The long-term experience that
the MPEG community has makes it possible to formulate a straight and solid
resolution: in the complex chain of content producing-transmitting-consuming,
the interoperability is ensured by only standardizing the data representation
format at the decoder side. Pushing this concept to its extreme, an MPEG ideal
tool is that one for which two requirements are satisfied: the designer can use any
production tool he/she possesses to create the content and it can be possible to
build a full conversion/mapping tool between this content and an MPEG
compliant one. The same principle has been followed when MPEG released the
specifications concerning the definition and the animation of the virtual charac-
ters, and specifically human avatars: there are no “limits” on the complexity of
the avatar with respect to its geometry or appearance and no constraints on the
motion capabilities.

The animation method of a synthetic object is strongly related to its definition
model. A simple approach, often used in cartoons, is to consider the virtual
character as a hierarchical collection of rigid geometric objects called segments,
and to obtain the animation by transforming these objects with respect to their
direct parents. The second method consists in considering the geometry of the
virtual character as a unique mesh and to animate it by continuously deforming
its shape. While the former offers low animation complexity, with the price of the
seams at the joints between the segments, the latter ensures a higher realism of
the representation, but requires more computation. Both modeling/animation
methods are supported by the MPEG-4 standard, as will be extensively shown
in this chapter. Its structure is as follows. The first section presents the tools
adopted in the MPEG-4 standard related to the specification and encoding of the
synthetic object’s geometry in general. Specifically, techniques based on
INDEXEDFACESET, WAVELET SUBDIVISION SURFACES and MESHGRID are briefly
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described. The next section describes in detail the first avatar animation
framework, adopted in MPEG-4 in 1998, i.e., the FBA framework. Here, the
avatar body is structured as a collection of segments individually specified by
using INDEXEDFACESET. The avatar face is a unique object animated by deforma-
tion controlled by standardized feature points. The section, Virtual Characters
in MPEG-4 Part 16, introduces a generic deformation model, recently adopted
by MPEG-4 (December, 2002), called BBA. It is shown how this model is
implemented through two deformation controllers: bones and muscles. The
generality of the model allows it to directly animate the seamless object mesh or
the space around it. Moreover, hierarchical animation is possible when consid-
ering the BBA technique and specific geometry representations, such as
Subdivision Surfaces or MESHGRID. This advanced animation is presented in the
section, Hierarchic Animation: Subdivision Surface and MESHGRID.

MPEG-4’s Geometry Tools in a Nutshell

The simplest and most straightforward representation of 3D objects, dating from
the early days of computer graphics, is the INDEXEDFACESET model. It consists in
approximating the geometry as a collection of planar polygons defined with the
aid of a list of vertex coordinates. Unfortunately, INDEXEDFACESET has not been
designed to deal efficiently with highly detailed and complex surfaces, consisting
of ten to hundreds of thousands of triangles, necessary to achieve realistic
rendering of objects found in daily life. Even more important than compact
storage is the possibility to scale the complexity of the surface representations
according to the capacity of the digital transmission channels or to the perfor-
mance of the graphics hardware on the target platform. Another vital issue for
the animation of objects is the support for free-form modeling or animation,
offered by the representation method.

As a response to these new demands, several compact surface encoding
techniques have been devised during the last years. A first category of
techniques tries to respect as much as possible the vertex positions and their
connectivity as defined in the initial INDEXEDFACESET description. The second
category opts for an alternative surface representation method, enabling higher
compression ratios and extra features, such as support for animation. The second
approach is more complex, certainly at the encoding stage, since a surface
described with the alternative surface representation will have to be fitted within
certain error bounds to the initial mesh description.

A representative for the first category of techniques is the Topological Surgery
(TS) representation (Taubin, 1998a), which compresses the connectivity of
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manifold polygonal meshes of arbitrary topological type, as well as the vertex
locations. In order to support multi-resolution and fast interaction via progressive
transmission, the TS method has been combined with the Progressive Forest Split
scheme (PFS) described in Taubin (1998b). TS is used to encode the base mesh,
while the PFS being applied to encode a sequence of the forest split refinement
operations is allowed to generate higher resolutions of the base mesh. TS and
PFS approaches have been promoted to the MPEG-4 and are known as 3D Mesh
Coding (3DMC).

The second category is represented by WAVELET SUBDIVISION SURFACES (WSS),
a method recently introduced in MPEG-4 (ISOIEC, 2003). A base mesh is used
as the seed for a recursive subdivision process, during which the 3D details (i.e.,
the wavelet coefficients) needed to obtain finer and finer approximations to the
original shape are added to the new vertex positions predicted by the subdivision
scheme. WSS does not attempt to encode the base mesh—a method like TS can
be used for that purpose. Instead, the focus is on parameterization of the
underlying surface’s shape over a triangular or quadrilateral base domain, in
order to obtain a multi-resolution mesh. Therefore, the main problem of these
approaches lies in finding an optimal base mesh, which is in general a computing
intensive process.

Another way of representing shapes in MPEG-4 is the MESHGRID compression
tool (ISOIEC, 2003), which is an arbitrary, cutting plane-based representation
scheme suited for encoding the surfaces obtained from discrete 3D data sets
(e.g., 3D medical images, processed range scanner data, quadrilateral meshes,
or generic models defined by means of implicit surfaces). The resulting hierar-
chical surface representation defines the wireframe of the object’s skin by: (1)
describing the connectivity between the vertices in an efficient implicit way,
called the connectivity-wireframe (CW); and (2) positioning these vertices in
relation to a regular 3D grid of points that characterizes the space inside and
outside the skin, called the reference-grid (RG). Therefore, the MESHGRID

surface representation lies somewhat in between the two categories: (1) it has
features common to the first category in the way the connectivity-wireframe is
encoded; and (2) it exploits wavelet-based, multi-resolution techniques for
refining the shape, through the RG.

Based on these classes of geometry representation, MPEG-4 has defined
dedicated tools for the definition and the animation of virtual characters. The
next sections describe these tools in more detail.
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Virtual Character in MPEG-4 Version 1
and 2: Face and Body Animation

First efforts to standardize the animation of a human-like character (an avatar)
within MPEG-4 were finalized at the beginning of 1999. Published under the
name FBA, they dealt with specifications for defining and animating the avatar.
This section first describes the node specification for Face and Body objects, and
then describes how to create and animate an FBA compliant avatar model. The
compression schemes of animation parameters are presented in the third
subsection. Finally, local deformation issues are tackled.

Face and Body Animation Nodes Specification

A key concept in the MPEG-4 standard is the definition of the scene, where text,
2D and 3D graphics, audio and video data can (co)exist and (inter)act. A scene
is represented as a tree, where each object in the scene is the instantiation of a
node or a set of nodes. Compression representation of the scene is done through
the BInary Format for Scene (BIFS) specification (ISOIEC, 2001). Special
transformations and grouping capabilities of the scene make it possible to cope
with spatial and temporal relationships between objects.

The first version of the standard addresses the animation issue of a virtual human
face, while Amendment 1 contains specifications related to virtual human body
animation. In order to define and animate a human-like virtual character, MPEG-4
introduces the so-called FBA Object. Conceptually, the FBA object consists of
two collections of nodes in a scene graph grouped under the so-called Face node
and Body node (Figure 1), and a dedicated compressed stream. The next
paragraph describes how these node hierarchies include the definition of the
geometry, the texture, the animation parameters and the deformation behaviour.

The structure of the Face node (Figure 1a) allows the geometric representation
of the head as a collection of meshes, where the face consists of a unique mesh
(Figure 2a). The shape and the appearance of the face is controlled by the FDP
(Facial Definition Parameter) node through the faceSceneGraph node for the
geometry, and the textureCoord and useOrthoTexture fields for the texture.
Moreover, a standardized number of control points are attached to the face mesh
through the featurePointsCoord field as shown in Figure 3. These points control
the face deformation. The deformation model is enriched by attaching
parameterisation of the deformation function within the neighbourhood of the
control points through the faceDefTables node.
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The face expressions and animation are controlled by the FAP (Face Animation
Parameter) node, which is temporal and updated by the FBA decoder. Anima-
tions can be performed at a high level, using a standardized number of
expressions and visemes, as well as at a low level by directly controlling the
feature points. In this case, a standardized number of key points (84), corre-
sponding to the human features (e.g., middle point of upper lip) is defined on the
face surface (Figure 3a and b). The complete animation is then performed by

Figure 1. The MPEG-4 FBA related nodes.

(b) The Body scene
graph hierarchy.

(a) The Face scene
graph hierarchy.

(a)       (b) (c)         (d)

Figure 2. The face as a unique mesh (a) and the head as a collection of
meshes (b), (c) and (d).
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deforming the mesh in the vicinity of the key points (Doenges, 1997; Escher,
1998; Lavagetto, 1999).

A virtual body object is represented in the scene graph as a collection of nodes
grouped under the so-called Body node (Figure 1b).

The BDP (Body Definition Parameters) node controls the intrinsic properties of
each anatomical segment of the avatar body. It includes information related to
the avatar body representation as a static object composed by anatomical
segments (bodySceneGraph node), and deformation behaviour (bodyDefTables
and bodySegmentConnectionHint nodes) (ISOIEC, 2001). Body definition pa-
rameters are virtual character-specific. Hence the complete morphology of an
avatar can readily be altered by overriding the current BDP node. Geometrically,
the static definition of the virtual body object is a hierarchical graph consisting
of nodes associated with anatomical segments and edges. This representation
could be compressed using the MPEG-4 3D Mesh coding (3DMC) algorithm
(Taubin, 1998a) defining subpart relationships, grouped under the bodySceneGraph
node. The MPEG-4 virtual avatar is defined as a segmented virtual character,
using the H-Anim V2.0 nodes and hierarchy: Humanoid, Joint, Segment, and Site
nodes.

The BAP (Body Animation Parameters) node contains angular values and
defines the animation parameters as extrinsic properties of an anatomical
segment, i.e., its 3D pose with respect to a reference frame attached to the
parent segment. The orientation of any anatomical segment is expressed as the

Figure 3. Examples of standardized key-points on the face object.

    (a)       (b)



36   Preda, Salomie, Preteux & Lafruit

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

composition of elementary rotations, namely twisting, abduction and flexion.
Here, 296 angular joint values are enough to describe any 3D posture of a virtual
human-like character. The angular values are specified with respect to the local
3D coordinate system of the anatomical segment. The origin of the local
coordinate system is defined as the gravity centre of the joint contour common
to the considered anatomical segment and its parent. The rotation planes are
specified and/or anatomical segment rotation axes are standardized. Contrary to
BDPs, BAPs are meant to be generic, i.e., independent of, or poorly dependent
upon, the avatar geometry.

Figure 4 and Figure 5 illustrate the rotation axes for arm, forearm and fingers.
For a complete definition of the axes associated with all body segments, one is
referred to ISOIEC (2001).

Figure 4. Standardized rotation axes attached to shoulder, elbow and
wrist.

        (a)         (b)
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Creating FBA Compliant Data: Avatar Model and
Animation Parameters

Since the manners for obtaining the content are various and quickly evolve in
time, the FBA specifications do not mandate any specific methods for obtaining
a real description of a 3D human body and its associated animation parameters.
Defining only the representation format, the specifications allow a free develop-
ment of content creation. To address the avatar modeling issue, we developed
the Virtual Human Modeling (VHM) authoring tool to help a designer to obtain
— from a scanned geometric model of a human-like avatar — an articulated
version, compliant with the FBA specifications. The authoring tool is made up of
three parts:

• a Segmentation Module to split the original object into a set of 3D objects
using the geodesical segmentation algorithm described in Preda (2002).

• a Building Module to build the articulated character by using the FBA
predefined hierarchy by setting up parent-child property of the anatomical
segments previously segmented.

• a Face Parameterisation Module to specify the control points of the face
mesh and to define the face influence region associated with each control
point.

Figure 5. Standardized rotation axes attached to fingers.

1. r_thumb_flexion_1
2. r_thumb_twisting

3. r_thumb_pivot
4. r_thumb_flexion_2

5. r_thumb_flexion_3

6. r_index_flexion_1

7. r_index_twisting

8. r_index_pivot

9. r_index_flexion_2

10. r_index_flexion_3

11. r_middle_flexion_1
12. r_middle_twisting

13. r_middle_pivot
14. r_middle_flexion_2
15. r_middle_flexion_3

16. r_ring_flexion_1
17. r_ring_twisting

18. r_ring_pivot
19. r_ring_flexion_2
20. r_ring_flexion_3

21. r_pinky_flexion_1
22. r_pinky_twisting

23. r_pinky_pivot
24. r_pinky_flexion_2
25. r_pinky_flexion_3
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In order to address the avatar animation issue, we developed a dedicated
authoring tool named ARTEMIS Animation Avatar Interface (3AI), to ease the
editing and extraction of face and body animation parameters. The 3AI authoring
tool also provides the following functionalities: (1) loading an FBA compliant
avatar; (2) 3D composition of objects such as images, video sequences, avatars
or anatomical part models (face, hand, arm, and 3D scenes; (3) calibration of 3D
face and body models according to the anthropometric characteristics of the
actor in a video sequence (dimensions of the palm, length of the fingers); (4) face
tracking in natural video sequences and FAP instantiation (Malciu, 2000); (5)
interactive extraction of BAPs to describe any posture or corresponding to the
posture shown in the video sequence (see Figure 6b); (6) animation parameters
editing through selection of key-frames and end-effector positioning; and finally
(7) avatar animation according to a FAPs/BAPs file source and network
resource (e.g., UDP server). Some of these functionalities are visually repre-
sented in Figure 6.

Animation Parameters Compression

The FBA specifications provide, for both face and body animation parameters,
two encoding methods (predictive and DCT-based).

In the first method (Figure 7a), FAPs/BAPs are coded with a predictive coding
scheme. For each parameter to be coded in frame n, the decoded value of this

Figure 6. The 3AI: (a) BAP editing by using a dedicated user interface
allowing to tune the value for each BAP, (b) interactive tracking of gestures
in image sequences.

     (a)     (b)
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parameter in frame n-1 is used as a prediction. Depending on precision
requirements on FAPs/BAPs, different quantization step sizes could be applied.
They consist of a local (FAP/BAP specific) step size and a global one (used for
bit-rate control). The quantized prediction error is then encoded by arithmetic
coding. Taking into account the fact that natural human motions are constrained
by physical properties, the range of each FAP/BAP is limited to a specific
interval. Using this property, the coding efficiency is increased.

The DCT-based coding method (Figure 7b) splits FAP/BAP time sequences into
segments made of 16 consecutive frames. Three steps are necessary to encode
each segment: (1) the determination of the 16 coefficient values using discrete
cosine transform (DCT); (2) quantizing and coding the alternative coefficients
(AC); and (3) predictively coding and quantizing the continuous component (DC)
coefficients. The global quantization step Q for the DC coefficients can be
controlled and the AC coefficients quantization step is set to 1/3 of Q. The DC
coefficients of an intra-coded segment are encoded as it is and, for an inter-
coded segment, the DC coefficient of the previous segment is used as a
prediction of the current DC coefficient. The prediction error and alternative
component coefficients (AC), (for both inter and intra-coded segments), are
coded using Huffman tables.

The current FBA encoder implementation from the MPEG reference soft-
ware,12 as well as commercial13 and academic implementations (Capin, 1999;
Preda 2002) shows a very low bit rate for compression of the animation
parameters, ranging from 2kbps for the face, up to 40 kbps for the entire body.

Figure 7. Decoding block diagram.

(a) Frame predictive-based method.

  

(b) DCT-based method.
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We have tested the FBA compression techniques on a data set representing real
sign language content. In this sequence, both arms and the body of the avatar are
animated. The frame-rate for this content is 20 fps. When dealing with a wide
range of target bit rates, the DCT-based method has to be used. Since the DCT-
based method uses a 16 frames temporal buffer, an animation delay occurs. For
sign language application, this delay introduces a small non-synchronisation, but
does not affect the message comprehension. In the case of applications that
require near loss-less compression and exact synchronization of the animation
with another media, the use of the frame predictive-based method is recom-
mended. In order to increase the efficiency of the arithmetic encoder, the
MPEG-4 FBA specifications standardize a set of ranges for each animation
parameter. The global quantization step is used here for scaling the value to be
encoded in the corresponding range. Each animation parameter is encoded with
the same number of bits inside this range. If the obtained scaled value is outside
of the range, a higher quantization step has to be used.

In our tests related to sign language, when using the frame predictive-based
method, a quantization value bigger than four has to be used and the obtained bit-
rate is close to 6.2 kbps. The compression results for the DCT-based method are
presented in Table 1.

The low bit-rate, less than 15 kbps, obtained by compressing the animation
parameters, while keeping visual degradation at a satisfactory level, allows
animation transmission in a low bit-rate network.

Local Deformations

The segmented nature of an FBA compliant avatar has the main disadvantage
that during the animation seams will occur at the joints between the segments.
To overcome this limitation, a special tool based on the so-called Body Defor-
mation Tables (BDTs) has been introduced in MPEG-4. The principle consists
in adding small displacements for the vertices near the joint. Thereby, during the
animation the borders of two segments remain connected. BDTs specify a list
of vertices of the 3D model, as well as their local displacements as functions of
BAPs (ISOIEC, 2001). An example of BDTs’ use is described in Preda (2002).

Table 1. Bit-rates [kbps] for the DCT-based coding scheme. Q denotes the
global quantization value.

Sign Q=1 Q=2 Q=4 Q=8 Q=12 Q=12 Q=24 Q=31 

Bitrate[kbps] 12.08 10.41 8.5 7.29 6.25 5.41 3.95 3.33 
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The generation of the deformation tables requires additional animation methods
and the size of the deformation tables can comprise up to 50% of the size of the
entire model, depending on the requested deformation accuracy. To overcome
this limitation, new deformation tools have been adopted by the MPEG-4
standard, as part of the AFX specifications. These tools are generic and support
the animation of any kind of 2D/3D synthetic objects. The next section shows
how one can use them for defining and animating virtual characters.

Virtual Characters in MPEG-4 Part 16:
The Skeleton, Muscle and Skin (SMS)
Framework

The purpose of this section is to introduce the new animation framework for
generic virtual objects as specified in the Part 16 of the MPEG-4 standard. This
framework is founded on a generic deformation model (Preda, 2002c), which
relies on a deformation controller defined by means of a geometric support, an
influence volume around this support, and a measure of affectedness within the
influence volume. With respect to these elements, a classification of the main
deformation techniques reported in the literature is presented.

In the following, we introduce two instances of the 1D deformation model, which
offer efficient control of the geometrical support and appropriate volume
specification: (1) bone controller and (2) muscle controller. The Skeleton,
Muscle and Skin (SMS) framework is built around these concepts: bone and
muscle. We show how they can be used to define and animate generic virtual
characters. In order to embed generic virtual characters into a 3D scene, the
SMS architecture is provided with the scene graph nodes. The efficient
representation of the animation parameters is addressed by: (1) enriching the
animation capabilities with temporal interpolation and inverse kinematics sup-
port; and (2) adapting two data compression techniques to the SMS animation
data, namely the predictive and DCT-based methods.

Synthetic Object Deformation: Toward a Unified
Mathematical Model

A key issue pointed out in the previous section refers to realistic animation that
FBA tools cannot efficiently achieve. One of the main reasons for this comes
from considering the avatar as a segmented mesh and performing the animation
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by applying a rigid geometric transformation to each segment. In order to
overcome this limitation, the object should be considered as a seamless mesh and
animated by means of deformations. The generic principle is described and
illustrated below.

Let )(ΩM be a seamless mesh, where { }nvvv ,..., 10=Ω  is the set of the mesh
vertices and let ii )(Ω be a family of non-empty subsets of Ω  (Figure 8a). A local
deformation function 3: R→Ωiϕ  makes it possible to move a vertex iv Ω∈  into
the new position expressed as )(vv iϕ+  (Figure 8b and c). Here, iϕ  is extended
from iΩ  to Ω  as the null function, i.e., 0)(,\ =ΩΩ∈∀ vv ii ϕ . Note that the

family ii )(Ω  is not necessarily a partition of Ω . In particular, � iΩ  can be a strict

subset of Ω  (some vertices may remain unchanged) and for two distinct subsets

iΩ  and 
jΩ , the intersection ji Ω∩Ω  can be non-empty. The deformation

satisfies the superposition principle, i.e., the deformation induced by both iϕ  and
jϕ  at a vertex v belonging to ji Ω∩Ω  is expressed as the sum )()( vv ji ϕϕ +

(Figure 8d). In order to achieve a compact description and an efficient implemen-
tation of a deformation model, the notion of a deformation controller is
introduced. It is defined as a triplet made of: (1) the support S associated with
a n dimensional (nD) geometric object ( 3}2,1,{0,∈n ); (2) an influence volume
V(S) associated with S; and (3) the affectedness measure µ , defined on V(S) and
characterizing the intrinsic deformation properties of the influence volume.

Figure 8. Mesh deformation principle.

(a) Mesh partition. (b) Deformation function iϕ
applied to the subset iΩ .
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A family iiiii SVSC )}),(,{( µ=  of controllers is said to be associated with a
mesh )(ΩM  (Figure 9) if and only if the following relationships are fulfilled:
(1) { }ni ...,,1,0∈∀  )( ii SV∩Ω=Ω  and (2) there exists a mapping iψ  from iΩ
to S

i
, such that any vertex iv Ω∈  is linked to a set of the elements of S

i
. Applying

(c) jϕ  applied to the
subset 

jΩ .

Figure 8. Mesh deformation principle. (continued)

(d) Deformation by superposition
of iϕ and jϕ .

Figure 9. Deformation controllers associated with the mesh.
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an affine (or not) transformation, T
i
 to C

i 
is equivalent in defining a deformation

function iϕ  on iΩ  such that:

[ ]∑
∈

−=Ω∈∀
)(

)()()(,
v

kkikiii

ik

Tvvv
ψξ

ξξωµϕ
, (1)

where iµ  is the affectedness measure associated with C
i
 and kω  is a weigh

coefficient.

In practice, the transformation T
i
 is applied to the controller and is propagated

within the influence volume V(S
i
) according to the affectedness measure iµ ,

which plays the role of a weighting function. When )(viψ  is reduced to a single
element, Equation (1) is simplified:

[ ])())(()()(, vvTvvv iiiiii ψψµϕ −=Ω∈∀ . (2)

This controller-based deformation framework enables the unification of the
different deformation techniques reported in the literature with respect to the
dimension of the controller support. Typically, the most representative technique
of a volume controller-based approach is the lattice-based deformation model.
In this case, the 3D grid is considered as the controller volume. The 1D
controller-based approach covers most of the deformation techniques currently
used, namely: spline-based and skeleton-based. The 0D controller principle is
used in the case of deformation tables (a particular case being described in the
previous section in the case of FBA), cluster-based and morphing-based
approaches.

In practice, choosing an appropriate controller results from a trade-off between:
(1) the complexity of representing the controller directly linked to its dimension;
and (2) the distribution of mesh vertices affected by the controller, specifically
by choosing the most appropriate influence volume.

An optimal balance is obtained by using a 1D controller. The support of the
controller is thus easy to control (the number of parameters is small) and the
corresponding influence volume covers a large class of configurations. The new
specifications of the MPEG-4 standard support this approach for animating an
articulated virtual character in the case of two specific 1D controllers, namely
a segment and a curve defined as a NURBS, referred to as bone and muscle-
based deformation, respectively.

The following sections describe in details each of these 1D controllers.
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Skeleton, Muscle and Skin Framework

Bone and muscle controllers for animating an articulated object

An articulated virtual character and, generally, an articulated synthetic object,
also called kinematics linkage, is composed of a set of rigid links which are
connected at the joints. In the case of a seamless virtual character, a rigid link
is associated with each anatomical bone of the skeleton.

In order to define the static 3D posture of an articulated virtual character,
including geometry, colour and texture attributes, the approach here proposed
consists of considering the entire virtual character as a single 3D mesh referred
to as skin.

During the animation stage, the anatomical bones can only be affected by rigid
transformations and cannot be locally deformed. Nevertheless, realistic anima-
tions can be obtained by local skin deformations for simulating muscular activity
effects. In order to fulfil this requirement, curve-based entities are attached at
an arbitrary level of the skeleton.

Two issues are addressed by the SMS framework. The first one deals with the
definition of the skinned model as a static model described by its geometry and
its appearance. In order to perform this task, a hierarchical skeleton and a
collection of muscles are introduced. The second issue deals with the animation
of articulated models together with a compressed representation of the animation
parameters.

Defining a SMS virtual character requires us to specify a set of static attributes
(geometry, texture, etc.), as well as a deformation model. From a geometric point
of view, an SMS synthetic model is represented in such a way that the set of
vertices which belong to the skin of the virtual character is specified as a unique
list. In order to define various appearances at different levels of the SMS virtual
character, distinct shapes can be concatenated, provided that all of the shapes
composing the skin share the same list of vertices. This type of representation
avoids getting seams on the skin during the animation stage, while preserving the
possibility to define various sets of colour, texture and material attributes at
different levels of the skin.

The animation behaviour of a skinned model is defined by means of skeleton and
muscle layers together with their properties. The skeleton is a hierarchical
structure built from bones. A bone is defined as a segment of length l by means
of: (1) a geometric transformation of the bone, defined with respect to its parent
in the skeleton hierarchy; (2) a model of influence of the bone movement on the
surface of the articulated model; and (3) inverse kinematics constraints. A
muscle layer is a collection of individual muscles, each one being attached to a
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bone. Specifically, it is defined by means of: (1) a curve represented as a NURBS
which can be deformed; and (2) a model of influence of the curve deformation
on the skin of the model.

Each bone and each muscle influences the skin deformation. Thus, by changing
a bone position or orientation or by deforming the muscle curve, the skin vertices
belonging to the associated influence volume will be displaced accordingly. Here,
the skinned virtual character definition consists in specifying for each bone and
for each muscle an associated influence volume, i.e., the subset of the affected
skin vertices together with the related measure of affectedness through weight-
ing coefficients. The influence can be directly specified vertex-by-vertex by the
designer of the synthetic model, or computed before performing the animation.
In the first case, the list of affected vertices and the weighting coefficients are
included in the bone/muscle definition. In the second case, distinct approaches
are proposed for bones and muscles, respectively. The following sub-section
present different strategies for computing the bone and the muscle influence
volume, respectively.

Bone and muscle-based modeling and animation

The bone influence volume is defined as the support of the affectedness measure
µ. Here µ is expressed as a family of functions [ ] +− ∪∪∈ lldd µµµ

0,0)( . µ
d
 is

Figure 10. Bone and muscle modeling.

(a) Forearm bone influence volume. (b) The muscle influence volume.
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defined on the perpendicular plane located at distance d from the bone origin.
The support of µ

d
 is partitioned into three specific zones (Z

d,in
, Z

d,mid 
and Z

d,ext
)  by

two concentric circles characterised by their respective radius r
d 
and R

d
 (Figure

10). µ
d
 is then defined as follows:
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where δ(x, Z
ext

) denotes the Euclidean distance from x to Z
ext

 and f(⋅) is a user-
specified fall-off to be chosen among the following functions:

xxxxx ),
2

sin(,,, 23 π
and 3 x . This set of functions allows a large choice for

designing the influence volume and ensures the generality of the model.

The affectedness measure −0
µ (respectively +l

µ ) is defined in the same manner,
but using two half-spheres of radius r

0
 and R

0
 (respectively r

l
 and R

l
) as

illustrated in Figure 10a.

The bone influence volume being defined, animating the virtual character
consists of deforming its mesh by translating its vertices according to the bone
transformation.

Here only affine transformations are applied to the bone controller. In virtual
character animation, the most widely used geometric transformation consists in
changing the orientation of the bone with respect to its parent in the skeleton
hierarchy. Thus, the bone can be rotated with respect to an arbitrary axis.
However, when special effects are needed, the bone can also be translated. For
instance, in cartoon-like animations, thinning and thickening the skin envelope are
frequently used. For such effects, the bone transformation must contain a scale
component specified with respect to a pre-defined direction.

The general form of the geometric transformation of a bone b is expressed as
a 44 × element matrix T  obtained as follows:

T = TRwb ⋅ Rwb ⋅ Swb (4)

where TRwb, Rwb, Swb give the bone translation, rotation and scale, respectively,
expressed in the world coordinate system.
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In practice, the computations are performed in the local coordinate system
attached to the bone. In order to perform the scaling with respect to a pre-defined
direction, the matrix SR

b
 performs a pre-orientation of the bone. Thus, in this

system, the T transformation is expressed as:

T = TR
b
 ⋅ C

b 
⋅ R

b 
⋅ SR

b 
⋅ S

b 
⋅ (SR

b
)-1 ⋅ (C

b
)-1 (5)

where matrix C
b
 allows it to pass from the bone local coordinate system to the

world coordinate system.

Once the bone geometric transformation is computed, it is possible to compute
the new position of the skin vertices in the bone influence volume according to
Equation (2).

The SMS framework does not limit the number of bones used for animating a
virtual character. Consequently, local deformation effects can be obtained by
creating and animating additional bones. If such an approach can be used with
a certain success for simulating limited local deformation, the efficiency may
strongly decrease when considering realistic animations. To address this kind of
animation, the second controller, ensuring muscle-like deformation was intro-
duced.

The muscle influence volume is constructed as a tubular surface generated by
a circle of radius r moving along the NURBS curve (Figure 10b). The
affectedness function is then defined as follows:

( )( )
( )( ) ( )( ) ,

,
,

,0

)(










≤








 −
>

=
r

i
v

i
v

r
i

v
i

vr
f

r
i

v
i

v

v
ψδ

ψδ
ψδ

µ
(6)

where δ denotes the Euclidean distance, f(⋅) is to be chosen among the following

functions: 
2/1),

2
sin(,,2,3 xxxxx

π
and 3/1x , and ψ is the function assigning to

v its correspondent point on the muscle curve.

A muscle is designed as a curve, together with an influence volume on the virtual
character’s skin. In order to build a flexible and compact representation of the
muscle shape, a NURBS-based modeling is used. Animating the muscle consists
here of updating the NURBS parameters. The main advantages of NURBS-
based modeling are the accurate representation of complex shapes. The control
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of the curve shape is easily addressed. A set of control points coordinates,
weights and knots, ruling the shape of the curve, can be directly manipulated in
order to control the local curvature.

As NURBS theory is widely reported in the literature, we shall not get into details
here, however, the interested reader is referred to Piegl (1997). NURB-based
modeling is fully supported within the SMS framework. Animating a muscle
consists of updating the values of its NURBS parameters. Once the muscle
transformation is computed, it is possible to compute the new position of the skin
vertices in the muscle influence volume according to Equation (2).

Skeleton, Muscle and Skin Nodes Specification

One of the main purposes of the SMS framework is to allow the definition and
the animation of a virtual character within a hybrid 3D scene. In this context, a
scene graph architecture to describe the SMS elements is proposed. This
architecture is built according to the VRML and MPEG-4 scene graph definition
rules. The structure of the proposed architecture, therefore, relies on the
definition of scene graph nodes.

At the root of the SMS-related node hierarchy, a SBVCAnimation node is
defined. The main purpose of this node is to group together a subset of virtual
characters of the scene graph and to attach to this group an animation resource
(textual or binary). An SMS virtual character is defined as a SBSkinnedModel
node and it is related to a collection of bones, each one defined as a SBBone node,
together with a collection of muscles, defined as SBMuscle nodes. An optimal
modeling issue is addressed by defining the SBSegment node. In addition, the
SBSite node allows defining semantic regions in the space of virtual character.
The extensive description of the node interfaces is outside of the goal of this
chapter and one can find them in the MPEG-4 standard Part 16 published by ISO
(ISOIEC, 2003). Nevertheless, we briefly present the SBBone, SBMuscle and
SBSkinnedModel in order to illustrate the concepts discussed above.

The fields of the SBBone node are illustrated in Figure 11a.

The SBBone node specifies four types of information, namely: semantic data,
bone-skin influence volume, bone geometric transformation, and bone IK
constraints. Each of these components is further detailed in the following.

The SBBone node is used as a building block in order to describe the hierarchy
of the articulated virtual character by attaching one or more child objects. The
children field has the same semantic as in MPEG-4 BIFS. During the animation,
each bone can be addressed by using its identifier, boneID. This field is also
present in the animation resource (textual or binary). If two bones share the same
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identifier, their geometric transformations have the same set of parameter
values.

The bone-skin influence volume described is implemented as follows: the
specification of the affected vertices and the measure of affectedness are
obtained by instantiating the skinCoordIndex and skinCoordWeight fields.
The skinCoordIndex field enumerates the indices of all skin vertices affected
by the current bone. The skinCoordWeight field is a list of values of affected-
ness measure (one for each vertex listed in skinCoordIndex). The influence
volume specified with respect to a certain number of planes (discretisation step)
is computed as follows. The sectionInner (respectively, sectionOuter) field is
a list of inner (respectively, outer) radii of the influence volume corresponding
to different planes. The sectionPosition field corresponds to the distance d. The
falloff field specifies the choice of the measure of affectedness function as

follows: -1 for x3, 0 for x2, 1 for x, 2 for )
2

sin( x
π

, 3 for x  and 4 for 3 x . The

location of the bone is specified by the center and endpoint fields.

The possible 3D geometric transformation consists of (in this order): (1)
(optionally) a non-uniform scale; (2) a rotation with respect to an arbitrary point
and axis; and (3) a translation. The transformation is obtained through the fields
rotation, translation, scale and scaleOrientation. The global geometric
transformation of a given child of a bone is obtained by composing the bone
transformation of the child with the parent. The rotationOrder field contains
information related to the conversion from the quaternion representation, used

        (a)          (b)

Figure 11. The fields of the SBBone (a) and SBMuscle (b) node.
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in the node data, to the Euler angles-based representation, used in the animation
resource (file or stream), and vice versa (Shoemake, 1994).

The Inverse Kinematics information related to a bone refers to the position of the
bone in a kinematics chain and to the definition of possible movement constraints
of this one bone.

The fields of the SBMuscle node are illustrated in Figure 11b. The SBMuscle
node enables us to add information relative to local deformation for simulating
muscle activity at the skin level. Mainly two kinds of information are represented
by this node: the influence volume and the curve form. The muscle influence
volume described is supported as follows. The specification of the affected vertices
and of the measure of affectedness is performed by instantiating the vertices list
(skinCoordIndex) and the affectedness list (skinCoordWeight). The influence
volume is computed by using the radius and falloff fields. The radius field
specifies the maximum distance for which the muscle will affect the skin. The
falloff field specifies the choice of the measure of affectedness function as

follows: -1 for x3, 0 for x2, 1 for x, 2 for )
2

sin( x
π

, 3 for x  and 4 for 3 x .

The animation of the muscle curve is based on NurbsCurve structure as defined
in Grahn (2001) and uses the following fields: controlPoint — containing the
coordinates and the weights — and knot. The main fields of the SBSkinnedModel
node are illustrated in Figure 12.

Figure 12. The fields of the SBSkinnedModel node.
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The SBSkinnedModel node is the root used to define one SMS virtual character
and it contains the definition parameters of the entire seamless model or of a
seamless part of the model. Mainly, this node contains the model geometry and
the skeleton hierarchy. The geometry is specified by skinCoord field — (a list
containing the 3D coordinates of all the vertices of the seamless model) and the
skin field — (a collection of shapes which share the same skinCoord). This
mechanism allows us to consider the model as a continuous mesh and, at the
same time, to attach different attributes (e.g., colour, texture, etc.) to different
parts of the model. The skeleton field contains the root of the bone hierarchy. All
the bones and muscles belonging to the skinned model are contained in dedicated
lists.

Once the skinned model is defined in a static position, the animation is obtained
by updating, at time samples, the geometric transformation of the bones and
muscles. In order to ensure a compact representation of these parameters, the
MPEG-4 standard specifies a dedicated stream, the so-called BBA stream.

Skeleton, Muscle, and Skin Animation Stream

Animation principle and resource representation

To address streamed animation, MPEG-4 considers the animation data indepen-
dent of the model parameters. Thus, the model is transmitted or loaded at the
beginning of the animation session and the animation parameters are sequentially
transmitted at each frame. Two representation techniques for the animation data
format are supported: the first one corresponds to a non-compressed (human
readable) format. This is useful when editing the animation parameters. In this
case, the file format is XMT (Kim, 2000) compliant in order to allow easy editing
and data exchange. This representation is called “SMS textual.” The second
representation is a compressed data format. By using appropriate compression
schemes, low bit-rate animation transmission is performed. This representation
is called “SMS binary.”

Conceptually, both animation data formats use the same representation of the
geometrical transformation parameters. The next sections describe this repre-
sentation.

Animation parameter representation

The key point for ensuring a compact representation of the SMS animation
parameters consists of decomposing the geometric transformations into elemen-
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tary motions. Thus, when only using, for example, the rotation component of the
bone geometric transformation, a binary mask indicates that the other compo-
nents are not involved. In order to deform a muscle only by translating a control
point, a binary mask has to specify that weight factors and basis functions are
not used. Since the animation system does not systematically use all of the
elements of the transformations associated with bones and muscles, this
approach produces a very compact representation of the animation stream.
Moreover, the compactness of the animation stream can still be improved when
dealing with rotations. During the animation, the rotation of a bone with respect
to its parent is a typically used technique. In the definition of the bone node, the
rotation is represented as a quaternion. However, many motion editing systems
use the rotation decomposition with respect to the Euler’s angles. In practice,
when less than three angles describe a joint transformation due to the nature of
the joint, a Euler’s angle-based representation is more appropriate. Thus, to get
a more compact animation stream, a rotation is represented, in the animation
resource, as Euler’s angles-based decomposition.

In Craig (1989), it is shown that there are 24 different ways to specify a rotation
by using a triplet of angles. By introducing a parameter characterizing the 24
possible combinations of the Euler’s angles, Shoemake (1994) demonstrates that
there is a one-to-one mapping between the quaternion (or rotation matrix)
representation and the pair given by the Euler’s angles and the introduced
parameter. In order to take this into account, a parameter called rotationOrder
has been introduced into the bone node.

For the rest of the bone transformation components (translation, scale, etc.), the
representation in the animation resource is identical to the representation in the
nodes.

Temporal frame interpolation

The issue of temporal frame interpolation has been often addressed in the
computer animation literature (Foley, 1992; O’Rourke, 1998). From simple linear
interpolation, appropriate for translations, to more complex schemes based on
high-degree polynomials, or quaternions, which take orientation into account, a
large number of techniques are available. The advantages and the disadvantages
of each one are well known. Many of these techniques are supported by most
of the current animation software packages. Temporal frame interpolation is
intensively used to perform animation from textual description or from interac-
tive authoring. One in order to reduce the size of the transmitted data ,and the
second to ease authoring, it is allowed to specify the animation parameters for
the key-frames and not only frame-by-frame. However, in order to ensure the
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consistency of the data over different decoder implementation, the interpolation
schemes were also standardized.

For real-time purposes, a linear interpolation is used for the translation and scale
components and a spherical linear quaternion interpolation is used for the rotation
and scaleOrientation components.

Animation frame

In an SMS textual or binary format, for each key frame, two types of information
are defined: a vector corresponding to the animation mask, called
animationMaskVector, which indicates the components of the geometrical
transformation to be updated in the current frame; and a vector corresponding
to the animation values called animationValueVector which specifies the new
values of the components to be updated.

Let us describe the content of each of these vectors. For the exact syntax, one
can refer to the ISOIEC (2003).

• animationMaskVector

In the animation mask of a key-frame, a positive integer KeyFrameIndex
indicates to the decoder the number of frames which have to be obtained
by temporal interpolation. If this number is zero, the decoder sends the
frame directly to the animation engine. Otherwise, the decoder computes
n intermediate frames (n=KeyFrameIndex) and sends them to the anima-
tion engine, together with the content of the received key-frame.

Some bones or muscles of the SMS virtual character may not be animated
in all frames. The boneIDs and muscleIDs of the updated bones and
muscles, respectively, are parts of the animationMaskVector. In addition,
animationMaskVector contains the animation mask of each bone,
boneAnimationMaskVector, and the animation mask of each muscle,
muscleAnimationMaskVector. These vectors are detailed below.

• animationValueVector

The animationValueVector contains the new values of each bone and
muscle geometric transformation that have to be transmitted and it is
obtained by concatenation of all the boneAnimationValueVector and
muscleAnimationValueVector fields.

For compression efficiency, SMS stream specifications limit the maximum
number of bones and muscle nodes to 1,024 each. These bone and muscle
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nodes can belong to one or more skinned models and are grouped in a
SBVCAnimation node. Thus, the fields boneID and muscleID must be
unique in the scene graph and their values must lie in the interval [0,
…1,023].

• boneAnimationMaskVector

To address high compression efficiency, a hierarchical representation of
the bone motion is used. At the first level, the bone motion is decomposed
into translation, rotation, scale, scale orientation and center transformation.
At the second level, all of these components that are set to 1 in the bone
mask, are individually decomposed in elementary motions (e.g., translation
along the X axis, rotation with respect to Y axis). This hierarchical
processing makes it possible to obtain short mask vectors. The size of the
boneAnimationMaskVector can vary from two bits (corresponding to a
single elementary motion) to 21 bits (all the components of the local
transformation of the bone change with respect to the previous key-frame).

• boneAnimationValueVector

The boneAnimationValueVector contains the values to be updated corre-
sponding to all elementary motions with a mask value of 1. The order of the
elements in the boneAnimationValueVector is obtained by analyzing
boneAnimationMaskVector.

• muscleAnimationMaskVector

The muscle animation parameters in the SMS stream are coordinates of the
control points of the NURBS curve, weights of the control points and/or
knot values.

The number of control points and the number of elements of the knot
sequence are integers between 0 and 63 and they are encoded in the
muscleAnimationMaskVector, after the muscleID field. As in the case of
the bone, a hierarchical processing is used to represent the mask.

• muscleAnimationValueVector

The muscleAnimationValueVector contains the new values of the muscle
animation parameters. As in the case of a bone, this vector is ordered
according to the muscleAnimationMaskVector.
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Since the compression schemes developed in the MPEG-4 FBA framework
offer good performances, the two algorithms (predictive and DCT-based) have
been adopted for compressing the SMS animation data.

SMS versus FBA

A comparative analysis of the FBA and SMS frameworks is synthesized in Table 2
below.

While the FBA is founded on the representation of avatars as segmented
characters, that makes it an appropriate framework for cartoon-like applications,
SMS offers a higher degree of realistic representation, dealing with the concept
of skeleton-driven animation.

When dealing with the avatar body, the FBA standardizes a fixed number of
animation parameters (296) by attaching to each anatomical segment up to three
rotation angles. The SMS framework does not limit the number of animation
parameters (bones and muscles). Moreover, the animation parameters refer to
an extended set of geometrical transformations (rotations, translations, scaling
factors).

Shape deformations are present in both frameworks. For example, the FBA
standardizes a number of control points in order to perform facial deformations,
while the SMS allows us to add curve-based deformers at any level of the skin.
In FBA, the deformation tools are cluster-based. In SMS, they are curve-based.
The FBA standardizes the number and location of the control points, while SMS

Table 2. Main FBA and SMS features (Preda, 2002b).

Criteria FBA SMS 

Model type  Virtual human character Generic virtual character 

Geometry definition Segmented character Seamless character 

Hierarchy Standardized Hierarchy Hierarchy build on a generic 

skeleton 

Local deformation Cluster based for face, 

deformation tables for body 

Curve-based deformation 

Scene graph nodes Define a Face and Body Node and 

use H-Anim PROTOs for 

specifying the model geometry 

Define a own set of 6 nodes 

Animation 

parameters 

296 for body, 68 for face Undefined number of parameters, 

arbitrary number of bones and 

muscles are supported 

Animation editing 

support 

Forward kinematics Forward kinematics, inverse 

kinematics, temporal frame  

interpolation 

Compression Frame predictive-based, DCT 

based 

Frame predictive-based, DCT based 
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gives this freedom to the designer, being thus possible to achieve muscle-like
deformations on any part of the virtual character’s skin in order to get a realistic
animation.

Both frameworks address streaming animation and provide low-bit-rate com-
pression schemes. Both FBA and SMS allow the above-mentioned compression
methods, frame-based and DCT-based. Moreover, to improve the compression
ratio, SMS supports advanced animation techniques, such as temporal frame
interpolation and inverse kinematics. For both FBA and SMS, the bit-rate of the
compressed stream depends on the movement complexity (number of segments/
joints involved in motion) and generally lies in the range of 5-40 kbps, for a frame
rate of 25fps.

In the FBA framework, the animation stream contains information relative to the
animation of a single human virtual character, while, in the SMS framework, it
is possible to animate several characters by using a unique stream. Moreover,
the SMS supports the definition and animation of generic 2D/3D objects. This
property is very useful when dealing with a scene where a large number of
avatars or generic objects are present.

In SMS animation, more complex computations are required than in the case of
FBA animation. Thus, concerning the terminal capabilities, dedicated 3D hard-
ware or software optimization is well-suited for implementing SMS animation.
However, the SMS deformation mechanism is in line with the development of
graphics APIs and graphics hardware.

The deformation based on the bones and muscles controllers can be applied in
relation with advanced geometry definition techniques, allowing hierarchical
animation. The following section describes such representation techniques
(Subdivision Surfaces and MESHGRID) and shows the use of BBA to control the
animation of a synthetic object by affecting its surrounding space.

Hierarchic Animation: Subdivision
Surfaces and MESHGRID

In this section, methods are presented for performing hierarchical animation,
where the displacement of a number of key points is extended to all vertices
through an automatic iterative construction/displacement scheme. Subdivision
Surfaces and MESHGRID both achieve this goal, but since MESHGRID is more
appropriate for defining a “surrounding influence volume” in the skin deforma-
tion control presented in previous section, more attention will be devoted to
MESHGRID.
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Subdivision Surfaces

Subdivision surfaces, originally introduced by Catmull and Clark (1978) and Doo
and Sabin (1978), have recently emerged as a useful tool for modeling free-form
surfaces. A number of other subdivision schemes have been devised over the
years, including Loop’s (1987), Dyn et al.’s (known as the “butterfly” scheme)
(1990) or Kobbelt’s (2000). Subdivision is a recursive refinement process that
splits the facets or vertices of a polygonal mesh (the initial “control hull”) to yield
a smooth limit surface. The refined mesh obtained after each subdivision step is
used as the control hull for the next step, and so all successive (and hierarchically
nested) meshes can be regarded as control hulls. The refinement of a mesh is
performed both on its topology, as the vertex connectivity is made richer and
richer, and on its geometry, as the new vertices are positioned in such a way that
the angles formed by the new facets are smaller than those formed by the old
facets. The interest in considering subdivision surfaces for animation purposes
are related to the hierarchical structure: the animation parameters directly affect
only the base mesh vertex positions and, for higher resolutions, the vertices are
obtained through a subdivision process. Three subdivision surfaces schemes are
supported by the MPEG-4 standard: Catmull-Clark, Modified Loop and Wave-
let-based. For a detailed description of these methods and how they are
implemented in MPEG-4, the reader is referred to ISOIEC (2003).

MESHGRID

MESHGRID is a novel surface representation typical for describing surfaces
obtained by scanning the shape of “real” or “virtual” objects according to a
certain strategy. The scanning strategy should provide a description of the object
as a series of open or closed contours.

Virtual Character definition in MESHGRID format

The particularity of the MESHGRID representation lies in combining a wireframe,
i.e., the connectivity-wireframe (CW), describing the connectivity between the
vertices located on the surface of the object, with a regular 3-D grid of points,
i.e., the reference-grid (RG) that stores the spatial distribution of the vertices
from the connectivity-wireframe. The decomposition of a MESHGRID object into
its components is illustrated in Figure 13 for a multi-resolution humanoid model.
Figure 13a shows the MESHGRID representation of the model, which consists of
the hierarchical connectivity-wireframe (Figure 13b) and the hierarchical refer-
ence-grid (Figure 13c). The different resolutions of the mesh (Figure 13d), which
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can be used to render the object at the appropriate level of detail, can be obtained
from the connectivity-wireframe. The reference-grid is the result of a hierarchi-
cal reference system as shown in Figure 13e.

Starting from the humanoid model of Figure 13a, the following sections will
discuss the design particularities of the connectivity-wireframe, reference-grid,
and their relationship, such that the model can be animated using a hierarchical
skeleton-based approach.

The components of the MESHGRID model: RG and CW

The original surface of the humanoid model has been designed by means of
implicit functions. A typical way to obtain a MESHGRID object from such an
implicit surface definition is to apply a method called TRISCAN (Salomie, 2002a),
which performs the contouring of the surface of the object at specified scanning
positions. The scanning positions are defined by the reference system specified
for the object.

Figure 13. MESHGRID representation of a humanoid model.
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The reference system consists of three sets of reference surfaces S
U
, S

V
, S

W
, as

labeled in Figure 13e. For a better understanding, the reference system has been
chosen uniformly distributed. Notice that, usually in a real case, as shown in
Figure 13c, the reference grid is non-uniformly distributed. The reference grid
is defined by the intersection points between the three sets of reference surfaces
S

U
, S

V
, S

W
, as given by Equation (7).

, ,U V W
U V W

RG S S S
 =  
 
∑ ∑ ∑� (7)

( ) ( ) ( ), ,U V W
U V W

CW C S C S C S
 =  
 
∑ ∑ ∑� (8)

The discrete position (u, v, w) of a reference grid point represents the indices of
the reference surfaces {S

U
, S

V
, S

W
} intersecting at that point, while the

coordinate (x, y, z) of a reference grid point is equal to the coordinate of the
computed intersection point.

There is a constraint imposed on the reference surfaces, however. They must
be chosen in such a way that the reference surfaces from one set do not intersect
each other, but intersect the reference surfaces from the other sets. To obtain
the connectivity-wireframe, the TRISCAN method performs the contouring of the
object in each of the reference surfaces S

U
, S

V
, S

W
. Any intersection between

two contours defines a vertex. The connectivity-wireframe consists of the set
of all vertices generated by the intersections between contours, and the
connectivity between these vertices. A mathematical definition of the connec-
tivity-wireframe is given by Equation (8).

In the general case, the connectivity-wireframe is heterogeneous and can be
seen as a net of polygonal shapes ranging from triangles to heptagons, where,
except for the triangles, the other polygons may not be planar. Therefore, to
triangulate the connectivity-wireframe in a consistent way, a set of connectivity
rules has been designed especially for that purpose, as explained in Salomie
(2002a; Salomie, 2002b).

As one might have noticed, there exists a relationship between the vertices and
the reference grid, since a vertex is the intersection point between two contours,
therefore, belonging to two reference surfaces from different sets. This relation-
ship can be followed in the 2D cross-section (see Figure 14), inside a reference
surface, intersecting the object. Any vertex (label 4), lying on a contour of the
object (label 5), is located on a reference grid line (label 1) in between two
reference grid points, one inside the object (label 3) and one outside the object
(label 2). Notice that a reference grid line is the intersection curve of two
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reference surfaces from different sets. As illustrated in Figure 14a, each vertex
is attached to a grid position G

1
, and the relative position of vertex V with respect

to G
1 
and G

2
 is given by the scalar offset  (see Equation (9)). When either G

1 
or

G
2 
moves during the animation (shown in Figure 14b), the coordinates (x, y, z) of

V can be updated as given by Equation (10).

A multi-resolution model can be designed by choosing a multi-resolution refer-
ence system, each resolution level having its corresponding reference grid. The
multi-resolution reference system has a hierarchical structure (see Figure 13e),
which allows obtaining from the last resolution level reference system any lower-
resolution-level reference system by removing the appropriate reference sur-
faces.

The connectivity-wireframe obtained from a model (Figure 13b), by scanning it
according to a hierarchical reference system (Figure 13e), has a hierarchical
structure, as well. This can be proven considering that all the vertices from any
lower-resolution-level Rl are preserved in the immediate higher-resolution-level
Rl+1, since the reference system of resolution level Rl is a sub-set of the reference
system of resolution level Rl+1. In addition, resolution level Rl+1 will insert new
vertices and, therefore, alter the connectivity between the vertices of resolution
level Rl. A hierarchical connectivity-wireframe can be decomposed into single-
resolution connectivity-wireframes, and each of them can be triangulated to
obtain the corresponding mesh, as show in Figure 13d.

Hierarchical reference grid animation

The MESHGRID model is very flexible for animation purposes, since, in addition to
the vertex-based animation typical for INDEXEDFACESET or SUBDIVISIONSURFACE

representations, it allows for specific animation types, such as: (1) rippling

Figure 14. A 2D cross-section through the object.
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effects by modifying the value of the offset, see Equation (10); and (2) reshaping
of the regular reference grid. The latter form of animation can be done on a
hierarchical multi-resolution basis, and will be exploited for the bone-based
animation of the humanoid.

A particularity of the MESHGRID representation is that the hierarchical structure
of the reference grid allows the coordinates of the reference grid points of any
resolution-level Rl+1 to be recomputed whenever the coordinates of the reference
grid points of the lower resolution-level  Rl  are modified, for instance by the bone-
based animation script. For that purpose, “Dyn’s four-point scheme for curves”
interpolation (Dyn, 1987) is applied.

The compact and scalable MESHGRID stream

The particularities of the MESHGRID representation allow a very compact
encoding of the model. In addition, the information inside the compressed stream
is organized in regions of interest and levels of refinement such that the needed
portions of the mesh can be retrieved at the appropriate resolution and quality
level. The high encoding performance is achieved by combining different coding
techniques for the different components of the MESHGRID representation, as
follows:

1. The surface mesh can be obtained from the connectivity-wireframe by
performing a triangulation procedure using some of the same connectivity
rules as described in Salomie (2002a). It is, however, more efficient to
encode the connectivity-wireframe than the triangulated mesh because of
the smaller number of edges that have to be described. For encoding the
connectivity-wireframe, a new type of 3D extension of the Freeman chain-
code is used, requiring only between one and two bits per edge.

2. The reference grid is a smooth vector field defined on a regular discrete 3D
space, each reference grid point being identified by a discrete position
(u,v,w). The (x,y,z) coordinates are efficiently compressed using an embed-
ded 3D wavelet-based multi-resolution intra-band coding algorithm.

By combining and applying these coding techniques to multi-resolution objects,
the compressed MESHGRID stream can be 2.5 times more compact than the
corresponding multi-resolution 3DMC (Taubin, 1998a) stream. When MESHGRID

is configured in homogeneous triangular or quadrilateral mesh mode, its com-
pression performances are close to that of WSS, dedicated to triangular or
quadrilateral meshes. The encoding performance of the WSS 3D-detail informa-
tion is, indeed, very high and difficult to surpass. Nevertheless, MESHGRID does
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not need a separate compression tool, in contrast to WSS for which the base
mesh is coded separately, typically with low compression tools like
INDEXEDFACESET.  Therefore, and together with its dedicated animation capabili-
ties, MESHGRID is preferred over WSS for virtual character animation.

Design and Animation of a Virtual Character defined in MESHGRID

format

Design of the Virtual Character

According to the bone-based animation requirements, the humanoid model must
consist of a global seamless mesh of the entire figure for each resolution level,
which should virtually be split into anatomical parts, e.g., shoulder, elbow, wrist,
etc., such that the motion of the skeleton can drive the appropriate parts of the
mesh.

Applying the TRISCAN method on a humanoid model defined by implicit functions
yields as a final result a seamless mesh of the entire object at each resolution
level, as shown in Figure 13d. In order to meet the virtual-split requirement for
the mesh, the reference system for the humanoid model has to be designed
accordingly. As shown in Figure 13a and c, the reference surfaces defining the
reference grid have been chosen such that they pass through the anatomical
articulations (joints) of the body. Consequently, the single mesh is virtually split
into meaningful anatomical parts, which can be driven by the hierarchical
skeleton definition from the bones-based animation script. Notice in Figure 13a
that the density of the reference grid is higher in the areas belonging to the joints,
which will generate a denser mesh for allowing smoother deformations and
modeling. The reference system is hierarchical, providing a humanoid model with
three resolution levels, as shown in Figure 13d.

Animation of a Virtual Character defined in MeshGrid format

For the hierarchical humanoid model shown in Figure 13, the reference grid is
organized in three resolution levels: the first level contains 1,638 points, the
second level 11,056 points and the third level contains 83,349 points. The lowest
resolution level is chosen as the base level for the animation, while higher mesh
resolution levels are improving the smoothness of the deformations at the joints
and of the overall shape. It is possible, as well, to simultaneously animate
different resolution levels, in case some details only appear at higher resolution
levels. An animation sequence of the humanoid model is shown in Figure 15a. In
addition to the shaded surface mesh, the reference grid attached to the right leg
is displayed, in order to illustrate the path followed and the deformation to which
the model is constrained. Each deformation of the reference grid triggers the
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hierarchical update of the reference grid points belonging to higher resolution
levels, and the computation of the vertices coordinates according to Equation
(10) is such that the mesh follows the movements applied to the reference grid.
As illustrated in Figure 15b, not all of the reference grid points have to be
animated, only those where vertices are attached to.

The benefits of specifying an animation in terms of a hierarchical reference grid
are even more pronounced when comparing this approach to animation methods
that are directly applied to the vertices, as is the case for the INDEXEDFACESET

representation. This difference in complexity is illustrated by Figure 16, which
depicts the knee of the humanoid model. As one can see in Figure 16a, the

Figure 15. Bone-based animation of the reference grid of the humanoid
model.

Figure 16. Snapshot of the humanoid knee during the animation. The
reference grid lines are displayed in black. The surface at the second
resolution level is displayed as a wireframe in (a) and Gouraud-shaded in
(b).
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number of vertices contained in the surface mesh of the second resolution level
is already quite high (216 vertices), while the reference grid at the lowest level
only consists of 27 points at the height of the knee (three planes defined by nine
points each). Although the number of grid points will be higher when applying the
long interpolation filter, the fact that the grid is defined on a regular space,
seriously simplifies the interactive selection of the grid points, since it is possible
to determine the majority of these points automatically once a few key points
have been chosen. Moreover, the same animation script can animate: (1) any
resolution of the MESHGRID model, due to its hierarchical construction; and (2)
any model with a reference grid that is defined in a compatible way with the
reference model used in the animation script. Compatible MESHGRID models are
characterized by: (1) the same number of reference surfaces defining the
reference system; and (2) the same reference surfaces passing through the
same anatomical positions in the different models. The drawback when animat-
ing an INDEXEDFACESET model is the need for a different script at each resolution
level of each model.

In practice, for achieving efficient hierarchical animation with the BBA ap-
proach, an appropriate technique is to animate the reference grid points, i.e., the
space around the model. Moreover, the BBA hierarchical animation technique
based on the MESHGRID representation method offers serious advantages in
terms of compactness, design simplicity and computational load, compared to a
bone-based animation defined for a complex single resolution model which is
described as an INDEXEDFACESET.

The major advantage compared to animation techniques defined for other
hierarchical models (e.g., Subdivision Surfaces), is that it is more intuitive to
address the regularly defined grid points than the vertices and that it is possible,
with the same script, to animate compatible MESHGRID models. The reference
grid points contained in the lowest resolution level represent only a small
percentage of the total number of points present in the final level and, in addition,
only a limited number of grid points are animated, i.e., only those related to
vertices. Hence, such a hierarchical approach is very advantageous, since the
animation can be designed in terms of a limited number of points and since the
number of computations needed to apply the BBA transformation to each of
these points will be reduced.

Conclusions

This chapter is devoted to the standardization of virtual character animation. In
particular, the MPEG-4 Face and Body, as well as the Skeleton, Muscle, and Skin
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animation frameworks have been presented. A generic deformation model and
its implementation in the MPEG-4 standard through the bone and muscle
controllers has been introduced. This generic concept, in relation with dedicated
surface representation tools, like Subdivision Surfaces and MESHGRID, recently
standardized by MPEG-4, allows hierarchical animation. It provides support for
explicitly animating only a limited set of key vertices by the designer, out of which
the animation of all other vertices is automatically calculated through an iterative
calculation scheme.

In recent years, major improvements have been reported in the field of virtual
character animation, ranging from the creation of realistic models used in cinema
movies and the development of animation production tools (e.g., motion capture
systems) to the production of on-line animations in television shows and content
streaming in distributed environments. However, research in this field is still in
an initial stage and presents challenging issues. Despite of large on-going efforts,
computer vision technologies for tracking human motion have not yet reached a
level of maturity that is satisfactory for commercial use. In order to decrease the
production cost of 3D content, re-targeting motion from motion capture data set
to different avatars is still a hot topic of research. Other important research
activities are oriented towards behavioural models for avatar and/or crowds,
building autonomous agents able to own intelligence and making virtual charac-
ters “live” with the appropriate emotional content. Even if MPEG-4 did not
explicitly analyse these issues closely, its generic framework makes extensions
possible, providing the means to an ever-evolving, living standard.
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Abstract

This chapter presents an extensive overview of passive camera calibration
techniques. Starting with a detailed introduction and mathematical
description of the imaging process of an off-the-shelf camera, it reviews all
existing passive calibration approaches with increasing complexity. All
algorithms are presented in detail so that they are directly applicable. For
completeness, a brief counting about the self-calibration is also provided.
In addition, two typical applications are given of passive camera calibration
methods for specific problems of face model reconstruction and telepresence
and experimentally evaluated.  It is expected that this chapter can serve as
a standard reference.  Researchers in various fields in which passive
camera calibration is actively or potentially of interest can use this chapter
to identify the appropriate techniques suitable for their applications.
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Camera calibration is the process of determining the internal physical character-
istics of a camera and its 3-D position and orientation with respect to a world
coordinate system using some predefined objects or automatically detected
features.  The result of camera calibration is the establishment of a mathematical
relationship between the 3-D coordinates of a point in the 3-D scene and the 2-D
coordinates of its projection onto the image recorded by the camera.

Camera calibration is an important preliminary step towards many vision-related
applications.  Passive calibration, active calibration, and self-calibration are the
most frequently referred to camera calibration algorithm categories.  Active
calibration methods were developed mainly for robotic systems.  Recently,
algorithms for active calibration purposes have been investigated that fall in the
more general self-calibration category (Lamiroy, Puget & Ho-raud, 2000).
While detailed discussions about self-calibration are given in Faugeras & Luong
(2001), Hartley & Zisserman (2000) and Fusiello (2000), this paper intends to
give an overview of passive calibration. However, for completeness, a brief
counting about the self-calibration will also be presented.

Passive calibration has been used extensively in the synthesis and analysis of the
human body for telepresence (Xu, Lei, & Hendriks, 2002) and in 3-D face
modeling (Liu, Zhang, Jacobs, & Cohen, 2001). However, despite its wide range
of applications and extensive investigations, no comprehensive overview of this
topic exists.  This chapter attempts to fill this gap by providing such an overview
in a systematic and unified manner and by comparing and evaluating existing
approaches.  In addition, two typical applications are given of passive camera
calibration methods for specific problems of face model reconstruction and
telepresence and then experimentally evaluated. It is expected that this chapter
can serve as a standard reference.  Researchers in various fields in which
passive camera calibration is actively or potentially of interest can use this
chapter to identify the appropriate techniques suitable for their applications.

The chapter is organized as follows.  In the next section, a detailed introduction
and mathematical description is provided of the imaging process of an off-the-
shelf camera.  In the next section, all existing camera calibration techniques are
classified based on several different points of view.  The nonlinear component
of the camera, responsible for distortion, is then modeled using two alternative
methods and discussed in a following section. Key passive camera calibration
algorithms are reviewed in detail, followed by a brief overview of self-calibration
algorithms. Finally, two applications for which calibrated cameras are required
are analyzed, and a summary and conclusions are presented.
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Camera Imaging Process

In the perfect case, a camera can be modeled linearly as a pinhole.  However,
to compensate for nonlinear effects in the imaging process, certain distortion
coefficients have to be added to the simple pinhole model.

Coordinate Systems

In pinhole modeling, five relevant coordinate systems (CSs) are needed to
transform positions of the world points in the 3-D space into their projections in
the image plane of the camera, as described next.

1. Object Coordinate System (OCS): This CS is fixed to an object.  This
means that for each object there is a unique OCS. In this CS, the position
of each point in the corresponding object is denoted by [ ]Toooo zyx=x .

2. World Coordinate System (WCS): This is a common CS. All other CSs
are defined in reference to it. Any point in the 3-D scene has coordinates
denoted by [ ]Twwww zyx=x .

3. Camera Coordinate System (CCS): This CS is connected to the camera.
The x-y plane is parallel to the image plane with its origin at the projection
center, and its z-axis along the optical axis (ref.  Figure 1a). A point in the
3-D scene has coordinates denoted by [ ]Tcccc zyx=x .

4. Projection Coordinate System (PCS): This CS is a 2-D CS. It records
the metric coordinates of the projection of a 3-D scene point through the
pinhole onto the camera image plane.  The x and y  axes of this system are
always set to be parallel with those of the corresponding CCS (ref. Figure
1a). Each projection has coordinates in this CS denoted by [ ]Tmmm yx=x .

5. IMage Coordinate System (IMCS):  Each coordinate in this system is
the pixel coordinate that is actually measured in the image. If the imaging
process has no nonlinear component, then the coordinates in this system are
denoted by [ ]Timimim yx=x ;  otherwise, they are denoted by

[ ]Timimim yx ˆˆˆ =x . In the nonlinear case, imx̂  is always modeled as imx  plus
some nonlinear elements (distortion). Sometimes, to simplify computa-
tions, it is assumed that imim xx =ˆ , which means that a linear model is used
and is fit to a nonlinear imaging system (as in the most recent self-
calibration methods).
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Linear Coordinate Transformation

The relation between xo and the corresponding xw can be expressed as:

w
o

ow
o

w txRx += , (1)

where the rotation matrix ( )ψϕφ ,,RR =w
o  and the translation vector

[ ]Tw
o

w
o

w
o

w
o zyx=t  determine the pose (including position and orientation) of

the OCS in the WCS. w
oR  is defined as the product of three separate rotations

around the respective axes, that is, ( ) ( ) ( )φϕψ xyz RRRR ⋅⋅=w
o . Equation 1 is

a rigid body transformation, in which only rotation and translation are permitted,
but scaling is not allowed (Euclidean geometry). This kind of transformation is
called Euclidean transformation.

A similar relation exists between xw and the corresponding xc:

w
c

cw
c

w txRx +=  or ( ) ( )w
c

wTw
c

c txRx −= (2)

where the rotation matrix ( )γβα ,,RR =w
c and the translation vector

[ ]Tw
c

w
c

w
c

w
c zyx=t  determine the pose of the CCS with respect to the WCS.

They actually represent the extrinsic parameters of the camera. And they have
in total six degrees of freedom (DOFs).

Figure 1. The pinhole camera model.

(a) Relation between a CCS and 
the corresponding PCS 

(b) The principle of a pinhole 
projection 

 

(a) Relation between a CCS
and the corresponding PCS.

(b) The principle of a
pinhole projection.
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The relation between the camera coordinates (in CCS) and the metric projection
coordinates (in PCS) is inferred from the principle of lens projection (modeled
as a pinhole, see Figure 1b). This perspective transformation is a kind of
projective mapping (ref. Figure 1a).

In Figure 1a, the optical center, denoted by O, is the center of the focus of
projection. The distance between the image plane and O is the focal length,
which is a camera constant and denoted by f. The line going through O that is
perpendicular to the image plane is called the optical axis. The intersection of
the optical axis and the image plane is denoted by o, and is termed the principal
point or image center. The plane going through O that is parallel to the image
plane is called the focal plane.

The perspective projection from the 3-D space (in CCS) onto the image plane
(in IMCS) through the PCS can be formulated as:
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where f
x
 = f / s

x 
and f

y
 = f / s

y
. [ ]Tyx 00  is the pixel coordinate of the principal

point with respect to the IMCS, and xs  and ys  are the effective pixel distances
in the horizontal (x-axis) and vertical (y-axis) directions, determined by the
sampling rates for Vidicon cameras or the sensitive distance for CCD and CID
cameras.  Most CCD cameras do not have square pixels, but rectangular pixels
with an aspect ratio s

y  
/ s

x
 of about 0.9 to 1.1. f, x

0
, y

0
, and  are called the intrinsic

parameters of the camera.

Substituting equation 2 into equation 3 we obtain:
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where ≅ means “equal up to a non-zero scale factor”, which is the symbol of
equality in the projective space (Faugeras, 1993).
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Thus, three transform matrices can be identified to project a 3-D world point onto
its 2-D correspondence in an image. These three matrices are termed the

intrinsic transform matrix K�  (ITM, encoding all intrinsic camera parameters),

the extrinsic transform matrix M�  (ETM, encoding all extrinsic camera

parameters), and the projection matrix P�  (PM, encoding all linear camera
parameters), and are given by:

0

0

0

0

0 0 1

x

y

f x

f y

− 
 = − 
  

K� , ( ) ( )T Tw w w
c c c

 = − ⋅  
M R R t� , and =P KM� � � . (4)

Thus, for the projective coordinates1 1
Tim im imx y =  x�  and

1
Tw w w wx y z =  x� , we have:

im w≅ ⋅x P x�� � . (5)

Through this projection, a 3-D straight line will map as a 2-D straight line. From
this observation, this pure pinhole modeling is called linear modeling.

Modeling Nonlinear Components

The perfect pinhole model is only an approximation of the real camera system.
It is, therefore, not valid when high accuracy is required. The nonlinear
components (skew and distortion) of the model need to be taken into account in
order to compensate for the mismatch between the perfect pinhole model and the
real situation.

In applications for which highly accurate calibration is not necessary, distortion
is not considered. Instead, in this case a parameter u characterizing the skew
(Faugeras, 1993) of the image is defined and computed, resulting in an ITM as:
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If highly accurate calibration results are required or in cases where low-cost or
wide-angle lenses are employed, distortion has to be accounted for. There exist
two ways of modeling the camera distortion, which will be discussed in the
following section.

Camera Parameters

The coefficients of the distortion model, together with the intrinsic and extrinsic
parameters, emulate the imaging process of a camera with very high accuracy.
In addition, the skew parameter could also be included. However, since the
modeled distortion already accounts for the interaction between the x and y
components, the image skew does not need to be considered explicitly, but
instead it is treated implicitly as part of the distortion.

It can be noticed in the previous equations that f and s
x
, respectively f and s

y
, are

always coupled with each other. This means that only the values of f
x
 = f / s

x
 and

f
y
 = f / s

y
, instead of the actual values of f, s

x
, and s

y
, are important and can be

recovered.

All these camera parameters, which can be recovered directly from a camera
calibration procedure, can be grouped into a linear parameter vector p

l 
and a

distortion coefficient vector p
d
, as follows:

[ ]Tyx
w
c

w
c

w
cl yxffzyx 00γβα=p , (7)

[ ]T
d tscoefficiendistortion=p . (8)

These two vectors are further combined into one camera parameter vector p
c

as follows:

[ ]TT
d

T
lc ppp = . (9)
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Classifications of Camera Calibration
Techniques

Camera calibration is a fundamental part of 3-D computer vision. Based on it, the
original 3-D structure of a scene can be recovered (3-D reconstruction) or a
geometric-valid representation of the scene in a new image space can be
produced directly (Image Based Rendering, IBR).

During camera calibration, all camera parameters should be estimated from
certain observed geometric constraints. These constraints can be expressed by:

1. Correspondences between a known 3-D structure and measured 2-D
image contents (Slama, 1980);

2. Optical flow or parallax embedded in a sequence of views (provided by
a video camera or a multiple-baseline system) that are 2-D projections of
an unknown 3-D scene from different unknown (Pollefeys, Koch, &
Gool, 1999) or pre-defined (Faugeras, Quan, & Sturm, 2000) relative
viewpoints; and

3. Special characteristics in 2-D image space incurred by certain known
specific geometric structures embedded in the 3-D scene, such as
preservation of line straightness through linear projective transformation
(Brown, 1971), vanishing points of parallel lines (Caprile & Torre, 1990),
and special relations between projections of orthogonal lines (Liebowitz &
Zisserman, 1998).

In general, the number of independent constraints should not be less than the
DOFs of the camera parameter space. Based on this observation, a counting
argument has been presented for self-calibration (Pollefeys et al., 1999).
Minimal constraint requirements for different calibration purposes can also be
identified (Torr & Zisserman, 1996). Often, however, to improve numerical
robustness, many more independent constraints than needed are utilized (over-
constrained problem) (Hartley & Zisserman, 2000), or several equivalent
representations of the same constraint are employed simultaneously (Malm &
Heyden, 2001).

Due to the availability of useful geometric constraints, a number of different
camera calibration approaches exist. Meanwhile, various types of compromises
or trade-offs always have to be made. Such a trade-off is, for instance, the
desired accuracy of calibration results and the depth of view that can be
supported by the camera calibration results. Requirements also differ from
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application to application. All existing camera calibration approaches can be
categorized from several different points of view.

Given the underlying assumptions about the parameters to be estimated, the
following three general types of calibration exist:

Passive (Fixed) Calibration: All camera parameters are assumed fixed and,
therefore, the calibration is performed only once. This approach often uses
images of objects for which the accurate geometric and photometric
properties can be devised, and reconstructs the relationship between such
properties and the recorded images. From these relations all camera
parameters can be estimated quantitatively through some linear or nonlin-
ear optimization process (Tsai, 1987; Triggs, McLauchlan, Hartley &
Fitzgibbon, 1999).

Active Calibration: For active vision purposes, some of the intrinsic camera
parameters (typically focus and zoom) are assumed to vary actively, while
the extrinsic parameters are either changed on purpose in a controlled
fashion (e.g., pure rotation) or not at all (Willson, 1994). The investigation
of the relationship between zooming (and/or focus) and other intrinsic
parameters is at the center of this approach.

Self-Calibration: Depending on the application requirements, all or some of the
camera parameters are assumed to vary independently, while the remaining
ones are unknown constants or parameters that have already been recov-
ered via a pre-processing step (e.g., through a passive calibration tech-
nique). The purpose of self-calibration is to be able to recover the camera
parameters at different settings of the optical and geometrical configura-
tions (Pollefeys et al., 1999).

By considering the appearance of the camera parameters, we can identify:

Explicit Calibration: This represents the traditional approach (Slama, 1980),
according to which the values of all individual camera parameters are
calculated explicitly.

Implicit Calibration: In this case, only certain relations of the camera
parameters are recovered, for example, the projection matrix in equation 4.
These relations must contain enough information to support subsequent
calculations. The exact value of each individual parameter is not made
explicit (Wei & Ma, 1994). However, all individual camera parameters may
be calculated from the recovered relations.
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Depending on the required complexity and completeness of the computation, the
following three types of models can be adopted:

Linear Models: This represents a simplistic approach to calibration. The
imaging process is described in terms of a simple linear equation (ref.
equation 5). Clearly, typical nonlinear phenomena, like distortion, are rarely
taken into account by this model, unless the distortion component can be
approximated by a linear function (Fitzgibbon, 2001).

Nonlinear Model: A more complex model of the system (including nonlinear
distortion, modeled, for example, as in equation 11) is created for describing
the imaging process. There are two possibilities to fit this nonlinear model
to the available data: 1) The nonlinear distortion part is first removed by
some special technique, such as preservation of line straightness (Brown,
1971), and the linear relation is then easily recovered; and 2) A linear model
that does not consider distortion is first fitted to the data, and the outputs are
then fed into a nonlinear optimization process to get the best nonlinear fit
(Zhang, 2000).

“Black Box” Model: The whole system is treated as a black box. Inputs and
outputs are studied together with some specific properties of the camera to
predict the nonlinear imaging process (Chen & Jiang, 1991).

In this chapter we focus on passive camera calibration techniques.

Distortion correction is a key issue in the development of camera calibration
techniques, since it determines the accuracy of the subsequent applications, such
as 3-D reconstruction.  Therefore, in the next section, the distortion modeling and
estimation issues are first investigated in detail.

Nonlinear Camera Distortion

For an off-the-shelf lens, the deviation of the pixel position in the image plane due
to distortion is on average in the order of five pixels (Tsai, 1987) and, in rare
cases, it can be up to ten or even 100 pixels (Stein, 1997). If the distortion is
modeled, nonlinear methods for estimating the parameters have to be employed;
otherwise linear techniques, which are far more efficient and stable, can be
applied.

On the other hand, it was found that the radial distortion assumption can linearize
the image geometry to an accuracy which is 2×10-5 of the image size (Beyer,
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1992). Any more elaborate distortion model than a radial one could help in
increasing the accuracy, but may incur numerical instability (Tsai, 1987). Thus,
most calibration algorithms usually take into account only the radial distortion.
However, when wide-angle cameras are used, adding a non-radial distortion
component in the distortion model will improve accuracy significantly (Weng,
Cohen & Herniou, 1992).

Therefore, the complexity of the distortion model (i.e., the number of distortion
coefficients considered) should match the available computation resources and
the accuracy required by the application.

Distortion Models

Two different models have been constructed to describe the distortion phenom-
enon. They were developed for the purpose of projection and that of 3-D
reconstruction, respectively.

Imaging-distortion model

For the camera projection purpose, the distortion can be modeled as “imaging
distortion” as:

Im

Im

ˆ

ˆ

im im
x x

im im
y y

fx x

fy y

 ⋅ ∆   
= +      ⋅ ∆      

, (10)

where

Im 2 4 6 2 2 2
Im

Im 2 4 6 2 2 2

' ' ' 2 ' 2 ' ' 0

' ' ' 2 ' ' 2 ' 0
x

d
y

x r x r x r x r x y r

y r y r y r x y y r r

 ∆  +
= ⋅   ∆ +    

p , (11)

Im Im Im Im Im Im Im Im
1 2 3 1 2 1 2

T

d k k k P P s s =  p ,
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0'
imc

c
x

x xx
x

z f

−= − = , 
0'

imc

c
y

y yy
y

z f

−= − = , and 2 2 2' 'r x y= + .

Im
1k , Im

2k , Im
3k  (Radial), Im

1P , Im
2P  (De-centering), and Im

1s , Im
2s  (Thin Prim)

represent the imaging-distortion coefficients, while Im
x∆  and Im

y∆  represent
distortions in the horizontal (x-axis) and vertical (y-axis) directions, respectively.
The radial distortion is caused by the fact that objects at different angular
distances from the lens axis undergo different magnifications.  The de-centering
distortion is due to the fact that the optical centers of multiple lenses are not
correctly aligned with the center of the camera. The thin-prim distortion arises
from the imperfection in the lens design and manufacturing, as well as the
camera assembly.

This distortion model can be simplified by neglecting certain parameters. Im
1k

usually accounts for about 90% of the total distortion (Slama, 1980). For
example, in some cases, only radial and tangential components were taken into

consideration. The effect of the thin prim coefficients ( Im
1s  and Im

2s ) was
overlooked without affecting the final accuracy, because this component only
causes additional radial and tangential distortions (Weng et al., 1992).

Reconstruction-distortion model

Besides being modeled as imaging distortion, the distortion can also be modeled
as “reconstruction distortion” as follows:

Re

Re

ˆ

ˆ

im im
x x

im im
y y

fx x

fy y

 ⋅ ∆   
= −      ⋅ ∆      

, (12)

where

Re 2 4 6 2 2 2
Re

Re 2 4 6 2 2 2

ˆ ˆ ˆ ˆ ˆˆ2 2 0

ˆ ˆ ˆ ˆˆ ˆ2 2 0
x

d
y

xr xr xr x r xy r

yr yr yr xy y r r

 ∆  +
= ⋅   ∆ +    

p , (13)

Re Re Re Re Re Re Re Re
1 2 3 1 2 1 2

T

d k k k P P s s =  p ,
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0ˆ
ˆ

im

x

x x
x

f

−= , 
0ˆ

ˆ
im

y

y y
y

f

−= , and 2 2 2ˆ ˆr x y= + .

A similar discussion as that on the imaging-distortion coefficients in the previous

section also applies to the reconstruction-distortion coefficients Re
dp .

Principal point vs. distortion center

It has been realized that the distortion center [ ]0 0

T
x y  used in equations 10

and 12 could be different from the principal point employed in equation 3 (Wei
& Ma, 1994). On the other hand, under radial distortion with a dominant

coefficient Im
1k  (or Re

1k ), a small shift of the distortion center is equivalent to
adding two de-centering distortion terms (Ahmed & Farag, 2001). Therefore, if
the distortion is estimated independently of the calibration of other camera
parameters, the principal point for the linear perspective transformation should
be distinguished from the distortion center. However, if all camera parameters
(including distortion coefficients) are calibrated simultaneously, the distortion
center and the principal point should be treated as being the same. In this case,
it is better to take the de-centering distortion component into consideration.

Discussions

Both imaging and reconstruction-distortion models have advantages and disad-
vantages (ref. Table 1). In general, the imaging-distortion model is more efficient
for distortion correction using the “backward mapping” strategy (Lei & Hendriks,
2002). The reconstruction-distortion model is preferable if the subsequent
processing is mainly concerned with the 3-D model recovering.

Both models have been adopted in the calibration literature (Heikkilä, 2000; Tsai,
1987). It was demonstrated by Heikkilä (2000) that they are equivalent with
proper compensation. A least-squares method was further proposed for the
conversion between the two sets of distortion coefficients. Which model should
be adopted for a real situation is application-dependent.
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Distortion Estimation Techniques

A survey is given below of distortion estimation techniques mainly developed in
the computer-vision field. Among them, there is the elegant “plumb-line” method
(Brown, 1971), which plays a quite important role.

Plumb-line method

With a linear camera model (ref. equation 5), a straight line in the 3-D scene is
still a straight line in the corresponding image plane. Any deviation from this
straightness should, therefore, be attributed to distortion.

Table 1. The advantages and disadvantages of both imaging and
reconstruction-distortion models.
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Suppose there exists a straight 3-D line in the 3-D scene. Correspondingly, a
straight image line should appear in the focal plane of an ideal linear camera. Let

Tim im imx y =  x  denote an arbitrary point on that image line. The following

equation should then be satisfied

sin cosim imx yθ θ ρ+ = ,

where θ  is the angle between the image line and the x-axis of the focal plane,
and ρ is the perpendicular distance from the origin to this line.

Suppose that the reconstruction-distortion model is employed, and in the distor-
tion model assume that f

x
 = f

y 
(Brown, 1971; Devernay & Faugeras, 2001).

Substituting equation 12 into equation 14 leads to an expression of the form

( )Re Re Re Re Re Re Re
0 0 1 2 3 1 2 1 2ˆ ˆ, , , , , , , , , , , , , , 0im im

x yf x y x y s s k k k P P s s θ ρ ε+ = , (15)

where x
0
, y

0
, s

x
, s

y
, k

1
Re, k

2
Re, k

3
Re, P

1
Re, P

2
Re, s

1
Re, s

2
Re, θ  and ρ are all unknown,

and ε is a random error.

If enough colinear points are available,

( )( )
2

Re Re Re Re Re Re Re
0 0 1 2 3 1 2 1 2

1 1

ˆ ˆ, , , , , , , , , , , , , ,
n m

im im
ij ij x y i i

i j

f x y x y s s k k k P P s sς θ ρ
= =

= ∑∑ (16)

can be minimized to recover x
0
, y

0
, s

x
, s

y
, k

1
Re, k

2
Re, k

3
Re, P

1
Re, P

2
Re, s

1
Re, s

2
Re, θ

i

and ρ
i
. [ ]Tim

ij
im
ij yx ˆˆ  (i = 1 ... n, j = 1 ... m) are distorted image points whose

distortion-free correspondences [ ]Tim
ij

im
ij yx  should lie on the same image line

with rotation θ
i 
and polar distance ρ

i
.

However, due to the high inter-correlation between the de-centering distortion

coefficients (P
1

Re, P
2

Re), and the principal point coordinates [ ]Tyx 00 , x
0
  and y

0

are always assumed to be known a priori. Otherwise, a proper optimization
strategy (e.g., coarse-to-fine [Swaminathan & Nayer, 2000]) has to be adopted
to get a more stable solution.
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When the plumb-line method is applied, “straight” lines, which are distorted
straight image lines, need to be extracted first, typically by means of an edge
detection technique, before the optimization on equation 16 can be performed.
Clearly, the accuracy of the extracted lines determines the accuracy of the
estimated parameters. If the calibration set-up is carefully designed so that those
“straight” lines can be located accurately, an overall accuracy in the order of
2×10-5 can be achieved (Fryer, Clarke & Chen, 1994). However, for irregular
natural scenes, it may be difficult to locate “straight” lines very accurately. To
tackle this problem, an iterative strategy has been adopted (Devernay &
Faugeras, 2001). According to this strategy, edge detection (step 1) and
optimization (step 2) are first performed on the original images. Based on the
estimated distortion coefficients, images are corrected (undistorted), and then
steps 1 and 2 are repeated. This iterative process continues until a small deviation
ς  is reached. Applying this strategy on natural scenes, a mean distortion error
of about  pixel (for a 512×512 image) can be obtained (Devernay & Faugeras,
2001). Improved results can be obtained by modifying equation 16 (dividing, for

example, the function f (...) by ρ
i 
[Swaminathan & Nayer, 2000]) and by

carefully defining the “straightness” of a line (using, for example, snakes [Kang,
2000]).

Utilization of projective geometry properties

The plumb-line method explores only one invariant of the projective transforma-
tion. Other projective invariants or properties, such as converging of parallel
lines, can also be employed for estimating distortion in a fashion similar to the
plumb-line method. Some of these methods are summarized below. They make
use of:

Convergence of parallel lines: Based on the observation that a set of parallel
lines should have a common unique vanishing point through linear projective
projection, the distortion is estimated by minimizing the dispersion of all
possible candidate vanishing points (Becker & Bove, 1995).

Invariance of cross ratio: Since the cross ratio is still an invariant even when
radial distortion is present, it is employed to recover the distortion center
first, followed by the use of preservation of linearity of the projective
geometry to calibrate the distortion coefficients and the aspect ratio (Wei
& Ma, 1994).

Linear projection matrix P� : Line intersections are accurately detected in the
image. Four of them are selected to define a projective basis for the plane.
The others are re-expressed in this frame and perturbed so that they are
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accurately aligned. The recovered distortion corrections from this projec-
tive base are then interpolated across the whole image (Brand, Courtney,
Paoli & Plancke, 1996).

Linear fundamental matrix embedded in a stereo set-up: A stereo (or
triple-camera) setup can also be used for distortion estimation. First, an
initial guess of the distortion coefficients is used to calculate the undistorted
image point coordinates. These are then used to calculate the so-called
fundamental matrix (or tri-linear tensors). Based on this matrix (or tensors),
the correspondence error is calculated. This error is then reduced by
adjusting the values of distortion coefficients and the process is repeated
until a certain optimal point is reached. The optimal values for distortion
coefficients are finally estimated independently (Stein, 1997).

In the last three approaches, stereo correspondences or correspondences
between 3-D points and their projections are needed. Traditionally, these
correspondences are obtained manually. To automatically search for them, view
and illumination changes have to be taken into consideration together with the
distortion coefficients (Tamaki, Yamamura & Ohnishi, 2002).

Which linear property or invariant is most resistant to noise is still not clear. This
needs to be addressed in future work.

Other techniques

In addition to using linear projective geometry, three other interesting techniques
have also been proposed for distortion estimation, each of them with their own
limitations.

In Perš & Kova1�1  (2002), by labeling the camera distortion as an inherent
geometry property of any lens, the radial distortion defined in equation 11 is
remodeled by the following non-parametric equation:

( ) ( )
2

2 2

0 0 2
ˆ ˆ ln 1im im r r
x x y y f

f f

 
− + − = ⋅ + +   

,

where r was as defined in equation 10 and f is the focal length.

This model is much simpler than the one defined in equation 10 and the model in
equation 12. Reasonable results have been obtained in Perš & Kova1�1  (2002),
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although more research needs be done to model other types of distortions with
high accuracy.

In Farid & Popescu (2001), large radial distortion is detected by analyzing the
correlation in the frequency-domain of a single image. The method, however,
may only work for certain types of scenes. Finding out what types of scenes are
suitable for this technique seems to be an interesting research topic.

Contrary to the nonlinear equations 11 and 13, the standard distortion model is
modified in Fitzgibbon (2001) to a projective linear, but equivalent, representation
assuming only radial distortion. Based on this, an efficient closed-form algorithm
is formulated that is guaranteed to estimate the fundamental matrix (Faugeras,
1993).

Passive Camera Calibration

The aim of passive camera calibration is to recover all camera parameters in p
c

by fitting the camera model described in section 1 to a corresponding set of
reference points, called calibration control points, in the 3-D world and their
corresponding projections, called calibration feature points, on the image
plane.

Much work has been done on passive camera calibration ranging from the
classical nonlinear optimization approach (Slama, 1980) to closed-form solutions
(Tsai, 1987). Very recently attention has been paid to multi-step schemes that
attempt to combine both nonlinear optimization and linear closed-form solutions.
In the following, all important and representative approaches developed for
passive camera calibration are discussed. Major equations involved are recalcu-
lated and reformulated in a uniform way using the camera model introduced.

All algorithms are presented in detail so that they are directly applicable. Only
considering the linear imaging model, the simplest directed linear transformation
(DLT) approach is first described. Its geometrically valid variations are then
discussed. Nonlinear elements are introduced into the DLT approach to also
handle the camera distortion. However, the nonlinear system formed from this
idea is, in most cases, too complex to be solved efficiently and accurately.
Therefore, a method to avoid the possibly large optimization problem is pre-
sented. Because the method can only handle the radial distortion, a more general
approach, an iterative two-phase strategy, is discussed. Further, to ease the
tedious calibration-data-acquisition work, the 2-D planar pattern is introduced as
an alternative, but effective, calibration object. To recover the geometry of more
than one camera, the linear phase of the iterative two-phase strategy is modified.
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After that, some other approaches that utilize special calibration objects or
specific phenomena in the 3-D scene are summarized. Finally, the calibration is
evaluated and feature extraction issues are discussed.

Direct Linear Transformation (DLT)

Direct linear transformation (DLT) (Abdel-Aziz & Karara, 1971) is the
simplest version of camera calibration and still plays a relatively important role
in computer vision. It can be applied if the distortion can be neglected or has been
removed in advance.

Without considering the distortion, from equation 4 the transfer function from a
3-D point xw to the corresponding 2-D image pixel xim can be described as:

1 1 1 1 1
1 2 3 4

2 2 2 2 2
1 2 3 4

3 3 3 3 3
1 2 3 4

1

w

w

w

x
t p p p p

y
t p p p p

z
t p p p p

 
     
     ≅     
           

, (17)

where pi
j 
is the element of the matrix P

~
 at the ith

 
row and jth column, and

31 / ttxim = , and 32 / tty im = . (18)

Substituting equation 18 into equation 17 and expanding the matrix product yields
the following two equations with 12 unknowns:

1 1 1 1 3 3 3 3
1 2 3 4 1 2 3 4 0w w w w im w im w im imp x p y p z p p x x p y x p z x p x+ + + − − − − = , (19)

2 2 2 2 3 3 3 3
1 2 3 4 1 2 3 4 0w w w w im w im w im imp x p y p z p p x y p y y p z y p y+ + + − − − − = , (20)

The 12 unknowns can be solved using N ≥ 6 points at general positions

(Faugeras, 1993), with 3-D world coordinates 
Tw w w w

i i i ix y z =  x  and corre-
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sponding 2-D image coordinates 
Tim im im

i i ix y =  x  (i = 1 ... N) by the following

equation:

2 1N×⋅ =A p 0 , (21)

where 2 1N×0  is a column vector with all 2N  elements being 0  and

1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1

2 2 2 2 2 2 2 2 2 2

2 2 2 2 2 2 2 2 2 2

1 0 0 0 0

0 0 0 0 1

1 0 0 0 0

0 0 0 0 1

1 0 0 0 0

w w w w im w im w im im

w w w w im w im w im im

w w w w im w im w im im

w w w w im w im w im im

w w w w im
N N N N N N

x y z x x y x z x x

x y z x y y y z y y

x y z x x y x z x x

x y z x y y y z y y

x y z x x y

− − − −
− − − −
− − − −

= − − − −

− −

A

�

0 0 0 0 1

w im w im im
N N N N

w w w w im w im w im im
N N N N N N N N N N

x z x x

x y z x y y y z y y

 
 
 
 
 
 
 
 

− − 
 − − − − 

,

1 1 1 1 2 2 2 2 3 3 3 3
1 2 3 4 1 2 3 4 1 2 3 4

T
p p p p p p p p p p p p =  p .

Since the overall scaling of the 12 unknowns is irrelevant, a certain constraint
should be imposed. This constraint is, in fact, used to get rid of the scale
randomicity of the camera projection (multiple 3-D objects with different scales
may correspond to the same 2-D projections). A simple form is to let one

unknown be equal to one, for example, 3
4 1p = . In this case a simpler linear

equation can be derived. The remaining 11 unknowns can thus be calculated
from this new equation by employing various methods, e.g., least squares.
However, because of the possibility of singularity of this assumption, that is

3
4 0p = , other forms of constraints should be imposed instead. One possibility is

the constraint ( ) ( ) ( )2 2 23 3 3
1 2 3 1p p p+ + = . In this case, the problem to be solved is

reformulated as (ref. equation 21) the minimization of  Ap  subject to the

constraint that 1=Cp . C is defined such that  0i
jc =  ( , 1 12i j = � ), where  i

jc

represents the element at the ith row and jth column, except 9 10 11
9 10 11 1c c c= = = . A

closed-form solution to this problem can be obtained by the method described in
Faugeras (1993) and Hartley & Zisserman (2000).
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Camera parameter recovery

The values of all camera parameters mentioned can be recovered directly from
the results of DLT.

Combining the three items in equation 4 gives:

( ) ( )
( ) ( )

( )

1 1 1 1
1 0 3 01 2 3 4

2 2 2 2
1 2 3 4 2 0 3 0
3 3 3 3
1 2 3 4 3

T T

x x x z

T T

y y y z

T

z

f x f t x tp p p p

p p p p f y f t y t

p p p p t

 − + − +      ≅ − + − +         

r r

r r

r
, (22)

where rj (j = 1...3) is the jth column of matrix w
cR , and ( )TT w w

x y z c ct t t  = −  R t .

Let:

( )
( )
( )

( )
( )
( )

1 1 1 1
1 1 1 14 4
1 2 3 4

2 2 2 2 2 2 2 2
4 4 1 2 3 4

3 3 3 3
3 3 3 3 1 2 3 4

4 4
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1 1
' '
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T T
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p p p p

q p p p p p

p p p p
q p

ρ ρ

   
     
     = =     
            

q q

q q

q q
, (23)

where ( ) ( ) ( )2 2 23 3 3
1 2 3p p pρ = + +  and 1 2 3' / /

Ti i i i ip p pρ ρ = =  q q  (i =

1...3).

Then, all original intrinsic and extrinsic camera parameters can be recovered as:

3
4'qt zz ε= , 3

3 'qr zε= , ( ) 31
0 '' qq

T
x = , ( ) 32

0 '' qq
T

y = ,

3
0

2 '' qq yf y −= , ( ) yz fy /'' 3
0

2
2 qqr −−= ε , ( ) xz fx /'' 3

0
1

1 qqr −−= ε ,



Camera Calibration   91

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

3
0

1 '' qq xf x −= , ( ) yzzy ftyqt /' 0
2
4 −−= ε , ( ) xzzx ftxqt /' 0

1
4 −−= ε , (24)

where ε
z
 (= ±1) is related to the so-called oriented projective geometry (Stolfi,

1991). In the current case, ε
z 
can be determined by judging if the CS’s origin lies

in front of the camera (t
z 
> 0) or behind it (t

z 
< 0).

However, due to the influence of noise and camera distortion, from equation 24

it is impossible to guarantee that the recovered matrix w
cR  is orthonormal, which

is a requirement that must be met for w
cR  to be a rotation matrix. The closest

orthonormal matrix to w
cR  can be found by employing one of the methods

provided in Weng et al. (1992) or Horn (1987). However, by doing so, the
resulting parameters may not fulfill the linear projection model optimally
anymore. That is why a geometrically valid DLT is needed.

Geometrically Valid DLT

Employing the DLT method described, one can recover 11 independent elements

of the matrix P� . However, according to a previous section in this chapter, P�  has
only 10 DOFs. This means that the recovered 11 independent elements may not
be geometrically valid. In other words, certain geometric constraints may not be
fulfilled by the 10 intrinsic and extrinsic parameters of a camera recovered from

the reconstructed P�  of the simple DLT. For this problem, there are three
solutions.

Camera geometry promotion

In order to match the 11 DOFs of the projection matrix P� , one could add one
more DOFs to the camera parameter space by taking into account the skew
factor u. By this change, substituting equation 6 into equation 5 yields (ref.
equation 17):

( ) ( ) ( )
( ) ( )

( )

1 1 1 1
1 2 0 3 01 2 3 4

2 2 2 2
1 2 3 4 2 0 3 0
3 3 3 3
1 2 3 4 3

T T T

x x x y z

T T

y y y z

T

z

f u x f t ut x tp p p p

p p p p f y f t y t

p p p p t

 − + + − + +      ≅ − + − +         

r r r

r r

r
, (25)
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where r
j 
(j = 1...3) is the jth column of matrix w

cR , and [ ] ( ) w
c

Tw
c

T
zyx ttt tR−= .

Then, from equation 25, it turns out immediately (ref. equation 23) that:

( ) ( )3221 '''' qqqq ××−= T
u , 3

4'qt zz ε= , 3
3 'qr zε= , ( ) 31

0 '' qq
T

x = , ( ) 32
0 '' qq

T
y = ,

3
0

2 '' qq yf y −= , ( ) yz fy /'' 3
0

2
2 qqr −−= ε , 321 rrr ×= ,

302
1' rrq xuf zx −−= ε , ( ) yzzy ftyqt /' 0

2
4 −−= ε ,

( ) xzyzx ftxutqt /' 0
1
4 −−−= ε , (24)

where ε
z
 (= ±1) is the same as in equation 24.

Constrained DLT

In some cases, the skew factor need not be considered, while in others the
nonlinear effects have been eliminated in advance by means of the techniques.

Then an additional constraint ( ) ( )1 2 2 3' ' ' ' 0
T

× × =q q q q , which guarantees the

orthonormality of the matrix w
cR , can be added to the calculation of DLT. Taking

this into consideration, the original DLT problem should be redefined as (ref.
equations 21 and 23):

Minimize Ap  subject to the constraints ( ) ( ) ( )2 2 23 3 3
1 2 3 1p p p+ + =  and

( ) ( )1 2 2 3' ' ' ' 0
T

× × =q q q q . (27)

However, because the algebraic distance lgad = Ap  is neither geometrically

nor statistically meaningful (Hartley & Zisserman, 2000), it is better to minimize
the following geometric distance:
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( )
( )

( )
( )

2 2
1 1 2 2

4 4

3 3 3 3
1

4 4

T Tw wN
im im

geo i iT Tw w
i

q q
d x y

q q=

    + +    = − + −    + +     
∑

q x q x

q x q x .

Then the problem to be solved becomes:

Minimize d
geo

 subject to the constraints in equation 27. (28)

After solving the optimization problem 28, all original camera parameters can be
recovered by applying equation 24.

Modified DLT

To decrease the number of constraint equations required in the nonlinear
optimization process (so as to increase its efficiency), one can incorporate the
constraints in equation 27 in an alternative way.

According to Hatze (1988), equation 17 can be rewritten as:

1 2 3
1 1 1 1 2 3 4

0 1 2 3
3 3 3 9 10 11 12

w w w w w w
im x

x w w w w w w
z

r x r y r z t a x a y a z a
x x f

r x r y r z t a x a y a z a

+ + + + + +− = − ⋅ =
+ + + + + + ,

1 2 3
2 2 2 5 6 7 8

0 1 2 3
3 3 3 9 10 11 12

w w w w w w
yim

y w w w w w w
z

r x r y r z t a x a y a z a
y y f

r x r y r z t a x a y a z a

+ + + + + +− = − ⋅ =
+ + + + + + , (29)

where i
jr  ( , 1 3i j = � ) is the element of w

cR  at the ith row and jth column and

( )TT w w
x y z c ct t t  = −  R t .

Therefore, as ( )Tw w
c c =R R I , we know immediately that:

0736251 =++ aaaaaa , and 011310291 =++ aaaaaa , and

0736251 =++ aaaaaa . (30)
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By further requiring that a
12

 = 1 or (a
9
)2 + (a

10
)2 + (a

11
)2 = 1, we can carry out a

constrained non-linear search to obtain the 10 independent parameters (x
0
, y

0
, a

3
,

a
4
, a

6
, ..., a

11
; in case a

12
 = 1) or (x

0
, y

0
, a

3
, a

4
, a

6
, ..., a

10
, a

12
; in case (a

9
)2 + (a

10
)2

+ (a
11

)2 = 1).

Up to this point, only linear relations in the imaging process were considered. This
already suffices if one aims more at efficiency than accuracy. However, for
highly accurate measurements, the distortion should also be taken into account.
A straightforward way to achieve this is to incorporate the distortion coefficients
directly into the DLT calculation by adding some nonlinear elements. This is the
topic of the next section.

DLT Considering Distortion

Both simple DLT and geometrically valid DLTs cannot take the distortion
component into account. In this section, an innovative way of incorporating the
distortion into the DLT is discussed. Its advantages and disadvantages are
addressed, as well.

Because of the existence of two distortion models, the 3-D reconstruction and
the projection have to be handled differently.

Two-plane approach using reconstruction-distortion model

This approach is used for 3-D reconstruction.

Rearranging equation 5, we obtain:

1w w im w
c c

−≅ +x R K x t� � , (31)

where

0
1

0

1/ 0 /

0 1/ /

0 0 1

x x

y y

f x f

f y f−

− 
 = − 
  

K� . (32)
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Now, by assuming that the camera distortion is subject to the reconstruction-
distortion model, and by taking equation 12 into equation 31, we obtain:

ˆw im≅x Du� , (33)

where D is a matrix with 3 rows and 36 columns. imu
~
ˆ  is a column vector with

36 elements in the form ( ) ( )jimiim yx ˆˆ  ( 70, �=ji  and 7≤+ ji ).

In fact, the dimensions of D and imu
~
ˆ  depend on the distortion (coefficients)

considered. Several examples are shown in Table 2, where the last case is the
same linear situation that was just handled in the previous section.

If enough pairs of xw and corresponding imx̂  (and thus imu
~
ˆ ) are available, D can

be calculated from equation 33 in the same way as illustrated. Subsequently,

from D, the line of sight of any image pixel in the current camera can be
computed. Furthermore, assume that in another camera, which has transforma-

tion matrix D', a point im'x̂  (and thus im'
~
û ) can be located which is the projection

of the same world point xw as the point imx̂ . Then:

ˆ' 'w im≅x D u� . (34)

By combining equations 33 and 34, one can easily reconstruct xw (Faugeras,
1993).

Table 2. The dimensions of the transformation matrix and vector used in
DLT considering distortion.

Considered distortion coefficients Dimension of D  Dimension of imu
~
ˆ  

Re
1k , Re

2k , Re
3k , Re

1P , Re
2P , Re

1s , Re
2s  3×36 36×1 

Re
1k , Re

2k , Re
1P , Re

2P , Re
1s , Re

2s  3×21 21×1 

Re
1k , Re

1P , Re
2P , Re

1s , Re
2s  3×10 10×1 

None 3×3 3×1 
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Distorted projection approach with imaging-distortion model

This approach is used for the projection purpose.

Similarly, assume that the camera distortion is subject to the imaging-distortion
model.  Substituting equation 5 into equation 10 gives:

ˆ im w≅x Du� � , (35)

where ˆ ˆ ˆ 1
Tim im imx y =  x� ; D  is a matrix with 3 rows and 120 columns. wu~  is

a column vector with 120 elements in the form ( ) ( ) ( )kwjwiw zyx ˆˆˆ  ( 70,, �=kji

and 7≤++ kji ).

If all world points [ ]Twwww zyx=x  belong to the same plane, it can be

assumed that without loss of generality all wz  equal 0 . If at the same time only

distortion coefficients Im
1k , Im

1P , Im
2P , Im

1s , and Im
2s  are considered, then the

dimension of D  decreases to 103×  and that of wu~  to 110 × .

Again, if we have enough pairs of imx
~
ˆ  and corresponding xw (and thus wu~ ),  D

can be calculated from equation 35. From D , the projection of any world point
into the current camera can be computed by means of equation 35 in a linear
fashion.

Perspectivity

For an arbitrary point with coordinates [ ]Twww yx 111 =x
�  in a world plane 1Π ,

its coordinates in the WCS, whose x  and y  axes are the same as those of 1Π ,

are obviously [ ]Twww yx 1
~

111 =x
� . Following the same procedure as the one

leading to equation 33, it can be derived that:

1 1 ˆw im≅x E u
� �� , (36)

where [ ]Twww yx 1
~

111 =x
� , E

1 
is a matrix with 3 rows and 36 columns,

[ ]Timim yx ˆˆ  is the projection of 1
wx

�  onto the image plane of the current camera,
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and imu
~
ˆ  is a column vector with 36 elements in the form ( ) ( )jimiim yx ˆˆ  ( 70, �=ji

and 7≤+ ji ).

At the same time, if a point with coordinate 2 2 2

Tw w wx y =  x�  in another plane

2Π  projects onto the image plane of the current camera also at ˆ ˆ
Tim imx y   , we

similarly obtain that:

2 2 ˆw im≅x E u
� �� , (37)

where 2 2 2 1
Tw w wx y =  x�� , E

2 
is also a matrix with 3 rows and 36 columns.

Since they have the same projection ˆ ˆ
Tim imx y   , a special relation called

perspectivity (Hartley & Zisserman, 2000) should exist between 1
wx�  and 2

wx� .

This perspectivity relation between all corresponding pairs in 1Π  and 2Π  can be
described by a 3 3×  matrix C�  as:

2 1
w w≅x Cx

� �� � � . (38)

Of course C�  has to fulfill some constraints for it to be a perspective transforma-
tion (Wei & Ma, 1994). Otherwise, it is just a plane-to-plane homography.

Combining equation 38 with equations 36 and 37 yields:

2 1≅E CE� . (39)

Therefore, instead of recovering E
1
 and E

2 
separately, E

1 
and C

~
 can be

calculated first. Then equation 39 is employed to recover E
2
. Thus, it is ensured

that the perspective constraint is satisfied.

Discussion

By considering the distortion implicitly, as was done in this section, linear
estimation techniques can be utilized for calibration. However, several problems
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arise: First, for a high degree of distortion, the scale of the model increases
dramatically; Second, it is very difficult to take into account projective con-
straints, as addressed in a previous section for DLT, in the calibration; Third, only
when distortion is not considered, can the original camera parameters be
computed linearly with this model (Wei & Ma, 1994). Therefore, a more efficient
way of estimating the distortion coefficients is needed. For this purpose, Tsai’s
algorithm is a good and representative example.

Tsai’s Algorithm

Assuming that only the radial distortion occurs in the camera and the principal

point [ ]0 0

T
x y  is known (or can be approximated) in advance, Tsai (1987)

proposed a two-stage algorithm for explicitly calibrating the camera. In this case,
the imaging equations used are exactly the same as those in equation 12, except
that the possible distortion is limited as follows:

1

2 4 6
2

2 4 6
3

ˆ ˆ ˆ

ˆ ˆ ˆ
x

y

k

kxr xr xr

kyr yr yr

 
 ∆     =   ∆      
 

�

�

�

.

With this radial distortion, a pixel in the image is only distorted along the radial
direction, thus a radial alignment constraint (RAC) can be formed (Tsai,
1987) (ref. Equation 12):

0

0

ˆ ˆˆ
0

ˆ ˆˆ

y c im
y c

x im
c

s
x s zx xx x

s
y yf y y

y

   ⋅  −     × = − ⋅ × =        −       
. (40)

Expanding equation 2 gives:

( ) ( ) ( )
1 2 3

1 1 1
1 2 3
2 2 2
1 2 3
3 3 3

w
x

T Tc w w w w w w
c c c y

w
z

r r r x t

r r r y t

r r r z t

     
     = − == + = +     
         

x R x t R x t , (41)
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where i
jr  ( 31, �=ji ) is the element of w

cR  at the ith row and jth column, and

[ ] ( ) w
c

Tw
c

T
zyx ttt tRt −==  .

Then, substituting equation 40 into equation 41 yields (assuming t
y 
≠ 0):

[ ] 0ˆˆˆˆˆˆˆˆ =−⋅−−− xzxyxxxyzyyyxy wwwwww a

where a contains the seven unknowns:

[ ]
T

yyyxy
x

y
y

x

y
y

x

y
y

x

y

T

rtrtrttt
s

s
rt

s

s
rt

s

s
rt

s

s

aaaaaaa









=

=

−−−−−−− 3
2

12
2

11
2

113
1

12
1

11
1

1

7654321a

.

With more than seven 3-D world points at general positions, one can estimate the
seven unknowns from an over-determined linear system (by stacking multiple

equation 42). After that, w
cR , t

x
, and t

y 
can be calculated as:

( ) ( ) ( )272625 aaat y ++= , ( ) ( ) ( )232221 aaat
s

s
y

x

y ++⋅= , y
y

x
x ta

s

s
t 4= ,

[ ] [ ]Ty
y

xT
aaat

s

s
rrr 3213
1

2
1

1
1 = , [ ] [ ]Ty

T
aaatrrr 7653

2
2

2
1
2 = ,

[ ] [ ] [ ]TTT
rrrrrrrrr 3

2
2

2
1
2

3
1

2
1

1
1

3
3

2
3

1
3 ×= .

The sign of t
y 
 can be determined by requiring that x̂  and cx  (respectively ŷ  and

cy ) have opposite signs.
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On the other hand, if all available points are co-planar, that is zw = 0, equation 42
becomes:

[ ] 0ˆ'ˆˆˆˆˆ =−⋅−− xyxxxyyyxy wwww a , (43)

where 

T

yyxy
x

y
y

x

y
y

x

y rtrttt
s

s
rt

s

s
rt

s

s








= −−−−− 2

2
11

2
112

1
11

1
1'a .

In this case, w
cR , t

x
, and t

y
 can be recovered from the calculated vector 'a  only

if the aspect ratio s
y
 / s

x 
 is known.

In summary, there are two stages in this algorithm:

1. Compute the 3-D pose w
cR , t

x
, t

y
, and s

y
 / s

x
 (in case enough non-co-planar

points are available); and

2. Optimize the effective focal length f, radial distortion coefficients k
1
, k

2
, ...,

and t
z
, by employing a simple search scheme.

Because the problem has been split into these two stages, the whole computation
becomes much simpler and more efficient.

Further improvements

A requirement of Tsai’s algorithm is that the position of the principal point and
the aspect ratio (in case only co-planar points are available) are known a priori.
One practical possibility of finding the principal point accurately is to minimize
the left-hand side of equation 42 (in the non-co-planar case) or that of equation
43 (in the co-planar case) (Lenz & Tsai, 1988; Penna, 1991). The horizontal scale
factor (and thus the aspect ratio) can be measured by using the difference
between the scanning frequency of the camera sensor plane and the scanning
frequency of the image capture board frame buffer (Lenz & Tsai, 1988).
However, this scale factor estimation method is not so practical due to the
difficulty of measuring the required frequencies (Penna, 1991). A more direct
way would be to employ the image of a sphere for calculating the aspect ratio
(Penna, 1991). The power spectrum of the images of two sets of parallel lines
can also be utilized for the same purpose (Bani-Hashemi, 1991).
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In addition, the RAC model requires that the angle of incidence between the
optical axis of the camera and the calibration plane should be at least 030  (Tsai,
1987). This ill-conditioned situation can be avoided by setting cos α = 1 and sin
α = α when α�0 (Zhuang & Wu, 1996).

The above modifications improved the capabilities of the original Tsai’s algo-
rithm. However,  Tsai’s algorithm can still only take the radial distortion into
consideration. And, the strategy of recovering several subsets of the whole
camera parameter space in separate steps may suffer from stability and
convergence problems due to the tight correlation between camera parameters
(Slama, 1980). It is desirable, therefore, to estimate all parameters simulta-
neously. Methods based on this idea are discussed below.

Iterative Two-Phase Strategy

During the 1980s, camera calibration techniques were mainly full-scale nonlinear
optimization incorporating distortion (Slama, 1980) or techniques that only take
into account the linear projection relation as depicted by equation 5 (Abdel-Aziz
& Karara, 1971). The iterative two-phase strategy was proposed at the
beginning of the 1990s to achieve a better performance by combining the above
two approaches (Weng et al., 1992). With this iterative strategy, a linear
estimation technique such as DLT is applied in phase 1 to approximate the
imaging process by p

l
, and then in phase 2, starting with the linearly recovered

p
l
  and p

d 
= 0, an optimization process is performed iteratively until a best fitting

parameter point p
c 
is reached.

Because for most cameras, the linear model (ref. equation 5) is quite adequate,
and the distortion coefficients are very close to 0, it can be argued that this
iterative two-phase strategy would produce better results than pure linear
techniques or pure full-scale nonlinear search methods. Camera calibration
methods employing the iterative two-phase strategy differ mainly in the following
three aspects: 1) The adopted distortion model and distortion coefficients; 2) The
linear estimation technique; and 3) The objective function to be optimized. In Sid-
Ahmed & Boraie (1990), for example, the reconstruction-distortion model is

utilized and k
1

Re, k
2

Re, k
3

Re, P
1

Re, and P
2

Re are considered. The DLT method

introduced is directly employed in phase 1. Then, in phase 2, assuming that

[ ]Tyx 00  is already known, the Marquardt method is used to solve a least-

squares problem with respect to [ ]TT PPkkk Re
2

Re
1

Re
3

Re
2

Re
1pp =  (ref.

equation 21). All camera parameters are made implicit.

To further guarantee the geometric validity of the estimated p , one extra phase
can be introduced between phase 1 and phase 2. In this extra phase, elements
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in p  are modified for fulfilling the orthonormality of the rotation matrix w
cR . In

Zhang (2000), the imaging-distortion model is used and k
1

Im and k
2

Im are
considered. In phase 1, a planar object strategy is employed. Then, in phase 2,
the Levenberg-Marquardt method is used to minimize the following objective
function over all camera parameters p

c
:

( ) ( ) ( )∑ ∆⋅−−+∆⋅−−= 2Im2Im ˆˆ yy
imim

xx
imim

c fyyfxxf p , (44)

where the summation is done over all available data and all variables were
defined in equation 10. Instead of the linear estimation method in phase 1, a
nonlinear optimization can also be carried out to get a better initial guess of p

l 
 with

all distortion coefficients set to zero.

Optimization issue

At phase 2, each iteration of the optimization can also be split up into the following
two steps (Weng et al., 1992):

Step a: The function f(p
c
) in equation 44 is minimized w.r.t. all distortion

coefficients in p
d 
by a simple linear least-squares method, while p

l 
(contain-

ing all linear intrinsic and extrinsic parameters) is fixed.

Step b: The function f(p
c
)  is minimized by an iterative optimization method w.r.t.

p
l
 while p

d 
remains unchanged.

However, due to the tight interaction between the linear parameters and the
distortion coefficients, this two-step optimization converges very slowly.

In Chatterjee, Roychowdhury & Chong (1997), the nonlinear optimization part
(phase 2) is further divided into three stages by following the Gauss-Seidel
approach. The first stage is similar to the optimization phase in Sid-Ahmed &

Boraie (1990), except that the optical center [ ]Tyx 00 , the aspect ratio s
y
 / s

x
,

and all distortion coefficients are fixed. The second stage is the same as Step “a”
in Weng et al. (1992). Finally, in the third stage, the function  f(p

c
)  in equation

44 is minimized only w.r.t. the optical center [ ]Tyx 00  and the aspect ratio s
y
 / s

x
,

while all other camera parameters are fixed. Convergence analysis for this new
parameter space partition method has been given in Chatterjee et al. (1997).
However, no convergence speed was provided.
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Preferably, all camera parameters (including extrinsic and intrinsic parameters,
and distortion coefficients) should be optimized simultaneously. To do so, usually
a certain iterative technique called bundle adjustment is adopted (Triggs et al.,
1999). Among them, the Levenberg-Marquardt method is probably the most
extensively employed, due to its robustness.

Conclusions

As it combines the linear initialization and the nonlinear full-scale optimization,
the iterative two-phase strategy can provide very accurate calibration results
with reasonable speed. It is now employed extensively. There exist many
variations of it aiming at different compromises between accuracy and effi-
ciency as described above. However, for a complete passive calibration system,
the design of the calibration object also plays a quite important role. The next
section will introduce a simple but effective calibration object.

Planar Pattern Based Calibration

Various 2-D planar patterns have been used as calibration targets. Compared
with 3-D calibration objects, 2-D planar patterns can be more accurately
manufactured and fit easier into the view volume of a camera. With known
absolute or relative poses, planar patterns are a special type of 3-D calibration
object. In this case, traditional non-co-planar calibration techniques can be
applied directly or with very little modification (Tsai, 1987). More often, a single
planar pattern is put at several unknown poses to calibrate a camera (Zhang,
2000). Each pose of the planar pattern is called a frame. It has been demon-
strated that this is already adequate for calibrating a camera. The iterative two-
phase strategy discussed can still be applied here. For planar patterns, only phase
1 is different and it is discussed below.

Recovering of linear geometry

Assume a linear camera model. For an arbitrary point [ ]Tooo yx 0=x  in the
calibration plane with orientation w

oR  and position w
ot , we obtain from equation 5
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where ( ) [ ]321 rrrRRR =⋅= w
o

Tw
c

( jr  ( 31�=j ) is the jth column of the

matrix R ) and

( ) ( )w
c

w
o

Tw
c ttRt −⋅= .

Thus:

[ ]1
~~ ooim yx⋅≅ Hx  where [ ]trrKH 21

~~ ⋅= . (46)

By applying the simple DLT method introduced, with at least four pairs of

corresponding [ ]Timim yx  and [ ]Too yx , H
~

 can be determined up to a non-

zero factor as H , which means HH ≅~
.

As the inverse 1~ −K  of  K
~

 exists (ref. equation 32), equation 46 can be rewritten
as:

[ ] HKHKtrr ⋅≅⋅= −− 11
21

~~~ . (47)

Thus:

1
1

1

~
hKr ⋅= −ρ  and 

2
1

2

~
hKr ⋅= −ρ ,

where ρ is a non-zero factor and h
j
 (j = 1...3) is the jth column of matrix H.

Because (r
1
)Tr

1
 = (r

2
)T r

2 
= 1, it turns out that:

( ) ( ) ( ) ( ) 2
1

21
1

1

~~~~
hKKhhKKh ⋅⋅=⋅⋅ −−−− TTTT , (48)

( ) ( ) 0
~~

2
1

1 =⋅⋅ −− hKKh TT , (49)
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where 1~~ −− KK T  is called the Image of Absolute Conic (IAC), which has been
applied successfully in self-calibration (Hartley & Zisserman, 2000). Once the

IAC of a camera is located, the geometry of this camera has been determined.

Equations 48 and 49 thus provide two constraints for the intrinsic matrix 1~ −K  with

one frame. Since 1~ −K  has four DOFs (ref. equation 32), if two frames (which

means two different H) are available, 1~ −K  (and all four intrinsic parameters) can
then be recovered.

Once 1~ −K  is determined, r
1
, r

2
, and t can be calculated directly from equation

47 under the constraint (r
1
)Tr

1
 = (r

2
)T r

2 
= 1. It follows that r

3 
can then be computed

as r
3 
= r

1 
× r

2
. Here it is obvious that, if r

1
 and r

2 
 are solutions of equation 47, r

1
' = -r

1 
and

r
2
' = -r

2
 also satisfy equation 47. Again, the correct solutions can be verified by

means of the oriented projective geometry.

In the single-camera case, without loss of generality, it can be assumed that

IR =w
c  and 0t =w

c . Then RR =w
o  and tt =w

o . However, in a multiple-camera
configuration, which is discussed in the next section, things are not so simple.

Conclusions

Using the planar pattern as the calibration object may ease the calibration-data-
acquisition work quite a lot. The corresponding calibration method is simple and
efficient. However, the algorithm described above only holds for a single-camera
case. If multiple cameras need to be calibrated in one system, the calibration
algorithm should be modified for obtaining higher accuracy (Slama, 1980). This
issue is discussed next.

Multiple Camera Configuration Recovering

Suppose that there are n cameras (n > 1) and m frames (m > 1) for which the
relative poses among all cameras are to be recovered.

In the general situation, let us assume that each frame can be viewed by every
camera. The whole camera and frame set in this configuration is called
complete. By applying the linear geometry estimation techniques discussed, the
relative pose between camera i and frame j can be computed as:

Orientation: ( ) w
oj

Tw
ciij RRR ⋅= ,
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Position: ( ) ( )w
ci

w
oj

Tw
ciij ttRt −⋅= ,

where i = 1...n and j = 1...m, w
ciR  is the orientation of camera i and w

cit , its position,

and w
ojR  is the orientation of frame j and w

ojt , its position.

Writing all orientation matrices into one large matrix yields:
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Let M = UWVT be the singular value decomposition (SVD) (Press, Teukolsky,
Vetterling & Flannery, 1992) of M. Let U' be the matrix consisting of the three
columns of U that correspond to the three largest singular values in W. Then

( )Tw
ciR  are estimated as the orthonormal matrices that are closest to the

corresponding submatrices in U' (Horn, Hilden & Negahdaripour, 1988). w
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can be computed in the same way from V.

After getting all ( )Tw
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where A is a matrix with dimension (m ⋅ n) × (m + n), x and b are vectors with

dimensions (m + n) and (m ⋅ n), respectively. T
m 2−0  is a row vector with all  (m − 2)

elements being 0, and I
n×n

 is a unit matrix with n rows and n columns.

The above equation is over-determined, and can be solved as follows:

( ) ( )bAAAx TT 1−= ,

where the sparsity of the matrix ATA can be explored to improve the efficiency
of the computation.

However, the camera and frame set is not always complete, which means that
some frames are not visible in certain cameras. For this situation there are two
solutions: 1) The whole set can be decomposed into several subsets that are
complete by themselves. Then, for each subset the above calculations can be
done independently and subsequently combined into one WCS; and 2) The
problem is treated as a missing data system, which can be solved by the
interpolation method proposed in Sturm (2000).

Special Camera Calibration Techniques

In addition to the aforementioned approaches for passive camera calibration,
some other special techniques, such as those utilizing projective geometry
invariants and special calibration objects, have also been developed. For
instance, in Liebowitz & Zisserman (1998), instead of using calibration control
points with known metric, other types of constraints, such as a known angle, two
equal-but-unknown angles, and a known length ratio are utilized. The most
important ones are summarized in the following sections.

Vanishing points

By exploring the geometry property of vanishing points, the camera geometry
can be obtained to a certain degree. A vanishing point is the common intersection
of all image lines whose 3-D-space correspondences are parallel to each other
in the same direction before perspective projection. It can be located reliably in
an image.

Vanishing points have several interesting properties (Caprile & Torre, 1990): 1)
All vanishing points associated with the sets of lines that are parallel to a given
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plane lie on the same line in the image; this line is called the vanishing line (Wang
& Tsai, 1991); 2) Given the vanishing points of three sets of mutually orthogonal
lines, the orthocenter of the triangle with the three vanishing points as vertices

is the principal point; 3) Given the vanishing points [ ]Tyx 11
 and [ ]Tyx 22

 of

two sets of orthogonal lines, it can be shown that: 02
2121 =++ fyyxx  (Guillou,

Meneveaux, Maisel & Bouatouch, 2000); 4) If the camera moves, the motion of
the vanishing points in the image plane depends only on the camera rotation, not
on the camera translation. The vanishing points of three non-co-planar sets of
parallel lines fully determine the rotation matrix (Guillou et al., 2000); and 5)

Given the vanishing points [ ]Tyx 11
, [ ]Tyx 22

, [ ]Tyx 33  of three sets of
mutually orthogonal lines, from equation 5 it can be verified immediately that
(Cipolla, Drummond, & Robertson, 1999):

( )Tw
cyyy

xxx

RKP
~

000

100

010

001

~

321

332211

332211

=



















⋅=
















λλλ
λλλ
λλλ

,

where λ
1
, λ

2
, and λ

3
 are unknown scaling factors.

Special shape calibration objects

Under linear perspective projection, the image of a circle is a sphere, whose
major axis is on a line passing through the principal point. The eccentricity of the
ellipse is a function of the focal length f, the distance of the center of the ellipse
from the principal point, and the length of the major axis. The principal point can
thus be located by intersecting major axes of several spheres in the image space.
The focal length is then calculated from the eccentricity. Subsequently, other
intrinsic and extrinsic parameters can be recovered. Most recently, concentric
circles were employed to get the correct projected circle center (Kim & Kweon,
2001).

Taking the camera distortion into consideration, the sphere is curved. Assuming
only k

1
 not being zero, the curved sphere is a fourth order polynomial, from which

the aspect ratio s
y
 / s

x 
can be computed directly. Besides circles, parallelepipeds

have also been used (Wilczkowiak, Boyer & Sturm, 2001).
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Other techniques

In addition to traditional optimization methods, some other techniques, including
the Bayesian probability framework, genetic algorithms, and artificial neural
nets, have also been considered in the camera calibration system (Redert, 2000).
In the area of structure from motion, n ( 1>n ) cameras are calibrated one after
another based on an extension of the Kalman filter (Jebara, Azarbayejani &
Pentland, 1999).

Other Calibration-Related Investigations

Besides algorithms for calibrating cameras, other related aspects have been
investigated to refine the performance of the camera calibration system. For
example, several suggestions on the design of the calibration object and the data
acquisition for increasing the calibration performance were given in Tu &
Dubuisson (1992).

Feature extraction issue

For passive camera calibration, the calibration object should be carefully
designed to ease the extraction of feature points. Several types of calibration
object patterns have been used, e.g., a circular pattern in Heikkilä (2000) and a
checkerboard pattern in Bouguet (2002). Here sub-pixel feature extraction
(Devernay, 1995) is always necessary.

In most cases, features are extracted before the camera parameters are
calculated. If feature coordinates are not accurately located, the camera
calibration results will not be accurate, either. Unfortunately, when there are
distortions in the imaging process, feature extraction will always suffer from
systematic errors (Heikkilä, 2000). To circumvent this problem, the calibration
can be carried out directly, based on the intermediate characterization of image
features, such as maxima of the intensity gradient or zero crossings of the
Laplacian. The same idea was also applied to distortion estimation in Ahmed &
Farag (2001). Alternatively, the whole process, including the feature extraction
and the camera calibration, can be carried out iteratively to yield better accuracy.
Within each iteration, the feature extraction is performed after the distortion
correction with the distortion coefficients obtained from the calibration (Devernay
& Faugeras, 2000).
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Performance analysis and evaluation

In Kumar & Hanson (1989), a mathematical analysis and experiments were
carried out to develop a closed-form function to express the uncertainty of the
calibration process. It was shown theoretically and experimentally in Lai (1993)
that the offset of the image center does not significantly affect the determination
of the position and orientation of a coordinate frame. An experimental perfor-
mance analysis of a traditional calibration algorithm was conducted in Scott &
Mohan (1995), where the result is evaluated with a geometric interpretation.
Recently, the influence of noisy measurements on the camera calibration matrix
P
~

 and on all linear camera calibration parameters in p
l
 has been analyzed

theoretically and verified using Monte Carlo simulations (Kopparapu & Corke,
2001).

Accuracy evaluation is a crucial part in the development of new camera
calibration algorithms. The 3-D reconstruction error and the image-plane
projection error are probably the most popular evaluation criteria employed.
However, due to the differences in image digitization and vision set-up, some
normalization should be performed on the criteria to get comparable results for
different calibration systems (Hartley & Zisserman, 2000).

Self-Calibration

Self-calibration is the process of determining camera parameters directly from
uncalibrated video sequences containing a sufficient number of frames. These
video sequences are generated from a single camera wandering in a still 3-D
scene, or from multiple cameras at different poses imaging a still 3-D scene, or
a single camera observing a moving object. All of these situations are equivalent
to the case of “multiple cameras at different poses imaging a still 3-D scene.”

If an arbitrary projective transformation is applied on all input data sets, the
relative relations among them will not be altered. Thus, with sufficient point
correspondence relations among available views, the camera parameters can
only be determined up to a projective ambiguity (Hartley & Zisserman, 2000).
However, in order to obtain the camera geometry, only a Euclidean ambiguity is
allowed. This is why in the self-calibration process certain constraint or a priori
information has to be assumed to upgrade the projective reconstruction to a
Euclidean one (Faugeras, 1994). Generally speaking, the following three types
of constraints or information can be employed:
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1) Approximating the camera geometry by some simpler model, such as
orthographic model (Lee & Huang, 1990), affine model (Tomasi & Kanade,
1991), or paraperspective model (Weinshall, 1993). A unification possibility
was discussed in Quan & Triggs (2000);

2) A priori information about the possible scene type (Xu, Terai & Shum,
2000) or certain properties of the relative poses of available 3-D scene
points (Boufama, Mohr & Veillon, 1993); or

3) Constraints on the variation of the camera parameters. The constraints
employed can be represented by:

• Restricted relative poses of all cameras, such as pure translation, pure
rotation, or planar motion (Moons, Gool, Proesmans & Pauwels,
1996).

• Intrinsic parameters that have been revealed by passive calibration in
advance (Spet-sakis & Aloimonos, 1990) or by the first three views
on-line (Horn, 1991).

• The assumption that all (or most) cameras have the same but unknown
intrinsic parameters (Triggs, 1998). In this case, Euclidean recon-
struction is achievable.

• Varying intrinsic camera parameters subject to certain restrictions. In
Heyden & ÅströM (1999), some of the intrinsic parameters are
allowed to vary while others are fixed. Pollefeys et al. (1999) suggest
that one can neglect the skew parameter if one wants to vary all
intrinsic parameters.

Various combinations of the above-mentioned a priori information or con-
straints have also been investigated for self-calibration. For self-calibration, the
most frequently employed equation and concept are the Kruppa equation and the
absolute conic, respectively (Hartley & Zisserman, 2000).

Face Model Reconstruction and
Telepresence Applications

In this section, two applications that utilize the camera calibration results are
presented and analyzed. First, we will discuss 3-D face model reconstruction
and, second, a virtual telepresence application. For each application, the neces-
sary techniques involved are introduced and typical outcomes are presented. In
these two applications, general-purpose techniques are employed. However,
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they can be used directly for other applications, as well, such as body, face, and
gesture modeling and animation.

3-D Face Model Reconstruction

This application attempts to compute the facial action parameters (FAPs)
automatically from a pair of stereo sequences of the human face. For this
purpose, the face is marked with blue dots (see Figure 2).

Manipulation process

The whole process includes five stages and can be briefly described as follows:

1) Calibration: The employed convergent stereo set-up can be calibrated
using any method discussed in the last section. However, since the
calibration results are only used for 3-D reconstruction, an implicit
calibration together with the use of the reconstruction-distortion model
would be sufficient. The distortion coefficients are calculated by the plumb-
line method (Van Den Eelaart & Hendriks, 1999). After the distortion is
removed, the linear DLT method is employed to recover all DLT param-

eters encoded in P
~

.

2) Recording: Without changing the pose or any internal parameters of the
two cameras, a person with some special (shape, color, and position)
markers on the face sits in front of the cameras, in the common view volume

Figure 2. One example face image. Left: The original image. Middle: The
image after a hard thresholding. Right: Markers to be tracked through the
sequence.
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of both cameras. The person produces various kinds of expressions, such
as opening of the mouth or squinting of the eyes. Two stereo sequences are
then recorded.

3) Marker detection and tracking: Each sequence is processed by some
marker detection algorithm (ref. Figure 2) and the markers (currently 19
per frame) are tracked throughout the sequence. Thus, two sequences of
19 moving points are generated.

4) 3-D reconstruction: At this stage, a pair of stereo sequences of 19 moving
points are available. As all parameters of the two utilized cameras are
known, a sequence of 3-D coordinates of the 19 points can be reconstructed
that reflect the motion of the 19 points in 3-D space.

5) 3-D face model analysis: From the reconstructed 3-D sequence, FAPs
can be calculated to analyze their correspondence relation with the human
facial expression.

3-D reconstruction

With the reconstruction-distortion model, the 2-D coordinates of all tracked
points can be easily converted to the undistorted coordinates by equation 12
immediately after step 3. On the other hand, if the imaging-distortion model is
employed in the calibration software, a distortion correction (Lei & Hendriks,
2002) by simple backward mapping can be applied to all obtained images
immediately after step 2. So 2-D distortion-free coordinates of all facial control
points are available at step 4. Between them and their corresponding 3-D
coordinates exists a linear relation that can be expressed by equation 17.

In terms of matrix notation, equations 19 and 20 can be rewritten as:
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. (50)

It is easy to see from equation 50 that no unique solution for xw can be determined

with one known xim and the calculated i
jp  (i = 1...3; j = 1...4). That is why two

xim that correspond to the same xw are needed to recover it uniquely. Suppose

these two xim are denoted as im
rx  and im

lx  respectively, then:
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From equation 51, xw can be easily calculated using least squares as:

( ) ( )bBBBx TTw 1−
= . (52)

 

Figure 3. The projection and 3-D reconstruction process of the 3-D face
model. From two cameras LC  and RC  we get a pair of stereo images
through projection. 3-D reconstruction is then applied on each pair of
corresponding points im

rx  and im
lx  to obtain their original 3-D

correspondence xw. The reconstructed 3-D model can then be projected
into an arbitrary virtual camera DC  to form a virtual view. This is just the
traditional view transformation process. Alternatively, the 3-D model
reconstruction step could be neglected and the virtual view synthesized
directed from the two stereo views. This image-based-rendering idea will be
explored in the next section.
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This technique is known as the pseudo-inverse solution to the linear least-
squares problem. Of course, it should be noted that this technique reduces the
precision of the estimated coefficients with a factor of two because of the
squared condition data. This flaw can be avoided by employing so-called Least
Squares with Orthogonal Polynomials or Weighted Least Squares.

In fact, the requirement that two pixels that correspond to the same 3-D point are
needed to reconstruct the 3-D coordinate of that point is consistent with our
intuitive observation on the imaging process discussed in the first section, as two
lines are needed to uniquely determine a 3-D point.

The above process is applied to each pair of corresponding points in every frame.
Thus, a sequence of 3-D coordinates can finally be obtained.

The projection and 3-D reconstruction process on the 3-D face model we used
is described intuitively in Figure 3.

3-D face model examples

Since all tracked points are important facial control points, the reconstructed
sequence of 3-D coordinates of those points reflects more or less facial actions.
Thus, this sequence can be used as a coarse 3-D face model. If more control
points are selected, a finer 3-D model can be obtained.

Based on the reconstructed model, FAPs can be calculated. To show the
accuracy of the face model qualitatively, a VRML file is generated automati-
cally. Figure 4 shows three example frames of such a VRML file.

 

Figure 4. Three example frames of the reconstructed 3-D face model. Blue
points are control points that were reconstructed.
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Telepresence

Camera information is also needed in a telepresence application. An IBR
toolbox, which explicitly employs camera calibration results, has been developed
for producing arbitrary virtual views of the human body, face, and hands, of
which detailed 3-D models are difficult to acquire. In this section, a brief
introduction is given to this IBR toolbox. Detailed discussions can be found in Lei
& Hendriks (2002).

Set-up and processing framework

Figure 5 shows the infrastructure of a three-party telepresence system, in which
participants are given a 3-D perception via a 2-D display that provides the motion
parallax cue. For example, when participant A moves his head, he should be able
to perceive different views of participant B and his (virtual) environment. The
virtual environment can be easily built by current available 3-D graphics
techniques. Since the 3-D modeling of a realistic human body and face is still
quite difficult, if not impossible, the arbitrary virtual views of the participants are
synthesized efficiently in the 2-D image space, ignoring the intermediate 3-D
model (Lei & Hendriks, 2002). For instance, the virtual view of participant C can

 

Figure 5. Illustration of a three-party telepresence video-conferencing
system.
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be reconstructed directly from the two views from cameras 1 and 2 of site 2
(remote site) at the local site according to the current viewpoint of participant A.
This process will be specifically discussed below. Due to the symmetry in the
system, the reconstruction for the other participants is similar.

Every 40ms, the fixed stereo set-up at the remote site acquires two images. After
segmentation, the pair of stereo views, containing only the remote participant
without background, is broadcast to the local site. Locally, the two views, based
on the information about the stereo set-up, the local display, and the pose
(position and orientation) of the local participant, are used to reconstruct a novel
view (“telepresence”) of the remote participant that is adapted to the current
local viewpoint. The reconstructed novel view is then combined with a man-
made uniform virtual environment to give the local participant the impression that
he/she is in a local conference with the remote participant. The whole processing
chain is shown in Figure 6.

Obviously, all parameters of each of the three four-camera set-ups should be
computed beforehand. The calibration is done by combining the linear estimation
technique and the Levenberg-Marquardt nonlinear optimization method.

With explicitly recovered camera parameters, the view can be transformed in a
very flexible and intuitive way, discussed briefly in the next section.

 

Figure 6. The processing chain for adapting the synthesized view of one
participant in line with the viewpoint change of another participant. Based
on a pair of stereo sequences, the “virtually” perceived view should be
reconstructed and integrated seamlessly with the man-made uniform
environment in real time.
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View transformation

The objection of the view transformation is to reconstruct a virtual view V
D 

 for
a virtual camera C

D
 from a pair of stereo views V

L 
and V

R
, which are generated

from two cameras, C
L
 and C

R
, respectively.

As a starting point for the following discussion, without loss of generality, the
WCS can be selected such that:

[ ]T
cL 001=t , [ ]T

cR 001−=t , [ ]T
cDcDcDcD zyx=t ,

where t
cL

, t
cR

, and t
cD

 are the position vectors of C
L
, C

R
, and C

D
, respectively. This

means that the x-axis of the WCS lies on the baseline b of  C
L
 and C

R
, and points

from C
R
 to C

L
. The origin of the WCS is at the middle point on b, that is, the unit

of distance is b / 2.

In the general case, the view transformation process can be divided into five
steps (see Figure 7):

1) Rectification:  Transforming the stereo views V
L
 and V

R
 into a pair of new

views V
rectiL

 and V
rectiR

, respectively. The two virtual cameras C
rectiL

 and
C

rectiR
, which generate these two new views, are parallel to each other and

 

Figure 7. The view transformation framework. Multiple separate steps
together eliminate three major differences between the final novel view V

D

and the two original views V
L
 and V

R
: 1) Photometric differences, such as

focal length, aspect ratio, etc.; 2) Position in 3-D space (x, y, z); 3)
Orientation.
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share the same image plane. This process is known as stereo rectification
(Hartley, 1999) and is intended to eliminate the photometric and orientation
differences between the two source cameras to simplify the correspon-
dence estimation into a 1-D search problem along the scan line and at the
same time to provide parallel processing possibilities for later steps.

2) X-interpolation: Given the disparity information, the two parallel views
V

rectiL
 and V

rectiR
 are combined by interpolation or extrapolation (Seitz &

Dyer, 1995) to produce another parallel view V
x
. The corresponding

camera C
x
 is located at [ ]00cDx  with the same rotation and intrinsic

parameters as C
rectiL 

and C
rectiR

. The y coordinate of each pixel remains the
same, while the x coordinate is transformed by

LR
p

cDrectiL
p

X
p d

x
xx

2

1−
+=

and/or (in case of occlusion)

RL
p

cDrectiR
p

X
p d

x
xx

2

1+
+= ,

where x
p 
 is the x coordinate of pixel p*  in view V

*
  (* = X, rectiL, rectiR).

prectiL and prectiR are projections of the same 3-D point. LR
pd and RL

pd  are

disparities of prectiL and prectiR  respectively, where rectiL
p

rectiR
p

LR
p xxd −=  and

rectiR
p

rectiL
p

RL
p xxd −= . Note that in the case of occlusion, either prectiL or

prectiR is not available (Lei & Hendriks, 2002). Through this step, the

difference in x  position with the final view V
D 

is eliminated.

3) Y-extrapolation:  The X-interpolated view V
x
  is extrapolated (Scharstein,

1999) by shifting pixels in the y direction to produce the view V
Y
, which

comes from a virtual camera C
Y
 located at [ ]0cDcD yx  with the same

rotation and intrinsic parameters as C
x
. In this process, the x coordinate of

each pixel remains the same while the y coordinate is transformed by
X
p

y

x
cD

X
p

Y
p d

s

s
yyy ⋅⋅−= , where *

py  is the y coordinate of pixel p* in view V
*

( YX ,* = ). X
pd  is the disparity of pX, where 2/LR

p
X
p dd =  or (in case of

occlusion) 2/RL
p

X
p dd −= . Through this step, the difference in y position with

the final view V
D
 is eliminated.

4) Z-transfer:  The Y-extrapolated view V
Y
 is transferred along the z direction

to generate a closer or more distant look V
Z
. The corresponding camera C

Z

is located at [ ]cDcDcD zyx  with the same rotation and intrinsic param-
eters as C

Y
. Both the x and y coordinates of each pixel would be transformed
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in a similar manner as the X-interpolation and Y-extrapolation. However, the
dimension of the view would be maintained as the same (Lei & Hendriks, 2002).
The z-position difference to the final view V

D
 is eliminated. It should be noted

that, for different application situations, this Z-transfer step could be simplified
or modified in different ways for better computational performance (Lei &
Hendriks, 2002).

5) De-rectification: The Z-transferred view V
Z
 is rotated and scaled to get

the final view V
D
.

In Figure 8, an illustration is given of the possible camera configurations involved
in the multi-step view synthesis process.

Results

A view transformation example is shown in Figure 9. Note that the Z-transfer
step is combined together with the de-rectification step. It can be seen that the
reconstructed novel view is comparable with the real view perceived at the
virtual viewpoint. The overall visual quality is good.

Figure 8. An illustration of the possible camera configurations involved in
the multi-step view synthesis process. The direction of each arrow indicates
the orientation of the represented camera.
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Summary and Conclusions

Camera calibration is fundamental to many vision systems. In this chapter, we
attempt to give the “big picture,” which may possibly accelerate the application
of camera calibration.  Based on the pinhole principle, the imaging process of the
camera is modeled in the first section. All camera parameters are introduced and
their physical meaning is explained. For camera-based vision applications, all of
these parameters should be revealed implicitly or explicitly off-line in advance of
the application or on-line dynamically. Camera calibration techniques for this
purpose are classified from several different points of view in the second section.
Due to the importance of the non-linear distortion, this issue is specifically
investigated in the third section. After this, passive camera calibration tech-
niques are discussed and grouped into several categories of increasing complex-
ity in the fourth section. Each of them has specific target applications and can
provide highly accurate calibration results. Sometimes, however, accuracy is not

(a) Original left view LV  (b) Original right view RV  

(c) Rectified left view 

rectiLV  
(d) Rectified right view 

rectiRV  
(e) Left disparity map (f) Right disparity map 

(g) X-interpolated view 

XV  
(h) Y-extrapolated view 

YV  
(i) Reconstructed view 

DV  
(j) Real destination view 

Figure 9. All intermediate and final results from the view reconstruction are
listed in this figure together with the disparity data.
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as important as the flexibility of freely changing the camera configurations.  In
such cases, self-calibration is needed. A brief survey is, therefore, devoted to
self-calibration techniques in the fifth section for completeness. To show how
calibration results can be used in specific applications, two such practical and
representative applications have also been presented in the sixth section.

As shown in the fourth section, passive camera calibration has been studied
extensively during the past 40 years. Recently, due to the interest in image-based
modeling (IBM) and IBR, research on self-calibration has intensified. Generally
speaking, passive calibration and self-calibration were developed for different
goals and circumstances. When the influence of the non-linear distortion
component of the camera cannot be neglected or when highly accurate measure-
ments are to be made based on the recovered camera geometry, passive
calibration with deliberate modeling of the distortion is necessary. With a fixed
camera set-up, as all parameters are recovered beforehand by passive calibra-
tion, a real-time vision system can be built (Lei & Hendriks, 2002). On the other
hand, if the camera configuration is not fixed and the change is unpredictable,
self-calibration is needed to get the values of all parameters whenever needed.
However, due to the difficulty of robust feature extraction and correspondence
estimation, self-calibration is carried out off-line and, thus, real-time processing
cannot be guaranteed.

Within the passive camera calibration approach, different techniques can be
applied for different applications. It may or may not be necessary to model
distortion. If the accuracy offered by the linear model is acceptable to the
problem at hand, distortion does not need to be considered for higher efficiency;
otherwise, it has to be estimated and corrected. The complexity of modeling
distortion also differs from application to application. This mainly depends on the
required accuracy. In some cases, distortion can be estimated in advance of the
calibration of other camera parameters, but, in others, it is necessary to estimate
all camera parameters and distortion coefficients simultaneously to get highly
accurate results. The former is more efficient and versatile while less accurate
than the latter. The values of all camera parameters could be revealed explicitly
or only certain intermediate expressions need be calculated. It depends on what
the subsequent processing requires. From the above discussion, it is easy to see
that which calibration technique is adopted for a specific application completely
depends on the requirements of accuracy, the vision set-up, and the computation
resources. Therefore, of course, compromises can be made between available
calibration techniques and the application requirements. Two example vision
applications requiring different calibration forms were already introduced in
section 6. Because a high level of accuracy is required in both cases, distortion
is modeled in both of them. However, because we want to later on utilize dynamic
stereo set-up in the face model reconstruction application, which would be
calibrated by self-calibration, we estimate the distortion in advance of the
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calibration of other camera parameters. On the other hand, because in the
telepresence application the subsequent view reconstruction processing needs
the value of each individual camera parameter, all parameters have to be
calibrated explicitly.

Despite its wide range of applicability and extensive research, camera calibra-
tion is a subject for which there still remains some interesting and important
issues to be investigated, some of which are:

Optimal calibration pattern: For passive camera calibration, a calibration
target containing some control points with known geometry is needed. For
highly accurate calibration, the projections of these control points in the
image should be very efficiently and accurately located. Therefore, the
pattern of the control points should be carefully designed. In the past,
several kinds of patterns (e.g., circular dots and intersections of lines) have
been adopted. However, it is still not clear which existing pattern is the best.

Clear understanding of camera parameter mutual relation: Very little
attention has been paid to the analysis of the mutual dependencies among
all camera parameters. Due to the existing coupling, all camera parameters
should not be treated independently when one describes a 3-D scene. If
their mutual dependency and relative importance is clear, the more impor-
tant parameters can be treated “differently” during calibration. On the
other hand, the analysis of the uncertainty of each camera parameter could
also lead to better calibration algorithms.

Multiple camera configuration: The multiple camera configuration becomes
more and more popular in vision-based applications (Pedersini, Sarti, &
Tubaro, 1999), such as telepresence (Xu et al., 2002) and 3-D visual servo
systems (Stavnitzky & Capson, 2000). However, the passive calibration
problem of a multi-camera set-up has rarely been addressed. Self-calibra-
tion, on the other hand, always concentrates on multi-camera (or equiva-
lent) configurations. Therefore, passive calibration may borrow certain
techniques from self-calibration, especially for recovering the multi-cam-
era set-up. Similarly, self-calibration can benefit from passive calibration
on topics such as, the handling of nonlinear distortions.
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Abstract

This chapter focuses on real-time processing techniques for the
reconstruction of visual information from multiple views and its analysis for
human detection and gesture and activity recognition. It presents a review
of the main components of three-dimensional visual processing techniques
and visual analysis of multiple cameras, i.e., projection of three-dimensional
models onto two-dimensional images and three-dimensional visual
reconstruction from multiple images. It discusses real-time aspects of these
techniques and shows how these aspects affect the software and hardware
architectures. Furthermore, the authors present their multiple-camera
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system to investigate the relationship between the activity recognition
algorithms and the architectures required to perform these tasks in real
time. The chapter describes the proposed activity recognition method that
consists of a distributed algorithm and a data fusion scheme for two and
three-dimensional visual analysis, respectively. The authors analyze the
available data independencies for this algorithm and discuss the potential
architectures to exploit the parallelism resulting from these independencies.

Introduction

Three-dimensional motion estimation has a wide range of applications, from
video surveillance to virtual animation. Therefore, reconstruction of visual
information from multiple cameras and its analysis has been a research area for
many years in computer vision and computer graphics communities. Recent
advances in camera and storage systems are main factors driving the increased
popularity of multi-camera systems. Prices continue to drop on components, e.g.,
CMOS cameras, while manufacturers have added more features. Furthermore,
the evolution of digital video, especially in digital video storage and retrieval
systems, is another leading factor.

In this chapter, we focus on real-time processing of multiple views for practical
applications, such as smart rooms and video surveillance systems. The increased
importance of applications requiring fast, cheap, small and highly accurate smart
cameras necessitates research efforts to provide efficient solutions to the
problem of real-time detection of persons and classification of their activities. A
great effort has been devoted to three-dimensional human modeling and motion
estimation by using multi-camera systems in order to overcome the problems due
to the occlusion and motion ambiguities related to projection into the image plane.
However, introduced computational complexity is the main obstacle for many
practical applications.

This chapter investigates the relationship between the activity recognition
algorithms and the architectures required to perform these tasks in real time. We
focus on the concepts of three-dimensional human detection and activity
recognition for real-time video processing. As an example, we present our real-
time human detection and activity recognition algorithm and our multi-camera,
test bed architecture. We extend our previous 2D method for 3D applications and
propose a new algorithm for generating a global 3D human model and activity
classification.
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Some application areas of the real-time system are:

• Surveillance

• Provide security in a campus, shopping mall, office complex, casino, etc.

• Detect people’s movements, gestures and postures from a security check-
point in an airport, parking garage, or other facility

• Traffic

• Monitor pedestrian activity in an uncontrolled and/or controlled crosswalk

• Smart Environments

• Entertainment

Different applications require different levels of modeling-related performance
parameters, e.g., accuracy, speed and robustness, hence, different 3D tech-
niques. First, we revise the main components of 3D techniques and give a brief
overview of previous work on basic 3D algorithm steps, such as disparity map
generation, reconstruction and rendering. Then, we review the state of the art
of human detection/activity recognition methods while placing emphasis on
multi-camera systems. Specifically, general stereo vision issues and 2D/3D
human activity recognition issues are reviewed with respect to their real-time
applicability. In Section “Real Time 3D Analysis,” we present our multi-camera
system developed for practical applications, such as video surveillance and
human-computer interaction. A novel 3D method is proposed to increase
accuracy by keeping the complexity level low enough to run real-time applica-
tions. The section “Architectures for 3D Video Processing” further investigates
the architectures required to perform these tasks in real-time. We conclude the
chapter with a brief presentation of the major contributions of practical 3D
methods as proposed in this chapter and discuss future directions.

3D Human Detection and Activity
Recognition Techniques

Three-dimensional representation of the human body enables us to recover the
general location and orientation of the human body parts, as well as three-
dimensional activity of the body. The determination of three-dimensional infor-
mation from two-dimensional digital images is a fundamental task. Traditional
monocular and stereo vision methods have been widely used in computing 3D
structure for a variety of applications, from robot navigation to visual inspection.
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Basic Algorithm Steps

3D scene synthesis and analysis, by using visible light and multiple cameras, has
been studied by many researchers. Before considering some of these methods,
it is beneficial to review general stereo vision issues with respect to their real-
time applicability. There are three basic problems, namely correspondence
(disparity map), reconstruction, and rendering.

Disparity map generation

One well-known technique for obtaining depth information from digital images
is the stereo technique. In stereo techniques, the objective is to solve the
correspondence problem, i.e., to find the corresponding points in the left and right
image. For each scene element in one image, a matching scene element in the
other image is identified. The difference in the spatial position of the correspond-
ing points, namely disparity, is stored in a disparity map. Whenever the corre-
sponding points are determined, the depth can be computed by triangulation.
Attempts to solve the correspondence problem have produced many variations,
which can be grouped into matching pixels and matching features, e.g., edges.
The former approach produces dense depth maps while the latter produces
sparse depth maps. The specific approach desired depends on the objective of
the application. In some applications, e.g., the reconstruction of complex
surfaces, it is desirable to compute dense disparity maps defined for all pixels in
the image. Unfortunately, most of the existing dense stereo techniques are very
time consuming.

Even though stereo vision techniques are used in many image processing
applications, the computational complexity of matching stereo images is still the
main obstacle for practical applications. Therefore, computational fast stereo
techniques are required for real-time applications. Given the algorithmic com-
plexity of stereo vision techniques, general purpose computers are not fast
enough to meet real-time requirements which necessitate the use of parallel
algorithms and/or special hardware to achieve real-time execution.

Two main performance evaluation metrics are throughput, that is, frame rate
times frame size, and range of disparity search that determines the dynamic
range of distance measurement. There is still a great deal of research devoted
to develop stereo systems to achieve the desired performance. The PRISM3
system (Nishihara, 1990), developed by Teleos, the JPL stereo implemented on
DataCube (Matthies, 1992), CMU’s warp-based multi-baseline stereo (Webb,
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1993), and INRIA’s system (Faugeras, 1993) are some of the early real-time
stereo systems. Yet, they do not provide a complete video-rate output of range
as dense as the input image with low latency. Another major problem is that the
depth maps obtained by current stereo systems are not very accurate or reliable.

At Carnegie Mellon, a video rate stereo machine was developed (Kanade et al.,
1996) where multiple images are obtained by multiple cameras to produce
different baselines in lengths and in directions. The multi-baseline stereo method
consists of three steps. The first step is the Laplacian of Gaussian (LOG) filtering
of input images. This enhances the image features, as well as removes the effect
of intensity variations among images due to the difference in camera gains,
ambient light, etc. The second step is the computation of sum-of-squares
differences (SSD) values for all stereo image pairs and the summation of the
SSD values to produce the sum-of-sum-of-squares differences (SSSD) func-
tion. Image interpolation for sub-pixel re-sampling is required in this process. The
third and final step is the identification and localization of the minimum of the
SSSD function to determine the inverse depth. Uncertainty is evaluated by
analyzing the curvature of the SSSD function at the minimum. All these
measurements are done in one-tenth sub-pixel precision. One of the advantages
of this multi-baseline stereo technique is that it is completely local in its
computation without requiring any global optimization or comparison.

Schreer et al. (2001) developed a real-time disparity algorithm for immersive
teleconferencing. It is a hybrid and pixel recursive disparity analysis approach,
called hybrid recursive matching (HRM). The computational time is minimized
by the efficient selection of a small number of candidate vectors, guaranteeing
both spatial and temporal consistency of disparities. The authors use cameras,
mounted around a wide screen, yielding a wide-baseline stereo geometry. The
authors compare the real-time performance of their algorithm with a pyramid
approach, based on multi-resolution images, and with a two stage hierarchical
block-matching algorithm. The proposed method can achieve a processing speed
of 40 msecs per frame for HRM algorithm in the case of sparse fields with block
sizes of 8 by 8 pixels.

In Koschan & Rodehorst’s (1995) work, parallel algorithms are proposed to
obtain dense depth maps from color stereo images employing a block matching
approach. The authors compare single processor and multiple processor perfor-
mance to evaluate the profit of parallel realizations. The authors present
computing times for block matching and edge-based stereo algorithms for
multiple processing units that run in parallel on different hardware configura-
tions.

A commercial system with small-baseline cameras has been developed by
Videre Design. From two calibrated cameras, the system generates a disparity
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image in real-time by using area based stereo matching (Konolige, 1997). Their
algorithm has four major blocks, namely LOG transform, variable disparity
search, post-filtering, and interpolation. The special purpose hardware consists
of two CMOS 320x240 grayscale imagers and lenses, low power A/D convert-
ers, a digital signal processor, and a small flash memory for program storage. The
board communicates with the host PC via the parallel port. Second generation
hardware uses a DSP from Texas Instruments (TMS320C60x).

Reconstruction and calibration

Reconstruction involves computing a point in space for each corresponding point
pair in the images. This requires calibration of the cameras. There are two major
parameter sets for cameras, namely intrinsic and extrinsic parameters. If both
of the parameter sets are known, then the cameras are fully calibrated. By using
the intrinsic parameters, the 3D depth map can be converted into (x,y,z)
coordinates. The depth values give the z-coordinates and (x,y) coordinates are
calculated from camera’s intrinsic parameters. The extrinsic parameters are
used to convert the camera centered (x,y,z) position into a world coordinates
position (Narayanan et al., 1998; Kanade et al., 1997). These 3D points are
converted into a surface representation via a triangular mesh. Since there is no
exact solution, the algorithm calculates the correspondence that minimizes the
geometric error subject to the epipolar constraint. In this chapter, for our
experiments we assume that the cameras are fully calibrated. Detailed informa-
tion about cameras and camera calibration can be found in Hartley & Zisserman’s
work (Hartley, 2000).

An exemplar application for scene reconstruction is Narayanan et al.’s (1998)
work. The authors use 51 synchronized and calibrated video cameras to extract
the depth map, polygonize it into triangles in 3D space, and apply texture maps
onto the mesh. Another 3D scene reconstruction method is volumetric recon-
struction. In this method, the reconstruction volume is divided into voxels where
volumetric intersection algorithms reconstruct surface and voxels from the
silhouette of an object (Cheung et al., 2000).

Pollefeys et al. (1999) developed a structure from the motion method to
reconstruct a scene from uncalibrated cameras. Structure from motion was also
used by Zisserman et al. (1999) for scene reconstruction. In their method, the
authors locate corners in the images and estimate the fundamental matrix.

Although many algorithms are proposed for more accurate and reliable 3D object
reconstruction, they are not suitable for practical applications due to their
computational complexity. Depending on the application type, algorithm and
hardware-related solutions are proposed. In Li et al. (2001), the authors reduce
the complexity of finding spatio-temporal correspondence by using constraints
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from prior information. In Yang et al. (2002), the authors use a graphics
hardware that effectively combines a plane-sweeping algorithm with view
synthesis for real-time, 3D scene acquisition.

Rendering

Rendering is the process of producing realistic 3D images. The rendering issues
are related to the interaction between light and surface, the intersection of
viewing rays and objects sampling of the scene and displaying techniques. There
are four main rendering methods used in visualization, i.e., ray tracing, volume
rendering, radiosity and polygon rendering (Crockett, 1997). Due to the high
computational requirements of traditional computer graphics, general purpose
computers are not efficient in rendering applications. Consequently, special-
purpose graphics engines are developed, primarily for polygon rendering.
Similarly, special-purpose volume rendering architectures are developed to meet
the special needs of volume rendering in order to compute rapidly and repeatedly
from a volume dataset. To provide real-time volume rendering on standard
computers, volume rendering is separated from general-purpose computing by
using a dedicated accelerator. Another approach is to use volume visualization
hardware that can be integrated with real-time acquisition devices.

3D reconstruction for image-based rendering is still an open research area. The
visual hull concept is introduced to describe the maximal volume that reproduces
the silhouettes of an object. In Matusik et al. (2000), an on-line, image-based
approach is described to compute and shade visual hulls from silhouette image
data. The maximal volume is constructed from all possible silhouettes. Compu-
tational complexity is reduced and a constant rendering cost per rendered pixel
is achieved. In Matusik et al. (2001), new algorithms are proposed to render
visual hulls in real-time. Unlike voxel or sampled approaches, an exact polyhedral
representation is computed for the visual hull directly from the silhouettes.

Several other methods are proposed for real-time rendering. Volume carving is
a common method used to convert silhouette contours into visual hulls by
removing unoccupied regions from an explicit volumetric representation. An-
other method is Constructive Solid Geometry rendering. To avoid the complexity
in computing the solid, ray tracing is used to render an object by defining a tree
of CSG operations. Although an image-based rendering method yields higher
realism, data acquisition and preprocessing requirements increase the complex-
ity.

In Goldlücke et al. (2002), a method based on warping and blending images
recorded from multiple synchronized video cameras is proposed to render
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dynamic scenes. Image quality is increased with the accuracy of the disparity
maps provided with the recorded video streams. In Li et al. (2003), a simulta-
neous visual hull reconstruction and rendering algorithm is proposed by exploiting
off-the-shelf graphics hardware.

Beside special hardware, the use of parallel algorithms can’t be avoided to
achieve high-speed rendering applications. Early systems, such as Pixar’s
CHAP (Levinthal & Porter, 1984) and the commercially available Ikonas
platform (England, 1986), had SIMD processors that could process vertex and
pixel data in parallel. Programmable MIMD machines that could process
triangles in parallel, such as the Pixel Planes (Fuchs et al., 1989) and the SGI
InfiniteReality, had complex low-level custom microcodes and were rarely used.
CPU vendors began to introduce graphics-oriented SIMD processor extensions
into general purpose CPU designs. Examples of these extensions include Intel’s
MMX/SSE instructions, AMD’s 3DNow architecture, and Motorola’s AltiVec
technology. Although such extensions accelerate several graphics operations,
more sophisticated graphics coprocessors, e.g., processors that can support
rendering pipelines, are needed. Such a system has been developed by Sony. The
company designed a custom dual-processor SIMD architecture for graphics
called the Emotion Engine (Kunimatsu et al., 2000).

A detailed survey on graphics hardware can be found in Thompson et al. (2002).
The basic steps for image rendering are shown in Figure 1. The input of the
graphics hardware is raw geometry data specified in some local coordinate
system. The hardware transforms this geometry into world space and performs
lighting and color calculations followed by a texture step. The hardware converts
the vector-based geometry to a pixel-based raster representation, and the
resulting pixels are sent into the screen buffer.

Human Detection and Activity Recognition

In this section, we present related work by classifying the research in terms of
visual analysis of multiple cameras, i.e., projection of 3D models onto 2D images
versus 3D visual reconstruction from stereo images. The former involves

Figure 1. Graphics pipeline.
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extraction of correspondences between images from different views and
projections of a 3D model while the later yields extraction of correspondences
between 3D articulated models and reconstructed visual input. Gavrila (1999),
Aggarwal & Cai (1999), and Moeslund & Granum (2001) presented overviews
of various methods used for articulated and elastic non-rigid motion detection,
human motion estimation, tracking, recognition, pose estimation and various
other issues based on human detection and activity recognition. More back-
ground information on gesture recognition can be found in Wu & Huang (1999),
Kohler & Schroter (1998) and LaViola (1999).

Luck et al. (2002) and Cheung et al. (2000) obtain 3D models of the moving
human body by extracting the silhouettes from multiple cameras. Although our
approach is similar from this point, the main algorithm used for the modeling is
different.

In Luck et al. (2002), the authors use a physics-based approach for tracking 3D
human models. The voxels obtained from the silhouettes exert attractive forces
on a kinematic model of the human body to align the model with the voxels.
Although this method enables very accurate modeling, it requires the human body
model to be acquired from a specific initialization pose.

Our main aim is to use 3D info for our HMM-based activity recognition in real-
time for different applications without requiring any specific pose or user
interaction. Another major difference is architectural, as the authors use one PC
where all the processing is done in a centralized way, while our architecture is
distributed with local processors.

In Cheung et al. (2000), the authors use a similar approach to perform 3D voxel-
based reconstruction by using silhouette images from multiple cameras. The
local processing is used only for silhouette extraction. The five silhouette images
are then sent to a host computer to perform 3D voxel-based reconstruction. The
proposed algorithm first reconstructs 3D voxel data and then finds ellipsoids that
model the human body. Our algorithm, on the other hand, first finds 2D ellipses
that model the human body via graph matching at each local processor and then
reconstructs 3D ellipsoids at a host computer. Note that 2D processing such as
pose estimation is independent of the 3D modeling and activity recognition.

In Cohen & Lee (2002), the authors propose an approach for capturing 3D body
motion and inferring human body posture from detected silhouettes. 3D body
reconstruction is based on the integration of two or more silhouettes and the
representation of body parts using generalized cylinders and a particle filter
technique. Each silhouette is also used to identify human body postures by using
support vector machine. In Kakadiaris & Metaxas (1998), a human body part
identification strategy that recovers all the body parts of a moving human is
employed by using the spatio temporal analysis of its deforming silhouette. 2D
shape estimation is achieved by employing the supervisory control theory of
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discrete event systems. The 3D shape of the body parts is reconstructed by
selectively integrating the apparent contours from three mutually orthogonal
views.

Several methods are proposed for 3D motion recovery from monocular images.
DiFranco et al. (2001) describe a method for computing the 3D motion of
articulated models from 2D correspondences. The authors use kinematic
constraints based on a 3D kinematic model, joint angle limits, dynamic smoothing
and 3D key frames which can be specified by the user. In Sminchisescu & Triggs
(2001), the authors propose a method for recovering 3D human body motion from
monocular video sequences using robust image matching, joint and non-self-
intersection constraints. To reduce correspondence ambiguities, the authors use
a matching cost metric that combines robust optical flow, edge energy, and
motion boundaries. In Howe et al. (2000), the authors present a 3D motion
capture via a single camera. The method depends on prior knowledge about
human motion to resolve the ambiguities of the 2D projection.

A geometric model is an approximation of the shape and of the deformations of
the object. This model can be two-dimensional (modeling the contours of the
projections of the object in the images), or three-dimensional (modeling the
surfaces of the object). 2D shape models are generally made of curves, snakes,
segments, sticks, etc., whereas 3D shape models are either systems of rigid
bodies (spheres, superquadrics, etc.) or deformable surfaces (mesh). The
articulations may be modeled by joints or by the motion of control points of B-
splines. The choice between a 2D or a 3D model depends on the application, e.g.,
needed precision, number of cameras, and type of motion to be recognized.

2D

Several researchers work with 2D features to recognize human movement.
Gavrila (1999), Goddard (1994) and Guo et al. (1994) use model-based recog-
nition techniques, namely stick-figures, for this purpose. Other researchers who
used 2D models are Papageorgiu & Poggio (1999), Comaniciu et al. (2000) and
Isard & MacCormick (2001). Wachter & Nagel (1999) proposed a method to
track the human body in monocular sequences. Their method depends on contour
information and moving regions between frames.

Most of the work in this area is based on the segmentation of different body parts.
Wren et al. (1999) proposed a system, Pfinder, to track people in 2D by using
blobs that represent different body parts. The system uses a Maximum A
Posteriori Probability (MAP) approach to detect and track people. The authors
extend their work to obtain 3D estimates of the hands and head by applying two
Pfinder algorithms (Wren et al., 2000). Pfinder uses blob features to detect a
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single moving person while our hierarchical and parallel graph matching and
HMM-based activity recognition algorithms enable multi-person detection and
activity recognition.

W4 is another real-time human tracking system (Haritaoglu et al., 1998) where
the background information should be collected before the system can track
foreground objects. The individual body parts are found using a cardboard model
of a walking human as reference. There are a few works that aim to obtain a
more compact representation of the human body without requiring segmentation.
Oren et al. (1997) used wavelet coefficients to find pedestrians in the images,
while Ozer & Wolf (2001) used DCT coefficients that are available in MPEG
movies to detect people and recognize their posture.

Self-occlusion makes the 2D tracking problem hard for arbitrary movements and
some of the systems assume a priori knowledge of the type of movement. The
authors (Wolf et al., 2002) developed a system by using ellipses and a graph-
matching algorithm to detect human body parts and classified the activity of the
body parts via a Hidden Markov Model-based method. The proposed system can
work in real-time and has a high correct classification rate. However, a lot of
information has been lost during the 2D human body detection and activity
classification. Generating a 3D model of the scene and of the object of interest
by using multiple cameras can minimize the effects of occlusion, as well as help
to cover a larger area of interest.

3D

One of the early works on tracking articulated objects is by O’Rourke & Badler
(1980). The authors used a 3D model of a person made of overlapping spheres.
They synthesized the model in images, analyzed the images, estimated the pose
of the model and predicted the next pose. Hogg (1983) tracked human activity
and studied periodic walking activity in monocular images. Rehg & Kanade
(1995) built a 3D articulated model of a hand with truncated cones. The authors
minimized the difference between each image and the appearance of the 3D
model. Kakadiaris & Metaxas (1995; 1996) proposed a method to generate the
3D model of an articulated object from different views.  The authors used an
extended Kalman filter for motion prediction. Kuch & Huang (1995) modeled the
hand with cubic B-splines and used a tracking technique based on minimization.
Gavrila & Davis (1996) used superquadrics to model the human body. They used
dynamic time warping to recognize human motion.

Munkelt et al. (1998) used markers and stereo to estimate the joints of a 3D
articulated model. Deutscher et al. (1999) tracked the human arm by using a
Kalman filter and the condensation algorithm and compared their performances.
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Bregler & Malik (1998) proposed a new method for articulated visual motion
tracking based on exponential maps and twist motions.

Most of the previous work for human detection depends highly on the segmen-
tation results and mostly motion is used as the cue for segmentation. Most of the
activity recognition techniques rely on successful feature extraction and pro-
posed approaches are generally only suitable for a specific application type. The
authors have developed a system that can detect a wide range of activities for
different applications. For this reason, our scheme detects different body parts
and their movement in order to combine them at a later stage that connects to
high-level semantics.

Real-Time 3D Analysis

This section is devoted to our proposed method of real-time 3D human motion
estimation. Multi-camera systems are used to overcome self-occlusion problems
in the estimation of articulated human body motion. Since many movements
become ambiguous when projected into the image plane and 2D information
alone can not represent 3D constraints, we use multiple views to estimate 3D
human motion. First, we discuss real-time aspects of 3D human detection and
activity recognition. In the following two subsections we show how these aspects
affect the software and hardware architectures. A detailed analysis of our 3D
human detection/activity recognition algorithm and a testbed architecture for this
particular algorithm are given in the last subsection.

Real-Time Aspects

Real-time aspects are critical for the success of the algorithm. The authors
analyze various aspects and challenges of 3D human detection and activity
recognition algorithms. These include: the instruction statistics, branch behavior,
and memory access behavior of different program parts, e.g., stereo matching,
disparity map generation, reconstruction, projection, 2D/3D human-body part
detection, 2D/3D tracking, 2D/3D activity recognition, etc., in the Section
“Algorithmic Issues.” Note that it is essential to understand the application
behavior to develop efficient hardware for a 3D camera system. Hardware
related aspects and challenges for real-time applications are discussed in the
Section “Hardware Issues.” Decisions such as the number of processors in the
system, the topology of the processors, cache parameters of each processor, the
number of arithmetic logic units, ISA (instruction set architecture), etc., all rely
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on the characteristic of the application running in the system. For this purpose,
we focus on a specific algorithm, our proposed 3D human detection/activity
recognition system, and evaluate some extended aspects that are presented in
this section.

Algorithmic issues

In the Section “3D Human Detection and Activity Recognition Techniques,” we
presented previous work on the basic steps of stereo vision algorithms and their
real-time applicability for different applications. In general, we can divide 3D
human detection and activity recognition methods into two categories (Cheung
et al., 2000): off-line methods, where the algorithms focus on detailed model
reconstruction (e.g., wire-frame generation), and real-time methods with global
3D human model reconstruction (Bregler & Malik, 1998; Delamarre & Faugeras,
2001).

The major challenge in many 3D applications is to compute dense range data at
high frame rates, since participants cannot easily communicate if the processing
cycle or network latencies are long. As an example of non-real-time methods,
we can give Mulligan et al.’s (2001) work. In their work, to achieve the required
speed and accuracy, Mulligan et al. use a matching algorithm based on the sum
of modified, normalized cross-correlations, and sub-pixel disparity interpolation.
To increase speed, they use Intel IPL functions in the pre-processing steps of
background subtraction and image rectification, as well as a four-processor
parallelization. The authors can only achieve a speed of 2-3 frames per second.
Another non-real-time method (Kakadiaris & Metaxas, 1995) has been pre-
sented in the previous section.

Most of the real-time methods use a generic 3D human model and fit the
projected model to the projected silhouette features. Another silhouette-based
method is proposed by Cheung et al. (2000) and, recently, by Luck et al. (2002),
where the human model is fit in real-time and in the 3D domain. The first method
can reach a speed of 15 frames per second, whereas the second one runs at 20
frames per second. The speed of the systems highly depend on the voxel
resolution. None of these methods tried to use 2D information obtained from
each camera and combine the high-level information, e.g., head, torso, hand
locations and activities, as well as the low-level information, e.g., ellipse
parameters, to generate a global 3D model of the human body parts and
recognize their activities in 3D. 2D information in terms of human image position
and body labeling information is a very valuable component for higher level
modules. In our system, it forms the basis for constructing the 3D body and
activity model.
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Our algorithmic pipeline clearly performs a wide range of disparate operations:

• pixel-by-pixel operations, such as color segmentation;

• pixel region operations, such as region identification;

• mixed operations, such as ellipse fitting; and

• non-pixel operations, such as graph matching and Hidden Markov Models.

We start with operations that are clearly signal-oriented and move steadily away
from the signal representation until the data are very far removed from a
traditional signal representation. In general, the volume of data goes down as
image processing progresses.

Hardware issues

Real-time implementation of image/video processing algorithms necessitates
data and instruction-level parallelism techniques to achieve the best perfor-
mance for several application types. In this part, we will give an overview of
some multimedia processing hardware and give a detailed description of our
testbed architecture. Besides the algorithm development, hardware design is one
of the most important issues for a real-time system. Watlington & Bove (1997)
proposed a data-flow model for parallel media processing. Davis et al. (1999)
developed a multi-perspective video system at the University of Maryland. Fritts
et al. (1999) evaluated the characteristics of multimedia applications for media
processors. Researchers also pay attention to multiprocessor architecture.
Simultaneous multi-threading is proposed by Tullsen et al. (1995). Hammond et
al. (1997) proposed single-chip multiprocessor architecture. An IMAGINE
processor is being developed at Stanford University which has explicit program-
mable communication structure (Khailany et al., 2001).

Many different image/video-processor architectures exist with their own advan-
tages and disadvantages. The selection of a processor must be based on a
number of issues, including power, cost, development tools, and performance-
related features. Texas Instruments has two DSPs (the TMS320C6201 and
C6701), using a VLIW (Very Long Instruction Word) architecture, which means
that they are able to select at compilation time instructions that can be executed
in parallel, with a maximum of eight per clock cycle. The TMS320C80 has a
MIMD (Multiple Instructions Multiple Data) architecture, and it can achieve the
performances of the C6201, although its clock frequency is much slower.
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Another VLIW processor, the Philips TriMedia processors, can execute up to
five instructions per cycle. Besides the main CPU, there are other peripherals
which can take the load from the main CPU for particular computations. Another
advantage of this processor is the price, as well as the interfacing capabilities
(PCI bus, serial link, video input/output, MPEG encoding/decoding, etc.) and the
programming environment. In our application, we use TriMedia video capture
boards, with TM1300 processors. A detailed description of the testbed will be
given in the next subsection. Trimedia processors are media processors, which
have wider data paths, wider registers, and more flexible memory interfaces than
the regular DSPs. They can use data paths and register files to support SIMD
(single instruction multiple data) types of operations, which is very useful when
dealing with different real-time data inputs with varying dynamic range demands.

The Sharc ADSP 21160M is a SIMD processor that can be used for low-power,
image/video-processing applications, but its performance is below the others.
General purpose processors’ (GPP) high power consumption and large size are
the main disadvantages for portable image/video-processing applications. An-
other important factor is cost. For cost sensitive applications, DSP devices are
significantly less expensive than GPPs. Code generation and debugging tools
have a major impact on the efficiency of the development effort. Unlike GPP
tools, some DSP development tools implicitly support the debugging of multipro-
cessor systems and provide unique data visualization tools.

In general, DSPs, unlike GPPs, are generally optimized for high throughput, data
streaming applications. Some of the key features that support this include
multiple bus architectures, multiple execution units that function in parallel,
multiple data and instruction memories (both internal and external), multiple
DMA channels for high speed data movement without processor involvement,
special addressing modes, such as circular or bit reversed addressing, and
specialized instructions to handle saturation and normalization. Interrupt handling
on DSPs is efficient and uncomplicated. Finally, some DSP families support high-
speed interprocessor communications which can directly link together multiple
DSP devices without any intervening logic. The complexity of integrating
external components with a processor is far higher for high performance GPPs
than it is with low-end GPPs and DSPs.

Testbed

In this subsection, we give our testbed architecture where a single camera node
is composed of a standard camera and a TriMedia video processing board.
Designed for media processing, the TriMedia processing board allows Windows
and Macintosh platforms to take advantage of the TriMedia processor via PCI
interface. Multiple TriMedia processing boards can be installed to one host PC
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to provide multiprocessing ability. A TriMedia board has a TM1300 TriMedia
processor with its own dedicated memory. A 32-bit TM1300 TriMedia processor
has a five-issue VLIW (Very Long Instruction Word) CPU together with several
coprocessors as shown in Figure 2. The CPU in the processor has multiple
functional units and 128 registers. Table 1 shows the major features of a
TriMedia CPU.

Besides its complicated hardware, the TriMedia board comes with a set of
powerful software tools, which includes a tmsim simulator providing full func-

Figure 2. Structure of a TriMedia processor.

Table 1. TriMedia features.

 

Constant 5 
Integer ALU 5 
Load/Store 2 
DSP ALU 2 
DSP MUL 2 
Shifter 2 
Branch 3 
Int/Float MUL 2 
Float ALU 2 
Float Compare 1 

Number of Functional Units 

Float sqrt/div 1 
Number of Registers 128 
Instruction Cache 32KB, 8 Way 
Data Cache 16KB, 8 Way 
Number of Operation Slots-Instruction 5 
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tional simulation. During the experiment, we use the TriMedia Software Develop
Kit version tcs2.20 that includes a compiler tmcc, an assembler tmas, a linker
tmld, a simulator tmsim, an execution tool tmrun, and a simulator tmprof. The
TriMedia system is running on a Dell Precision-210 computer with two TriMedia
reference boards. The TriMedia boards can communicate via shared memory,
which enables fast data communication for stereo vision applications, e.g.,
disparity map generation.

Direct Algorithm for Human Gesture Recognition

In this subsection, we discuss in more detail an exemplar approach for human
detection and activity recognition in the light of previously mentioned algorithms
and real-time aspects. Most of the activity recognition systems are suitable for
a specific application type. The presented example can detect a wide range of
activities for different applications. For this reason, the scheme detects different
body parts and their movement in order to combine them at a later stage that
connects to high-level semantics. Each human body part has its own freedom of
motion and the activity recognition for each part is achieved by using several
Hidden Markov Models in parallel. Real-time performance of two and three-
dimensional activity recognition techniques are compared for this particular
example.

2D

A - Low-level Processing:

This section presents the proposed algorithm for the detection of the human body
parts. The algorithm blocks are displayed in Figure 3. A more detailed explana-
tion of our algorithm can be found in Ozer et al. (2000).

Background elimination and color transformation: The first step is the
transformation of pixels into another color space regarding to the applica-
tion. Background elimination is performed by using these transformed pixel
values for the current and background images.

Skin area detection: Skin areas are detected by comparing color values to a
human skin model. We use a YUV color model where chrominance values
are down-sampled by two.

Segmentation of non-skin areas and connected component algorithm:
The foreground regions that are adjacent to detected skin areas are
extracted and corresponding connected components are found. We com-
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bine the meaningful adjacent segments and use them as the input of the
following algorithm steps.

Contour following: We apply the contour following algorithm that uses the 3x3
filter to follow the edge of the component where the filter can move in any
of eight directions to follow the edge.

Ellipse fitting: Even when human body is not occluded by another object, due
to the possible positions of non-rigid parts, a body part can be occluded in
different ways. For example, the hand can occlude some part of the torso
or legs. In this case, 2D approximation of parts by fitting ellipses with shape-
preserving deformations provides more satisfactory results. It also helps to
discard the deformations due to the clothing. Global approximation methods
give more satisfactory results for human detection purposes. Hence,
instead of region pixels, parametric surface approximations are used to
compute shape descriptors. Details of the ellipse fitting can be found in
Ozer & Wolf (2002b).

Object modeling by invariant shape attributes: For object detection, it is
necessary to select part attributes which are invariant to two-dimensional
transformations and are maximally discriminating between objects. Geo-
metric descriptors for simple object segments such as area, compactness
(circularity), weak perspective invariants, and spatial relationships are
computed (Ozer et al., 2000). These descriptors are classified into two
groups: unary and binary attributes. The unary features for human bodies
are: a) compactness, and b) eccentricity. The binary features are: a) ratio

Figure 3. Algorithm blocks and corresponding results of selected steps.
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of areas, b) relative position and orientation, and c) adjacency information
between nodes with overlapping boundaries or areas.

Graph matching: Each extracted region modeled with ellipses corresponds to
a node in the graphical representation of the human body. Face detection
allows the formation of initial branches to start efficiently and reduces their
complexity. Each body part and meaningful combinations represent a class
w where the combination of binary and unary features are represented by
a feature vector X and computed off-line. Note that feature vector elements
of a frame node computed online by using ellipse parameters change
according to body part and the nodes of the branch under consideration. For
example, for the first node of the branch, the feature vector consists of
unary attributes. The feature vector of the following nodes also includes
binary features dependent on the previously matched nodes in the branch.
For the purpose of determining the class of these feature vectors, a
piecewise quadratic Bayesian classifier with discriminate function g(X) is
used. The generality of the reference model attributes allows the detection
of different postures while the conditional rule generation r decreases the
rate of false alarms. The computations needed for each node matching are
then a function of the feature size and the previously matched nodes of the
branch under consideration.  The marked regions are tracked by using
ellipse parameters for the consecutive frames and a graph matching
algorithm is applied for new objects appearing in the other regions. Details
of the graph matching algorithm can be found in Ozer & Wolf  (2002b).

B - High-level Processing:

This section covers the proposed real-time activity recognition algorithm based
on Hidden Markov Models (HMMs). HMM is a statistical modeling tool that
helps to analyze time-varying signals. Online handwriting recognition (Sim &
Kim, 1997), video classification and speech recognition (Rose, 1992) are some
of the application areas of HMMs. Only a few researchers have used the HMM
to recognize activities of the body parts. It is mainly used for hand gestures
(Starner & Pentland, 1995). Parameterized HMM (Wilson & Bobick, 1999) can
recognize complex events such as an interaction of two mobile objects, gestures
made with two hands (e.g., so big, so small), etc. One of the drawbacks of the
parameterized HMM is that for complex events (e.g., a combination of sub-
events) parameter training space may become very large. In our application, we
assume that each body part has its own freedom of motion and the activity
recognition for each part is achieved by using several HMMs in parallel.
Combining the outputs of the HMMs to generate scenarios is an application
dependent issue. In our application environment, smart room, we use the
Mahalanobis distance classifier for combining the activities of different body



Human Body Parts and Gesture-Activity Recognition in 3D   149

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

parts by assigning different weights for each activity. An HMM can be
represented by using the notation λ=(A,B,π) (Huang et al., 1990), where A, B, and
π represent the transition, output, and initial probabilities, respectively. The
movement of the body parts is described as a spatio-temporal sequence of
feature vectors that consist of the direction of the body part movement. Since we
use discrete HMMs, we generate eight directional code words. We check the up,
down, right, left, and circular movements of the body parts. Our models are
trained using the Baum-Welch algorithm. Note that the detected movement of
the body part may be a part of a more complex activity. We check the current
pattern and combine it with the immediately following one and generate a new
pattern. Using dynamic programming, we calculate the probabilities for the first
and combined patterns and choose the pattern with the highest probability as the
recognized activity. If the probability of the observed activity is below a
threshold, we reject the activity. Furthermore, we use the gap between different
gestures/activities, e.g., moving the hand out of camera, stopping the body for a
while. Another feature in the activity recognition is the speed of the body parts.
We use the speed of each body part (slow/fast) for one activity period as an
additional input for the classification. The next step is the generation of a feature
vector by using the observed activities of the body parts. The activity feature
vector is compared with the known activities via a distance classifier, based on
the Mahalanobis metric. The output of the classifier detects the overall activity
of the person. The proposed activity classification algorithm is given in Figure 4.

Figure 5 displays some of the activity patterns, namely waving one hand, opening
and closing hands, and left-right movement of the body. It displays cumulative

Figure 4. Overview of the activity classification.
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motion of the body parts. We observe that different activity patterns can have
overlapping periods (same or similar patterns for a period) for some body parts.
Hence, the detection of start and end times of activities is crucial. To detect the
start and end time of a gesture, we use the gap between different gestures/
activities.

Eighty-six percent (86%) of the body parts in the processed frames and 90% of
the activities are correctly classified, with the rest considered the miss and false
classification. Details of the gesture recognition algorithm can be found in Ozer
& Wolf (2002a).

From 2D to 3D

In this subsection, we present our algorithm that generates a real-time 3D model
of the human body by combining 2D information from multiple cameras located
at 90 degrees to each other. We propose a new 3D method for activity
recognition in real-time. The proposed method that combines valuable 2D
information is fast, robust and accurate. It doesn’t require any disparity map and
wire-frame information for model generation. We generate a global 3D ellipsoid
model of the human body parts from 2D ellipses and use the resulting 3D
information to verify the fit of the real body parts with the actual model. We can
process approximately 25 frames per second on each TriMedia board. Figure 7
shows the architecture for 3D model generation. Camera calibration and data
synchronization are main issues in data fusion from multiple cameras. Visual
reconstruction for virtual reality requires high accuracy, while real-time activity
recognition and trajectory estimation require high-speed techniques (Dockstader
& Tekalp’s, 2001; Focken & Stiefelhagens, 2002; Schardt & Yuan, 2002). Note
that our system uses static cameras that do not require dynamic calibration.

Figure 5. Cumulative motion of body parts for different activity patterns:
Waving one hand, opening and closing arms, left-right movement.
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After graph matching, head, torso and hand ellipses and their corresponding
attributes are sent from each processing board to the other one via the shared
memory. High-level information (ellipses corresponding to head, torso, and hand
areas) and low-level information (ellipse attributes) are used to model the best-
fit ellipsoids for each body part as shown in Figure 8. The best-fit ellipsoid
algorithm is based on Owens’s (1984) work.  Figure 6 displays the orthogonal
ellipses, their attributes, and best-fit ellipsoid after iterative approximation.

The equation of an ellipse is given by:
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Figure 6. Orthogonal ellipses and best-fit ellipsoid.
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After projection of α on the y- and β on the x-axis we get d and e, respectively:
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For three perpendicular surfaces, namely surf1, surf2, and surf3, the diagonal
components λ and off-diagonal components γ  are calculated for the 2x2 matrices
representing the sectional ellipses:
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Note that the diagonal component λ is doubly defined. To get an initial estimate
we average the two doubly defined terms. To get a better best-fit estimate we
define a matrix P and calculate the normalized eigenvalues Π and eigenvectors
V of the sectional ellipses by using singular value decomposition.

)],,(),,(),,[( 312123231 surfsurfsurfsurfsurfsurfsurfsurfsurfP λγγγλγγγλ=



Human Body Parts and Gesture-Activity Recognition in 3D   153

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

Sectional ellipses are represented by:
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To find the best-fit ellipsoid, a misfit function G is generated:
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where κ is the arctangent obtained from major axis eigenvectors. G function is
minimized with respect to λ’s and γ’s to find the best-fit ellipsoid matrix. From
eigenvectors, eigenvalues and parametric unit sphere, the resulting ellipsoid is
generated. Note that, in our application, we use body proportion information and
spatial position of the body parts obtained from two calibrated cameras to predict
the ellipses on the third projection surface. Figure 9 shows the ellipsoids fitted to
torso and head-regions. The system recognizes the activity of the 3D human
model by combining the sequential direction information obtained from both of
the processors for each body part. Figure 10 and Figure 11 show the recognized
activities, namely hand left-right and pointing to camera1. Note that a single

Figure 7. Architecture for 3D model generation.
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Figure 8. Ellipsoid and its projection on the 2D planes. Outer boundaries
of the projections represent the 2D ellipses.

 

Figure 9. Example ellipsoids from front view (top) and side view (bottom)
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Figure 10. Example ellipsoids from front view: Hand left-right.

Figure 11. Example ellipsoids for “pointing camera1” activity from front
and side view.

   

 

  

   

 

   

camera view cannot find the activities such as pointing towards the camera, e.g.,
area change with time is not reliable for small body parts. However, the proposed
system combines the activity directions and body pose information from multiple
views and recognizes the correct activity in real-time.
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Figure 12 shows recognized moving left activity. Figure 13, first row, shows
moving down activity where the person turns from the first camera to the second
one during the activity period. The second row is another correctly recognized
moving down/up activity for a different person.

Figure 14 is an example for unattended object detection. The person enters the
scene with an object in his hand and leaves the object on the table. After a
predefined time, the system can detect the body parts and the object left on the
table correctly. An alarm can be generated and sent to the security personnel for
the unattended object.

For applications such as smart rooms where devices are controlled by people, the
deployment of cameras can be adjusted for optimum capture of the motion.
However, for less structured motion estimation applications such as surveillance,
self-occlusion may occur. In this case, the corresponding parts are modeled less
accurately for the duration of the occlusion. One of our future works includes a
feedback scheme that uses temporal dependency. Furthermore, more cameras

Figure 12. Recognized activity: Moving left.

Figure 13. Moving down and moving up activities.
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would improve the performance by alleviating the self-occlusion problem.
Another challenge is detecting multiple persons and recognizing their activities.
Figure 15 displays an example frame from security cameras in a test room. Note
that the algorithm can generate the 3D model of each body part, unless there is
occlusion because of the other person or because of another body-part. As it is
mentioned before, occlusion problems can be overcome by using multiple
cameras (more than two) and using a feedback scheme.

Figure 14: Unattended object detection.

Figure 15: Multiple persons.
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Note that the most time-consuming parts of the algorithm are computed in
parallel by different video processors and the integration to reconstruct the 3D
model is based on the processing of parameters as opposed to pixel processing.
This feature of the algorithm makes the integration of multiple cameras more
attractive. A detailed description of multi-camera architecture is presented in the
next section.

Architectures for 3D Video Processing

In this section, we present parallel architectures for a multi-camera system. We
analyze the available data independencies for the previously mentioned 2D
example, and discuss the potential architectures to exploit the parallelism that
resulted from these independencies. Three architectures — VLIW, symmetric
parallel architecture and macro-pipeline architectures are discussed. After this,
we extend our discussion to 3D systems.

The following discussion from a hardware perspective can be applied to both
standard hardware, such as PC platform, and to application specific hardware.
For real-time video applications, the demand on computation capability can be a
rather heavy burden on general processors, or even exceed their capability. As
a result, real-time video applications usually need support from application
hardware such as DSPs on video card, video capturing device, etc. For this
reason, we focus our discussion primarily on application specific hardware,
although part of our conclusion can be extended to standard computer systems.

Instruction Level Parallelism and VLIW Architecture

In pixel-level processing stages, such as background elimination and skin area
detection stages, the operations on different pixels are independent. This
independence can be converted into different forms of parallelism such as
instruction-level parallelism, thread-level parallelism, process-level parallelism,
as well as spatial parallelism, which can be utilized by array processors.
Instruction-level parallelism takes advantages of the fact that instructions in the
execution path can be issued simultaneously under certain conditions. Since the
granularity of instructions is small, instruction-level parallelism is usually associ-
ated with fine-grained parallelism existing in a program. Thread and process-
level parallelisms are explicitly exhibited in the program as it will have more than
one execution path. Thread and process-level parallelism are associated with the
large cost of initializing and terminating threads/processes. Since in our case the
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input frame size is not large enough to make those additional costs ignorable, we
convert this intra-frame data independency into instruction-level parallelism,
which can be explored by VLIW or superscalar architecture processors. The
instruction-level parallelism can be explicitly expressed in an executable file,
since the parallelism is available during the compile-time. Both VLIW and
superscalar processors can exploit static instruction-level parallelism. Superscalar
processors use hardware schemes to discover instruction parallelism in a
program, so a superscalar processor can provide backward compatibility for old
generation processors. For this reason, most of general processors are superscalar
processors. On the other hand, a VLIW processor can achieve a similar
performance on a program with explicit parallelism by using significantly less
hardware effort with dedicated compiler support. We use the VLIW processor
to exploit the instruction-level parallelism that resulted from the intra-frame data
independency, since such parallelism can be explicitly expressed at compile time.
In the following, we will introduce our process of converting intra-frame data
independency to instruction-level parallelism. Although the target is a VLIW
processor, most parts of this process can benefit from superscalar processors,
as well.

The first step is to use loop fusion, a way of combining two similar, adjacent loops
for reducing the overhead, and loop unrolling, which partitions the loops to
discover loop-carried dependencies that may let several iterations be executed
at the same time, which increases the basic block size and thus increases
available instruction parallelism. Figure 16 shows examples of loop fusion and
unrolling.

When a loop is executed, there might be dependencies between trips. The
instructions that need to be executed in different trips cannot be executed
simultaneously. The essential idea behind loop fusion and loop unrolling is to
decrease the total number of trips needed to be executed by putting more tasks
in each trip. Loop fusion merges loops together without changing the result of the
executed program. In Figure 16, two loops are merged into one loop. This change
will increase the number of instructions in each trip. Loop unrolling merges
consecutive trips together to reduce the total trip count. In this example, the trip
count is reduced from four to two as loop unrolling is performed. These source
code transformations do not change the execution results, but increase the
number of instructions located in each loop trip and thus increase the number of
instructions that can be executed simultaneously.

Both loop fusion and loop unrolling increase basic block size by merging several
basic blocks together. While loop fusion merges basic blocks in code-domain, in
that different code segments are merged, loop unrolling merges basic blocks in
time-domain, in that different loop iterations are merged. This step increases the
code size for each loop trip. However, we do not observe significant basic block
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Figure 16. Loop fusion and unrolling.

Figure 17. Branch reduction.

size changes. The conditional operations, such as absolute value calculation and
threshold inside loop, block the increase of basic block size.

In the second step, we sought two methods to reduce the branches, which limit
the basic block size in loops. A solution for this is to use conditional execution
instructions, which requires hardware support. The TriMedia processors offer
such instructions, such as IABS, that calculate the absolute value in a single
instruction. This optimization provides a significant performance improvement.
Another technique we used is to convert control flow dependency to data
dependency by using look-up tables. In our algorithm, contour following, the
instruction level parallelism is limited by the control flow dependency. The
critical control flow structure is shown on the left-hand side of Figure 17.
Although if-conversion is a general method to remove branches caused by if-else
statements, the if-conversion does not help much for such a control flow
dependency. To increase the available parallelism, we convert the control
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dependency to data dependency by evaluating the condition in each if-statement.
The results are put together into one single byte, where each bit represents the
result from each evaluation. We build into the algorithm a table that provides the
result for any given evaluated byte. By using this method, the branches are
eliminated and the instruction-level parallelism in the contour following algorithm
block is increased.

The results of these optimizations are shown in Figure 18. Here, operations-per-
instruction is used as a measurement for instruction-level parallelism. While
optimization towards higher instruction-level parallelism can significantly im-
prove system performance, there are still limitations. The instruction-level
parallelism is a fine-grained parallelism, which limits its ability to exploit coarse-
grained data independencies, such as inter-frame independency. From a hard-
ware point of view, the increasing global interconnection delay will prevent
processor designers from building a large amount of functional units into one
single processor, which also limits the exploration of instructional parallelism. In
addition, the recent trends show that both application specific computer systems
and general computers are starting to incorporate multiple processors. This will
provide hardware support for exploiting coarse-grained parallelisms. Consider-
ing this, we are starting to explore alternative methods.

Inter-Frame-Level Parallelism and Symmetric
Architecture

A different level of data independency in our smart camera system is the inter-
frame data independency. Since this independency lies between different input
frames, it is a coarse-grained data independency. The corresponding parallel-

Figure 18. Instruction cycles for 10 frames (left), and available parallelism
(right).
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isms are thread or process-level parallelisms. SMT (Simultaneous Multithreading)
and CMP (single chip multi-processor) architectures can exploit process-level
parallelism. However, the SMT architecture does not seem to be a good choice
for this parallelism, since the almost identical threads will content the same
resource and do not increase the functional unit utilization over the single thread
model. Thus, we propose using CMP architecture, or even separate chip
processors, to exploit such inter-frame parallelism. A proposed architecture is
shown in Figure 19.

Figure 20 shows the projected performance change on such parallel architec-
tures, where series1 is the performance under the assumption that communica-
tion cost is negligible, while series2 is the performance change where the
communication cost is 20.

Figure 19. Symmetric parallel architecture.

Figure 20. Performance of symmetric architecture.
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Inter-Stage-Level Parallelism and Pipeline Architecture

The above discussions are about the available data independencies. There is
another parallelism resulting from the data flow structure. The algorithm stages
of the low-level processing part form a pipelined process. A corresponding
architecture is a pipelined multi-processor architecture (Figure 21). Figure 22
shows the projected performance of such architecture. Series 1 shows the
throughput when communication cost is zero, while in series2 the communication
cost is 20% of the computation cost. The additional benefit of such architecture
over other parallel architecture is that the processor can be tailored to the
requirement of the stage. For example, the CPU used to process background
elimination does not have to carry a floating-point unit. The limiting factor of such
architecture is the granularity of the stages. When a stage counts more than 50%
of the overall computation time, the speed-up is limited.

Figure 21. Macro-pipeline architecture.

Figure 22. Throughput of pipelined architecture.
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Comparison between Architectures and Data
Independency

Table 2 summarizes comparison results between different architectures dis-
cussed. Among all the architectures, the symmetric parallel architecture can
provide the better speed-up, while the pipelining architecture will be able to
reduce hardware effort on processors. As we can see through our discussion,
those different architectures do not mutually exclude each other. Thus, we would
expect a better solution by combining them together.

Table 2. Performance Comparison

Independency Architecture Dedicated Architecture Performance 

Intra-frame Independency VLIW/Superscalar VLIW-Trimedia1300 Processor 3.7 x 

Inter-frame independency CMP/SMT Symmetric Parallel Architecture 5 x 

Inter-stage independency CMP/SMT Macro-Pipelined Architecture 1.3 x   

 

Discussion on Multiple Camera Systems

In this subsection, we examine the parallelism architecture aspects of the 3D
camera system. Figure 23 shows the algorithm stages in the system. Figure 24
shows the processing time for each algorithm stage.

Figure 23. Algorithm stages.
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Suppose we need a two-processor architecture. Since, except for the 3d stage,
all the stages have two duplicated copies, we can evenly distribute them to the
two processors and then put the 3d stage into another (Figure 25). However, by
scheduling these tasks, we can find that if we put the 3d stage into a processor,
while putting all the ellipse and match stages into another processor, the workload
would be more balanced (Figure 26). While such distribution gives the best
performance result, when area is more important, we can allocate all the floating
point related algorithm stages (ellipse, match and 3d) into one processor and trim
off the floating point unit on the other processor (Figure 27).

Figure 24. Processing times.

Figure 25. Intuitive partition.
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Another factor that needs to be considered is communication cost. The amount
of data that needs to be transferred between the video camera interface and
region, and between the region stage and contour, is significantly larger than the
data size exchanged among another stages. Therefore, we would prefer to
allocate a set consisting of video interface, region stage, and contour stage into
one processor. In the above partitioning, we comply with this rule. The above
discussion is limited to inter-stage parallelism. In the following, we will show how
the inter-frame parallelism can be taken into consideration. At the first, we
duplicate every processing stage. For example, if we want to process two frames
in parallel, we will have two copies of each processing stage. After this, we can
perform scheduling and get the corresponding architecture. Figure 28 shows a
five-processor partition with two consecutive frames processed in parallel.
Figure 29 shows the corresponding architecture for the partition.

Figure 26. Balanced partition.

Figure 27. Hardware efficient partition.
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Conclusions

In this chapter, we review previous 3D methods on real-time processing of
multiple views for human detection and activity recognition algorithms. We
discuss the advantages and drawbacks of these algorithms with respect to

Figure 28. Partitioning with inter-frame parallelism.

Figure 29. A five-processor architecture.
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algorithmic and architectural issues. Furthermore, we present our multiple-
camera system to investigate the relationship between the activity recognition
algorithms and the architectures required to perform these tasks in real-time.
The chapter describes the proposed activity recognition method that consists of
a distributed algorithm and a data fusion scheme for two and three-dimensional
visual analysis, respectively. Furthermore, we analyze the available data inde-
pendencies for our new algorithm, and discuss the potential architectures to
exploit the parallelism resulting from these independencies. Three architectures,
i.e., VLIW, symmetric parallel, and macro-pipelined architectures are presented
and compared in the chapter.
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Abstract

This chapter presents a holistic approach to emotion modeling and analysis
and their applications in Man-Machine Interaction applications. Beginning
from a symbolic representation of human emotions found in this context,
based on their expression via facial expressions and hand gestures, we
show that it is possible to transform quantitative feature information from
video sequences to an estimation of a user’s emotional state. While these
features can be used for simple representation purposes, in our approach
they are utilized to provide feedback on the users’ emotional state, hoping
to provide next-generation interfaces that are able to recognize the
emotional states of their users.
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Introduction

Current information processing and visualization systems are capable of offering
advanced and intuitive means of receiving input from and communicating output
to their users. As a result, Man-Machine Interaction (MMI) systems that utilize
multimodal information about their users’ current emotional state are presently
at the forefront of interest of the computer vision and artificial intelligence
communities. Such interfaces give the opportunity to less technology-aware
individuals, as well as handicapped people, to use computers more efficiently
and, thus, overcome related fears and preconceptions. Besides this, most
emotion-related facial and body gestures are considered universal, in the sense
that they are recognized among different cultures. Therefore, the introduction of
an “emotional dictionary” that includes descriptions and perceived meanings of
facial expressions and body gestures, so as to help infer the likely emotional state
of a specific user, can enhance the affective nature of MMI applications (Picard,
2000).

Despite the progress in related research, our intuition of what a human
expression or emotion actually represents is still based on trying to mimic the way
the human mind works while making an effort to recognize such an emotion. This
means that even though image or video input are necessary to this task, this
process cannot come to robust results without taking into account features like
speech, hand gestures or body pose. These features provide the means to convey
messages in a much more expressive and definite manner than wording, which
can be misleading or ambiguous. While a lot of effort has been invested in
individually examining these aspects of human expression, recent research
(Cowie et al., 2001) has shown that even this approach can benefit from taking
into account multimodal information. Consider a situation where the user sits in
front of a camera-equipped computer and responds verbally to written or spoken
messages from the computer: speech analysis can indicate periods of silence
from the part of the user, thus informing the visual analysis module that it can use
related data from the mouth region, which is essentially ineffective when the user
speaks. Hand gestures and body pose provide another powerful means of
communication. Sometimes, a simple hand action, such as placing one’s hands
over their ears, can pass on the message that they’ve had enough of what they
are hearing more expressively than any spoken phrase.

In this chapter, we present a systematic approach to analyzing emotional cues
from user facial expressions and hand gestures. In the Section “Affective
analysis in MMI,” we provide an overview of affective analysis of facial
expressions and gestures, supported by psychological studies describing emo-
tions as discrete points or areas of an “emotional space.” The sections “Facial
expression analysis” and “Gesture analysis” provide algorithms and experimen-
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tal results from the analysis of facial expressions and hand gestures in video
sequences. In the case of facial expressions, the motion of tracked feature points
is translated to MPEG-4 FAPs, which describe their observed motion in a high-
level manner. Regarding hand gestures, hand segments are located in a video
sequence via color segmentation and motion estimation algorithms. The position
of these segments is tracked to provide the hand’s position over time and fed into
a HMM architecture to provide affective gesture estimation.

In most cases, a single expression or gesture cannot help the system deduce a
positive decision about the users’ observed emotion. As a result, a fuzzy
architecture is employed that uses the symbolic representation of the tracked
features as input. This concept is described in the section “Multimodal affective
analysis.” The decision of the fuzzy system is based on rules obtained from the
extracted features of actual video sequences showing emotional human dis-
course, as well as feature-based description of common knowledge of what
everyday expressions and gestures mean. Results of the multimodal affective
analysis system are provided here, while conclusions and future work concepts
are included in the final section “Conclusions – Future work.”

Affective Analysis in MMI

Representation of Emotion

The obvious goal for emotion analysis applications is to assign category labels
that identify emotional states. However, labels as such are very poor descrip-
tions, especially since humans use a daunting number of labels to describe
emotion. Therefore, we need to incorporate a more transparent, as well as
continuous, representation that more closely matches our conception of what
emotions are or, at least, how they are expressed and perceived.

Activation-emotion space (Whissel, 1989) is a representation that is both simple
and capable of capturing a wide range of significant issues in emotion (Cowie et
al., 2001). Perceived full-blown emotions are not evenly distributed in this space;
instead, they tend to form a roughly circular pattern. From that and related
evidence, Plutchik (1980) shows that there is a circular structure inherent in
emotionality. In this framework, emotional strength can be measured as the
distance from the origin to a given point in activation-evaluation space. The
concept of a full-blown emotion can then be translated roughly as a state where
emotional strength has passed a certain limit. A related extension is to think of
primary or basic emotions as cardinal points on the periphery of an emotion
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circle. Plutchik has offered a useful formulation of that idea, the “emotion wheel”
(see Figure 1).

Activation-evaluation space is a surprisingly powerful device, which is increas-
ingly being used in computationally oriented research. However, it has to be
noted that such representations depend on collapsing the structured, high-
dimensional space of possible emotional states into a homogeneous space of two
dimensions. There is inevitably loss of information. Worse still, there are
different ways of making the collapse lead to substantially different results. That
is well illustrated in the fact that fear and anger are at opposite extremes in
Plutchik’s emotion wheel, but close together in Whissell’s activation/emotion
space. Thus, extreme care is needed to ensure that collapsed representations are
used consistently.

MPEG-4 Based Representation

In the framework of MPEG-4 standard, parameters have been specified for
Face and Body Animation (FBA) by defining specific Face and Body nodes in
the scene graph. MPEG-4 specifies 84 feature points on the neutral face, which
provide spatial reference for FAPs definition. The FAP set contains two high-
level parameters, visemes and expressions. Most of the techniques for facial
animation are based on a well-known system for describing “all visually

Figure 1. The Activation-emotion space.
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distinguishable facial movements” called the Facial Action Coding System
(FACS) (Ekman & Friesen, 1978). FACS is an anatomically oriented coding
system, based on the definition of “Action Units” (AU) of a face that cause facial
movements. An Action Unit could combine the movement of two muscles or
work in the reverse way, i.e., split into several muscle movements. The FACS
model has inspired the derivation of facial animation and definition parameters
in the framework of MPEG-4 (Tekalp & Ostermann, 2000). In particular, the
Facial Definition Parameter (FDP) and the Facial Animation Parameter (FAP)
set were designed to allow the definition of a facial shape and texture. These sets
eliminate the need for specifying the topology of the underlying geometry,
through FDPs, and the animation of faces reproducing expressions, emotions and
speech pronunciation, through FAPs.

Affective Facial Expression Analysis

There is a long history of interest in the problem of recognizing emotion from
facial expressions (Ekman & Friesen, 1978), and extensive studies on face
perception during the last 20 years (Davis & College, 1975). The salient issues
in emotion recognition from faces are parallel in some respects to the issues
associated with voices, but divergent in others.

In the context of faces, the task has almost always been to classify examples of
archetypal emotions. That may well reflect the influence of Ekman and his
colleagues, who have argued robustly that the facial expression of emotion is
inherently categorical. More recently, morphing techniques have been used to
probe states that are intermediate between archetypal expressions. They do
reveal effects that are consistent with a degree of categorical structure in the
domain of facial expression, but they are not particularly large, and there may be
alternative ways of explaining them — notably by considering how category
terms and facial parameters map onto activation-evaluation space (Karpouzis,
Tsapatsoulis & Kollias, 2000).

Analysis of the emotional expression of a human face requires a number of pre-
processing steps which attempt to detect or track the face, to locate character-
istic facial regions such as eyes, mouth and nose, to extract and follow the
movement of facial features, such as characteristic points in these regions or
model facial gestures using anatomic information about the face.

Facial features can be viewed (Ekman & Friesen, 1975) as static (such as skin
color), slowly varying (such as permanent wrinkles), or rapidly varying (such as
raising the eyebrows) with respect to time evolution. Detection of the position
and shape of the mouth, eyes and eyelids and extraction of related features are
the targets of techniques applied to still images of humans. It has, however, been
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shown (Bassili, 1979) that facial expressions can be more accurately recognized
from image sequences, than from single still images. Bassili’s experiments used
point-light conditions, i.e., subjects viewed image sequences in which only white
dots on a darkened surface of the face were visible. Expressions were
recognized at above chance levels when based on image sequences, whereas
only happiness and sadness were recognized when based on still images.

Affective Gesture Analysis

The detection and interpretation of hand gestures has become an important part
of human computer interaction (MMI) in recent years (Wu & Huang, 2001).
Sometimes, a simple hand action, such as placing a person’s hands over his ears,
can pass on the message that he has had enough of what he is hearing. This is
conveyed more expressively than with any other spoken phrase.

Gesture tracking and recognition

In general, human hand motion consists of the global hand motion and local finger
motion. Hand motion capturing deals with finding the global and local motion of
hand movements. Two types of cues are often used in the localization process:
color cues (Kjeldsen & Kender, 1996) and motion cues (Freeman & Weissman,
1995). Alternatively, the fusion of color, motion and other cues, like speech or
gaze, is used (Sharma, Huang & Pavlovic, 1996).

Hand localization is locating hand regions in image sequences. Skin color offers
an effective and efficient way to fulfill this goal. According to the representation
of color distribution in certain color spaces, current techniques of skin detection
can be classified into two general approaches: nonparametric (Kjeldsen &
Kender, 1996) and parametric (Wren, Azarbayejani, Darrel & Pentland, 1997).

To capture articulate hand motion in full degree of freedom, both global hand
motion and local finger motion should be determined from video sequences.
Different methods have been taken to approach this problem. One possible
method is the appearance-based approach, in which 2-D deformable hand-shape
templates are used to track a moving hand in 2-D (Darrell, Essa & Pentland,
1996). Another possible way is the 3-D model-based approach, which takes the
advantages of a priori knowledge built in the 3-D models.

Meaningful gestures could be represented by both temporal hand movements
and static hand postures. Hand postures express certain concepts through hand
configurations, while temporal hand gestures represent certain actions by hand
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movements. Sometimes, hand postures act as special transition states in tempo-
ral gestures and supply a cue to segment and recognize temporal hand gestures.

In certain applications, continuous gesture recognition is required and, as a result,
the temporal aspect of gestures must be investigated. Some temporal gestures
are specific or simple and could be captured by low-detail dynamic models.
However, many high detail activities have to be represented by more complex
gesture semantics, so modeling the low-level dynamics is insufficient. The HMM
(Hidden Markov Model) technique (Bregler, 1997) and its variations (Darrell &
Pentland, 1996) are often employed in modeling, learning, and recognition of
temporal signals. Because many temporal gestures involve motion trajectories
and hand postures, they are more complex than speech signals. Finding a suitable
approach to model hand gestures is still an open research problem.

Facial Expression Analysis

Facial Features Relevant to Expression Analysis

Facial analysis includes a number of processing steps that attempt to detect or
track the face, to locate characteristic facial regions such as eyes, mouth and
nose, to extract and follow the movement of facial features, such as character-
istic points in these regions or model facial gestures using anatomic information
about the face.

Although FAPs provide all the necessary elements for MPEG-4 compatible
animation, they cannot be directly used for the analysis of expressions from video
sequences, due to the absence of a clear quantitative definition framework. In
order to measure FAPs in real image sequences, we have to define a mapping
between them and the movement of specific FDP feature points (FPs), which
correspond to salient points on the human face.

Table 1 provides the quantitative modeling of FAPs that we have implemented
using the features labeled as f

i
 (i=1..15) (Karpouzis, Tsapatsoulis & Kollias,

2000). This feature set employs feature points that lie in the facial area and can
be automatically detected and tracked. It consists of distances, noted as s(x,y),
between protuberant points, x and y, corresponding to the Feature Points shown
in Figure 2. Some of these points are constant during expressions and can be used
as reference points. Distances between these points are used for normalization
purposes (Raouzaiou, Tsapatsoulis, Karpouzis & Kollias, 2002).
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Figure 2. FDP feature points (adapted from (Tekalp & Ostermann, 2000)).

Table 1. Quantitative FAP modeling: (1) s(x,y) is the Euclidean distance
between the FPs; (2) D

i-NEUTRAL
 refers to the distance D

i
 when the face is in

its neutral position.

FAP name Feature for the description Utilized feature 

squeeze_l_eyebrow (F37) D1=s(4.5,3.11) f1= D1-NEUTRAL –D1 

squeeze_r_eyebrow (F38) D2=s(4.6,3.8) f2= D2-NEUTRAL –D2 

lower_t_midlip (F4) D3=s(9.3,8.1) f3= D3 -D3-NEUTRAL 

raise_b_midlip (F5) D4=s(9.3,8.2) f4= D4-NEUTRAL –D4 

raise_l_I_eyebrow (F31) D5=s(4.1,3.11) f5= D5 –D5-NEUTRAL 

raise_r_I_eyebrow (F32) D6=s(4.2,3.8) f6= D6 –D6-NEUTRAL 

raise_l_o_eyebrow (F35) D7=s(4.5,3.7) f7= D7 –D7-NEUTRAL 

raise_r_o_eyebrow (F36) D8=s(4.6,3.12) f8= D8 –D8-NEUTRAL 

raise_l_m_eyebrow (F33) D9=s(4.3,3.7) f9= D9 –D9-NEUTRAL 

raise_r_m_eyebrow (F34) D10=s(4.4,3.12) f10= D10 –D10-NEUTRAL 

open_jaw (F3) D11=s(8.1,8.2) f11= D11 –D11-NEUTRAL 
close_t_l_eyelid (F19) – 
close_b_l_eyelid (F21) 

D12=s(3.1,3.3) f12= D12 –D12-NEUTRAL 

close_t_r_eyelid (F20) – 
close_b_r_eyelid (F22) 

D13=s(3.2,3.4) f13= D13 –D13-NEUTRAL 

stretch_l_cornerlip (F6) 
(stretch_l_cornerlip_o)(F53) – 

stretch_r_cornerlip (F7) 
(stretch_r_cornerlip_o)(F54) 

D14=s(8.4,8.3) f14= D14 –D14-NEUTRAL 

squeeze_l_eyebrow (F37) AND 
squeeze_r_eyebrow (F38) 

D15=s(4.6,4.5) f15= D15-NEUTRAL - D15
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Facial Feature Extraction

The facial feature extraction scheme used in the system proposed in this chapter
is based on a hierarchical, robust scheme, coping with large variations in the
appearance of diverse subjects, as well as the same subject in various instances
within real video sequences (Votsis, Drosopoulos & Kollias, 2003). Soft a priori
assumptions are made on the pose of the face or the general location of the
features in it. Gradual revelation of information concerning the face is supported
under the scope of optimization in each step of the hierarchical scheme,
producing a posteriori knowledge about it and leading to a step-by-step
visualization of the features in search.

Face detection is performed first through detection of skin segments or blobs,
merging them based on the probability of their belonging to a facial area, and
identification of the most salient skin color blob or segment. Following this,
primary facial features, such as eyes, mouth and nose, are dealt with as major
discontinuities on the segmented, arbitrarily rotated face. In the first step of the
method, the system performs an optimized segmentation procedure. The initial
estimates of the segments, also called seeds, are approximated through min-max
analysis and refined through the maximization of a conditional likelihood func-
tion. Enhancement is needed so that closed objects will occur and part of the
artifacts will be removed. Seed growing is achieved through expansion, utilizing
chromatic and value information of the input image. The enhanced seeds form
an object set, which reveals the in-plane facial rotation through the use of active
contours applied on all objects of the set, which is restricted to a finer set, where
the features and feature points are finally labeled according to an error
minimization criterion.

Experimental Results

Figure 3 shows a characteristic frame from the “hands over the head” sequence.
After skin detection and segmentation, the primary facial features are shown in
Figure 4. Figure 5 shows the initial detected blobs, which include face and mouth.
Figure 6 shows the estimates of the eyebrow and nose positions. Figure 7 shows
the initial neutral image used to calculate the FP distances. In Figure 8 the
horizontal axis indicates the FAP number, while the vertical axis shows the
corresponding FAP values estimated through the features stated in the second
column of Table 1.
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Figure 3. A frame from
the original sequence.

Figure 4. Detected
primary facial features.

Figure 5. The apex of
an expression.

  

Figure 6. Detected
facial features.

  

Figure 7. A neutral
expression.

Figure 8. Estimated FAP values for Figure 6.
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Gesture Analysis

Hand Detection and Tracking

In order to extract emotion-related features through hand movement, we
implemented a hand-tracking system. Emphasis was on implementing a near
real-time, yet robust enough system for our purposes. The general process
involves the creation of moving skin masks, namely skin color areas that are
tracked between subsequent frames. By tracking the centroid of those skin
masks, we produce an estimate of the user’s movements.

In order to implement a computationally light system, our architecture (Figure 9)
takes into account a priori knowledge related to the expected characteristics of
the input image. Since the context is MMI applications, we expect to locate the
head in the middle area of the upper half of the frame and the hand segments near
the respective lower corners. In addition to this, we concentrate on the motion
of hand segments, given that they are the end effectors of the hand and arm chain
and, thus, the most expressive object in tactile operations.

For each frame, as in the face detection process, a skin color probability matrix
is computed by calculating the joint probability of the Cr/Cb image values (Figure
10). The skin color mask is then obtained from the skin probability matrix using
thresholding (Figure 11). Possible moving areas are found by thresholding the
difference pixels between the current frame and the next, resulting in the
possible-motion mask (Figure 18). This mask does not contain information about
the direction or the magnitude of the movement, but is only indicative of the
motion and is used to accelerate the algorithm by concentrating tracking only in
moving image areas. Both color (Figure 11) and motion (Figure 18) masks

Figure 9. Abstract architecture of the hand tracking module.
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contain a large number of small objects due to the presence of noise and objects
with color similar to the skin. To overcome this, morphological filtering is
employed on both masks to remove small objects. All described morphological
operations are carried out with a disk-structuring element with a radius of 1% of
the image width. The distance transform of the color mask is first calculated
(Figure 12) and only objects above the desired size are retained (Figure 13).
These objects are used as markers for the morphological reconstruction of the
initial color mask. The color mask is then closed to provide better centroid
calculation.

The moving skin mask (msm) is then created by fusing the processed skin and
motion masks (sm, mm), through the morphological reconstruction of the color
mask using the motion mask as marker. The result of this process, after excluding
the head object, is shown in Figure 19. The moving skin mask consists of many
large connected areas. For the next frame, a new moving skin mask is created,
and a one-to-one object correspondence is performed. Object correspondence

Figure 10. Skin
Probability.

Figure 11.
Thresholded skin
probability (p> 0.8).

Figure 12. Distance
transform of Figure
11.

Figure 13. Markers
extracted from
Figure 12 (area
smaller than 2% of
the image).

Figure 14.
Reconstruction of
Figure 11 using
Figure 13.

Figure 15. Closing of
Figure 14, final color
mask.
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between two frames is performed on the color mask and is based on object
centroid distance for objects of similar (at least 50%) area (Figure 20). In these
figures, crosses represent the position of the centroid of the detected right hand
of the user, while circles correspond to the left hand. In the case of hand object
merging and splitting, e.g., in the case of clapping, we establish a new matching
of the left-most candidate object to the user’s right hand and the right-most object
to the left hand (Figure 21).

Following object matching in the subsequent moving skin masks, the mask flow
is computed, i.e., a vector for each frame depicting the motion direction and
magnitude of the frame’s objects. The described algorithm is lightweight,
allowing a rate of around 12 fps on a usual PC during our experiments, which is
enough for continuous gesture tracking. The object correspondence heuristic
makes it possible to individually track the hand segments correctly, at least during
usual meaningful gesture sequences. In addition, the fusion of color and motion

Figure 16. Skin
color probability
for the input image.

Figure 17. Initial
color mask created
with skin detection.

Figure 18: Initial
motion mask (after
pixel difference
thresholded to 10% of
max.).

Figure 19. Moving
hand segments after
morphological
reconstruction.

Figure 20. Tracking
of one hand object
in the “lift of the
hand” sequence.

Figure 21. Tracking
of both hand objects
in the “clapping”
sequence.
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information eliminates any background noise or artifacts, thus reinforcing the
robustness of the proposed approach.

Gesture Classification Using HMMs

Figure 22 shows the architecture of the gesture classification subsystem. Head
and hand segmentation and tracking have been described in previous sections,
while the remaining blocks of this architecture are described in the following
paragraphs.

Figure 22. A general framework for gesture classification through HMMs.
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The HMM classifier

In Table 2 we present the utilized features that feed (as sequences of vectors)
the HMM classifier, as well as the output classes of the HMM classifier.

Table 2: a) Features (inputs to HMM) and b) Gesture classes (outputs of
HMM).

Features 

Xlh - Xrh, Xf -Xrh, Xf -Xlh, Ylh - Yrh, Yf -Yrh, Yf -Ylh 

where Cf=(Xf, Yf) are the coordinates of the head centroid, 

Crh=(Xrh, Yrh) and Clh=(Xlh, Ylh) are the coordinates of the right 

and left hand centroids respectively 

Gesture 
Classes 

hand clapping – high frequency, hand clapping – low frequency 

lift of the hand – low speed, lift of the hand – high speed 

hands over the head – gesture, hands over the head – posture 

italianate gestures 
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A general diagram of the HMM classifier is shown in Figure 23. The recognizer
consists of M different HMMs corresponding to the modeled gesture classes. In
our case, M=7 as it can be seen in Table 2. We use first order left-to-right models
consisting of a varying number (for each one of the HMMs) of internal states G

k, j
 that

have been identified through the learning process. For example, the third HMM,
which recognizes low speed on hand lift, consists of only three states G

3,1
, G

3,2

and G
3,3

. More complex gesture classes, like the hand clapping, require as
much as eight states to be efficiently modeled by the corresponding HMM. Some
characteristics of our HMM implementation are presented below.

• The output probability for any state G
k, j

 (k corresponds to the id of the
HMM while j refers to the id of the state within a particular HMM) is
obtained by a continuous probability density function (pdf). This choice has
been made in order to decrease the amount of training data. In the discrete
case, the size of the code book should be large enough to reduce quantiza-
tion error and, therefore, a large amount of training data is needed to
estimate the output probability. One problem with the continuous pdf is the
proper selection of the initial values of density’s parameters so as to avoid
convergence in a local minimum.

• The output pdf of state G
k, j

 is approximated using a multivariate normal
distibution model, i.e.:
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where O
i
 is i-th observation (input feature vector), µµµµµ

k, j 
is the mean vector

of state G
k, j

, C
k, j 

is the respective covariance matrix and K is the number
of components in O

i 
(in our case K=6). Initial values for µµµµµ

k, j 
and C

k, j 
were

obtained off-line by using statistical means. Re-estimation is executed using
a variant of the Baum-Welch procedure to account for vectors (such as µµµµµk, j

)
and matrices (such as C

k, j
).

• Transition probabilities a
k,mn

 between states G
k, m 

and G
k, n 

are computed by
using the cumulative probability of b

k,m 
(O

i
) gives the estimation of the

transition probability, i.e., −= 1,mnka )(, imk OΦ . Note that, since the HMM is
assumed to operate in a left-to-right mode, a

k,mn
=0, n<m, a

k,mn
=1-a

k,mn
 at all

times.
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• The match score of feature vector sequence TOOOO ...21=  given the model
),,( mmmm �BAλ  (m=1,2,…,M) is calculated as follows:

o We compute the best state sequence *Q given the observation se-
quence O , using Viterbi’s algorithm, i.e.:

)},/({maxarg*
mP λOQQ

Q
= (2)

o The match score of observation sequence O given the state sequence
*Q is the following quantity:

),/( **
mPP λQO= (3)

It should be mentioned here that the final block of the architecture corresponds
to a hard decision system, i.e., it selects the best-matched gesture class.
However, when gesture classification is used to support the facial expression
analysis process, the probabilities of the distinct HMMs should be used instead
(soft decision system). In this case, since the HMMs work independently, their
outputs do not sum up to one.

Figure 23. Block diagram of the HMM classifier.
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Experimental Results

In the first part of our experiments, the efficiency of the features used to
discriminate the various gesture classes is illustrated (Figure 24 to Figure 27).
The first column shows a characteristic frame of each sequence and the tracked
centroids of the head and left and right hand, while the remaining two columns
show the evolution of the features described in the first row of Table 2, i.e., the
difference of the horizontal and vertical coordinates of the head and hand
segments. In the case of the first sequence, the gesture is easily discriminated
since the vertical position of the hand segments almost matches that of the head,
while in the closing frame of the sequence the three objects overlap. Overlapping
is crucial to indicate that two objects are in contact during some point of the
gesture, in order to separate this sequence from, e.g., the “lift of the hand”
gesture. Likewise, during clapping, the distance between the two hand segments
is zeroed periodically, with the length of the in-between time segments providing
a measure of frequency, while during the “italianate” gesture the horizontal
distance of the two hands follows a repetitive, sinusoidal pattern.

Figure 24. Hands over the head.

      (a)           (b)    (c)

 
 

 
  

Figure 25. Italianate gesture.

     (a) (b)    (c)
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Experiments for testing the recognizing performance of the proposed algorithm
were also carried out. Gesture sequences of three male subjects, with maximum
duration of three seconds, were captured by a typical web-camera at a rate of
10 frames per second. For each one of the gesture classes, 15 sequences were
acquired: three were used for the initialization of the HMM parameters, seven
for training and parameter re-estimation and five for testing. Each one of the
training sequences consisted of approximately 15 frames. The selection of these
frames was performed off-line so as to create characteristic examples of the
gesture classes. Testing sequences were sub-sampled at a rate of five frames
per second so as to enable substantial motion to occur. An overall recognition

Figure 27. Lift of the hand.

Figure 26. Hand clapping.

    (a)           (b)    (c)

 
  

    (a)           (b)    (c)
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rate of 94.3% was achieved. The experimental results are shown in the
confusion matrix (Table 3).

From the results summarized in Table 3, we observe a mutual misclassification
between “Italianate Gestures” (IG) and “Hand Clapping – High Frequency”
(HC - HF). This is mainly due to the variations on “Italianate Gestures” across
different individuals. Thus, training the HMM classifier on a personalized basis
is anticipated to improve the discrimination between these two classes.

Multimodal Affective Analysis

Facial Expression Analysis Subsystem

The facial expression analysis subsystem is the main part of the presented
system. Gestures are utilized to support the outcome of this subsystem.

Table 3. Gesture classification results.

Gesture Class 
HC-
LF 

HC-
HF 

LH-
LS 

LH-
HS 

HoH-
G 

HoH-
P 

IG 

Hand Clapping- Low 
Frequency (HC-LF) 

5 0 0 0 0 0 0 

Hand Clapping- High 
Frequency (HC-HF) 

0 4 0 0 0 0 1 

Lift of the Hand-Low 
Speed (LH-LS) 

0 0 5 0 0 0 0 

Lift of the Hand- High 
Speed (LH-HS) 

0 0 0 5 0 0 0 

Hands over the Head –
Gesture (HoH-G) 

0 0 0 0 5 0 0 

Hands over the Head –
Posture (HoH-P) 

0 0 0 0 0 5 0 

Italianate Gestures (IG) 0 1 0 0 0 0 4 

Classification Rate 
(%) 

100 80 100 100 100 100 80 
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Let us consider as input to the emotion analysis sub-system a 15-element length

feature vector 
−
f  that corresponds to the 15 features f

i
 shown in Table 1. The

particular values of 
−
f  can be rendered to FAP values as shown in the same table

resulting in an input vector 
−
G . The elements of 

−
G  express the observed values

of the correspondingly involved FAPs.

Expression profiles are also used to capture variations of FAPs (Raouzaiou,
Tsapatsoulis, Karpouzis & Kollias, 2002). For example, the range of variations
of FAPs for the expression “surprise” is shown in Table 4.

Let )(
,
k
jiX  be the range of variation of FAP F

j
 involved in the k-th profile )(k

iP  of

emotion i. If )(
,
k
jic  and )(

,
k
jis  are the middle point and length of interval )(

,
k
jiX respec-

tively, then we describe a fuzzy class )(
,
k
jiA  for F

j
, using the membership function

)(
,
k
jiµ  shown in Figure 28. Let also )(

,
k

ji∆  be the set of classes )(
,
k
jiA that correspond

to profile )(k
iP ; the beliefs )(k

ip  and b
i
 that an observed, through the vector 

−
G ,

facial state corresponds to profile )(k
iP and emotion i respectively, are computed

through the following equations:

∏
∆∈

=
)(

,
)(

,

,

)()(

k
ji

k
ji

ji

A

kk
i rp

  and )(max )(k
i

k
i pb = , (4)

Table 4. Profiles for the archetypal emotion surprise.

Surprise 

( )0(
SuP ) 

F3∈[569,1201], F5∈[340,746], F6∈[-121,-43], F7∈[-121,-43], F19∈[170,337], 
F20∈[171,333], F21∈[170,337], F22∈[171,333], F31∈[121,327], F32∈[114,308], 
F33∈[80,208], F34∈[80,204], F35∈[23,85], F36∈[23,85], F53∈[-121,-43], 
F54∈[-121,-43] 

)1(
SuP  

F3∈[1150,1252], F5∈[-792,-700], F6∈[-141,-101], F7∈[-141,-101], F10∈[-
530,-470], F11∈[-530,-470], F19∈[-350,-324], F20∈[-346,-320], F21∈[-350,-
324], F22∈[-346,-320], F31∈[314,340], F32∈[295,321], F33∈[195,221], 
F34∈[191,217], F35∈[72,98], F36∈[73,99], F53∈[-141,-101], F54∈[-141,-101] 

)2(
SuP  

F3∈[834,936], F5∈[-589,-497], F6∈[-102,-62], F7∈[-102,-62], F10∈[-380,-
320], F11∈[-380,-320], F19∈[-267,-241], F20∈[-265,-239], F21∈[-267,-241], 
F22∈[-265,-239], F31∈[211,237], F32∈[198,224], F33∈[131,157], 
F34∈[129,155], F35∈[41,67], F36∈[42,68] 

)3(
SuP  

F3∈[523,615], F5∈[-386,-294], F6∈[-63,-23], F7∈[-63,-23], F10∈[-230,-170], 
F11∈[-230,-170], F19∈[-158,-184], F20∈[-158,-184], F21∈[-158,-184], F22∈[-
158,-184], F31∈[108,134], F32∈[101,127], F33∈[67,93], F34∈[67,93], 
F35∈[10,36], F36∈[11,37] 
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where }max{ )(
,

)(
,

k
jii

k
ji Agr ∩= expresses the relevance )(

,
k
jir  of the i-th element of the

input feature vector with respect to class )(
,
k
jiA . Actually ,...},{)(' 21 ggGAg ==

−−
 is

the fuzzified input vector resulting from a singleton fuzzification procedure (Klir

& Yuan, 1995).

The various emotion profiles correspond to the fuzzy intersection of several sets
and are implemented through a �-norm of the form t(a,b)=a·b. Similarly the
belief that an observed feature vector corresponds to a particular emotion results
from a fuzzy union of several sets through an �-norm which is implemented as
u(a,b)=max(a,b).

Figure 28. The form of membership functions.

)(
,
k
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,
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)(
,
k
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Figure 29. Facial expression analysis interface.
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An efficient implementation of the emotion analysis system has been developed
in the framework of the IST ERMIS project (www.image.ntua.gr/ermis). In the
system interface shown in Figure 29, one can observe an example of the
calculated FP distances, the profiles selected by the facial expression analysis
subsystem and the recognized emotion (“surprise”).

Affective Gesture Analysis Subsystem

Gestures are utilized to support the outcome of the facial expression analysis
subsystem, since in most cases they are too ambiguous to indicate a particular
emotion. However, in a given context of interaction, some gestures are obviously
associated with a particular expression — e.g., hand clapping of high fre-
quency expresses joy, satisfaction — while others can provide indications for
the kind of the emotion expressed by the user. In particular, quantitative features
derived from hand tracking, like speed and amplitude of motion, fortify the
position of an observed emotion; for example, satisfaction turns to joy or even
to exhilaration, as the speed and amplitude of clapping increases.

As was mentioned in the section “Gesture analysis,” the position of the centroids
of the head and the hands over time forms the feature vector sequence that feeds
an HMM classifier whose outputs corresponds to a particular gesture class.
Table 5 below shows the correlation between some detectable gestures with the
six archetypal expressions.

Given a particular context of interaction, gesture classes corresponding to the
same emotional are combined in a “logical OR” form. Table 5 shows that a
particular gesture may correspond to more than one gesture class carrying

Table 5. Correlation between gestures and emotional states.

Emotion Gesture Class 

Joy Hand clapping-high frequency 

Sadness Hands over the head-posture 

Anger Lift of the hand- high speed, italianate gestures 

Fear Hands over the head-gesture, italianate gestures 

Disgust Lift of the hand- low speed, hand clapping-low frequency 

Surprise Hands over the head-gesture 
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different affective meaning. For example, if the examined gesture is clapping,
detection of high frequency indicates joy, but a clapping of low frequency may
express irony and can reinforce a possible detection of the facial expression
disgust.

In practice, the gesture class probabilities derived by the HMM classifier are
transformed to emotional state indicators by using the information of Table 5. Let
EI

k
 be the emotional indicator of emotional state k (k ∈ {1,2,3,4,5,6} corresponds

to one of the emotional states presented in Table 5 in the order of appearance,

i.e., 1->Joy, 6->Surprise), GCS= {gc
1
, gc

2
, …, gc

N
} be the set of gesture classes

recognized by the HMM Classifier (N=7), GCSk ⊆ GCS be the set of gesture
classes related with the emotional state k, and p(gc

i
) be the probability of gesture

class gc
i
 obtained from the HMM Classifier. The EI(k) is computed using the

following equation:

}{max i
GCgc

k gcEI
K

i∈
= (5)

The Overall Decision System

In the final step of the proposed system, the facial expression analysis subsystem
and the affective gesture analysis subsystem are integrated, as shown in Figure
30, into a system which provides as a result the possible emotions of the user,
each accompanied by a degree of belief.

Figure 30. Block diagram of the proposed scheme.
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Although face is considered the main “demonstrator” of user’s emotion (Ekman
& Friesen, 1975), the recognition of the accompanying gesture increases the
confidence of the result of the facial expression subsystem. In the current
implementation, the two subsystems are combined as a weighted sum: Let b

k
 be

the degree of belief that the observed sequence presents the k-th emotional
state, obtained from the facial expression analysis subsystem, and EI

k
 be the

corresponding emotional state indicator, obtained from the affective gesture
analysis subsystem, then the overall degree of belief d

k
 is given by:

kkk EIwbwd ⋅+⋅= 21 (6)

where the weights w
1
 and w

2 
are used to account for the reliability of the two

subsystems as far as the emotional state estimation is concerned. In this
implementation we use w

1
 =0.75 and w

2
 =0.25. These values enable the affective

gesture analysis subsystem to be important in cases where the facial expression
analysis subsystem produces ambiguous results, while at the same time leave the
latter subsystem to be the main contributing part in the overall decision system.

For the input sequence shown in Figure 3, the affective gesture analysis
subsystem consistently provided a “surprise” selection. This was used to fortify
the output of the facial analysis subsystem, which was around 85%.

Conclusions – Future Work

In this chapter, we described a holistic approach to emotion modeling and
analysis and their applications in MMI applications. Beginning from a symbolic
representation of human emotions found in this context, based on their expres-
sion via facial expressions and hand gestures, we show that it is possible to
transform quantitative feature information from video sequences to an estima-
tion of a user’s emotional state. This transformation is based on a fuzzy rules
architecture that takes into account knowledge of emotion representation and the
intrinsic characteristics of human expression. Input to these rules consists of
features extracted and tracked from the input data, i.e., facial features and hand
movement. While these features can be used for simple representation purposes,
e.g., animation or task-based interfacing, our approach is closer to the target of
affective computing. Thus, they are utilized to provide feedback on the user’s
emotional state while in front of a computer.

Future work in the affective modeling area includes the enrichment of the
gesture vocabulary with more affective gestures and feature-based descrip-
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tions. With respect to the recognition part, more sophisticated methods of
combination of detected expressions and gestures, mainly through a rule-based
system, are currently under investigation, along with algorithms that take into
account general body posture information.
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Abstract

This chapter presents a state-of-the-art compilation on facial motion and
expression analysis. The core of the chapter includes the description and
comparison of methods currently being developed and tested to generate
face animation from monocular static images and/or video sequences.
These methods are categorized into three major groups: “those that
retrieve emotion information,” “those that obtain parameters related to the
Face Animation synthesis used,” and “those that use explicit face synthesis
during the image analysis.” A general overview about the processing
fundamentals involved in facial analysis is also provided. Readers will
have a clear understanding of the ongoing research performed in the field
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of facial expression and motion analysis on monocular images by easily
finding the right references to the detailed description of all mentioned
methods.

Introduction

Researchers from the Computer Vision, Computer Graphics and Image Pro-
cessing communities have been studying the problems associated with the
analysis and synthesis of faces in motion for more than 20 years. The analysis
and synthesis techniques being developed can be useful for the definition of low-
rate bit image compression algorithms (model-based coding), new cinema
technologies, as well as for the deployment of virtual reality applications,
videoconferencing, etc. As computers evolve towards becoming more human-
oriented machines, human-computer interfaces, behavior-learning robots and
disable-adapted computer environments will use face expression analysis to be
able to react to human action. The analysis of motion and expression from
monocular (single) images is widely investigated because non-stereoscopic
static images and videos are the most affordable and extensively used visual
media (i.e., webcams).

This chapter reviews current techniques for the analysis of single images to
derive face animation. These methods can be classified based upon different
criteria:

1. the nature of the analysis: global versus feature-based, real-time oriented;

2. the complexity of the information retrieved: general expression generation
versus specific face motion;

3. the tools utilized during the analysis: for instance, the cooperation of a 3D
head model;

4. the degree of realism obtained from the Face Animation (FA) synthesis;
and

5. the environmental conditions during the analysis: controlled or uniform
lighting, head-pose dependence or not.

Table 1 depicts a rough evaluation of the techniques that we review in this
chapter by comparing these criteria, considering the data provided by the
referenced articles, books and other bibliographical material, as well as the
judgment of the authors.
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The analysis algorithms presented include those most related to face motion and
expression understanding. Specific image processing can also be used to locate
faces on images, for face recognition intended for biometrics, for general head
tracking and pose deduction, as well as for face animation synthesis. For those
readers acquainted mainly with 3D and graphics, we provide a brief overview of
the most common image processing methods and mathematical tools involved,
pointing to some sources for the algorithmic details that will not be explained or
will be assumed to be known during the description of the state-of-the–art
approaches.

The core of the chapter includes the description of the methods currently being
developed and tested to generate face animation from real face images. The
techniques herein discussed analyze static images and/or video sequences to
obtain general face expressions or explicit face motion parameters. We have
categorized these methods in three groups: “those that retrieve emotion informa-
tion,” “those that obtain parameters related to the Face Animation synthesis
used,” and “those that use explicit face synthesis during image analysis.”

Background

Many video encoders do motion analysis over video sequences to search for
motion information that will help compression. The concept of motion vectors,
first conceived at the time of the development of the first video coding
techniques, is intimately related to motion analysis. These first analysis tech-
niques help to regenerate video sequences as the exact or approximate reproduc-
tion of the original frames by using motion compensation from neighboring
pictures. They are able to compensate for, but not to understand the actions of
the objects moving on the video and, therefore, they cannot restore the object’s
movements from a different orientation. Faces play an essential role in human
communication. Consequently, they have been the first objects whose motion
has been studied in order to recreate animation on synthesized models or to
interpret motion for a posteriori use.

Synthetic faces are classified into two major groups: avatars and clones.
Generally, avatars are a rough and symbolic representation of the person, and
their animation is speaker independent because it follows generic rules disre-
garding the individual that they personify. Clones are more realistic and their
animation takes into account the nature of the person and his real movements.
Whether we want to animate avatars or clones, we face a great challenge: the
automatic generation of face animation data. Manually generated animation has
long been used to create completely virtual characters and has also been applied
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to animate avatars. Nevertheless, many computer applications require real-time
and easy-to-use face animation parameter generation, which means that the first
solutions developed using motion capture equipment prove to be too tedious for
many practical purposes. Most applications utilizing Talking Heads aim at
telecommunication uses. In such a context, real-time capabilities and low
computing cost for both analysis and synthesis are required. Current trends in
research tend to use speech analysis or synthesized speech from text as a source
of real-time animation data. Although these techniques are strong enough to
generate parameters to be used by avatars, they cannot provide realistic data for
face animation.

To obtain realistic and natural 3D Face Animation (FA), we need to study and
understand the complete human face behavior and those image-based methods
that are cost-flexible techniques for face movement understanding. In this
chapter we present the latest and most effective systems to analyze face
expression over monocular images to generate facial animation to restitute
speaker-dependent face motion on 3D face models. Figure 1 represents the
basic flowchart for systems dedicated to facial expression and motion analysis
on monocular images. Video or still images are first analyzed to detect, control
and deduce the face location on the image and the environmental conditions
under which the analysis will be made (head pose, lighting conditions, face
occlusions, etc.). Then, some image motion and expression analysis algorithms
extract specific data, which is finally interpreted to generate face motion
synthesis.

Figure 1. Image input is analyzed in the search for the face general
characteristics: global motion, lighting, etc. At this point, some image
processing is performed to obtain useful data that can be interpreted
afterwards to obtain face animation synthesis.
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Each of the modules may be more or less complex depending on the purpose of
the analysis (i.e., from the understanding of general behavior to exact 3D-motion
extraction). If the analysis is intended for later face expression animation, the
type of FA synthesis often determines the methodology used during expression
analysis. Some systems may not go through either the first or the last stages or
some others may blend these stages in the main motion & expression image
analysis. Systems lacking the pre-motion analysis step are most likely to be
limited by environmental constraints, like special lighting conditions or pre-
determined head pose. Those systems that do not perform motion interpreta-
tion do not focus on delivering any information to perform face animation
synthesis afterwards. A system that is thought to analyze video to generate face
animation data in a robust and efficient way needs to develop all three modules.
The approaches currently under research and that will be exposed in this chapter
clearly perform the facial motion & expression image analysis and to some
extent the motion interpretation to be able to animate 3D models. Nevertheless,
many of them fail to have a strong pre-motion analysis step to ensure some
robustness during the subsequent analysis.

Processing Fundamentals

Pre-Processing Techniques

The conditions under which the user may be recorded are susceptible to change
from one determined moment to the next one. Some changes may come from the
hardware equipment used, for instance, the camera, the lighting environment,
etc. Furthermore, although only one camera is used, we cannot presuppose that
the speaker’s head will remain motionless and looking straight into the camera
at any time. Therefore, pre-processing techniques must help to homogenize the
analysis conditions before studying non-rigid face motion.

Camera calibration

Accurate motion retrieval is highly dependent on the precision of the image data
we analyze. Images recorded by a camera undergo different visual deformations
due to the nature of the acquisition material. Camera calibration can be seen as
the starting point of a precise analysis.
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If we want to express motion in real space, we must relate the motion measured
in terms of pixel coordinates to the real/virtual world coordinates. That is, we
need to relate the world reference frame to the image reference frame. Simply
knowing the pixel separation in an image does not allow us to determine the
distance of those points in the real world. We must derive some equations to link
the world reference frame to the image reference frame in order to find the
relationship between the coordinates of points in 3D-space and the coordinates
of the points in the image. We introduce the camera reference frame because
there is no direct relation between the previously mentioned reference frames.
Then, we can find an equation linking the camera reference frame with the image
reference frame (LinkI), and another equation linking the world reference frame
with the camera reference frame (LinkE). Identifying LinkI and LinkE is
equivalent to finding the camera’s characteristics, also known as the camera’s
extrinsic and intrinsic parameters.

Many calibration techniques exist that have been reported in the past two
decades. The developed methods can be roughly classified into two groups:
photogrammetic calibration and self-calibration. We refer the reader to Zhang
(2000) and Luong and Faugeras (1997) to obtain examples and more details
about these approaches.

Illumination analysis and compensation

Other unknown parameters during face analysis are the lighting characteristics
of the environment in which the user is being filmed. The number, origin, nature
and intensity of the light sources of the scene can significantly transform the
appearance of a face. Face reflectance is not uniform all over the face and, thus,
is very difficult to model.

There are two major categories of reflected light:

1. Diffuse Reradiation (scattering): this occurs when the incident light pen-
etrates the surface and is reflected equally in all directions.

2. Specular Reflection: light does not penetrate the object, but it is instead
directly reflected from its outer surface.

The intensity of the pixels that we get from the image of the face is the result of
the light from the recorded scene (i.e., the face) scattered towards the camera
lens. The nature of the reflection phenomenon requires the knowledge of some
vector magnitudes (Figure 2):
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• the normal �
�  to the surface at the point p being studied;

• the vector �
�  from p to the camera; and

• the vector �
�  from p to the light source.

Due to the difficulty of deducing the great number of parameters and variables,
one common hypothesis usually taken is to consider faces as lambertian surfaces
(only reflecting diffuse light), so as to reduce the complexity of the illumination
model. Luong, Fua and Leclerc (2002) studied the light conditions of faces to be
able to obtain texture images for realistic head synthesis from video sequences
under this hypothesis. Other reflectance models are also used (Debevec et al.,
2000), although they focus more on reproducing natural lighting on synthetic
surfaces than on understanding the consequences of the lighting on the surface,
itself. In most cases, the analysis of motion and expressions on faces is more
concerned with the effect of illumination on the facial surface studied than with
the overall understanding of the lighting characteristics. A fairly extended
approach to appreciate the result of lighting on faces is to analyze illumination by
trying to synthetically reproduce it on the realistic 3D-model of the user’s head.
Phong’s reflection model is the 3D shading model most heavily used to assign
shades to each individual pixel of the synthetic face. It is characterized by
simplifying second-order reflections, introducing an ambient reflection term that
simulates the sparse (diffuse) reflection coming from sources whose light has
been so dispersed that it is very difficult to determine its origin. Whether the
lighting synthesis is used to compensate the image input (Eisert & Girod, 2002)

Figure 2. The reflected light that reaches the camera lens depends on the
direction of the normal to the surface ( �

� ), the vector from the studied point
to the light source ( �

� ) and the vector from the point to the camera lens ( �
� ).

θϑ =  for perfectly specular reflections. ϕ  is the angular difference
between the reflected beam and the camera perspective towards the object.
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or to lighten the synthesized model used to help the analysis (Valente & Dugelay,
2001), it proves to be reasonable to control how the lighting modifies the aspect
of the face on the image.

Head detection and pose determination

If we intend to perform robust expression and face motion analysis, it is important
to control the location of the face on the image plane. It is also crucial to know
which orientation the face has with regard to the camera. The find-a-face
problem is generally reduced to the detection of its skin on the image. The most
generalized methods for skin detection use a probabilistic approach where the
colorimetric characteristics of human skin are taken into account. First, a
probabilistic density function — P(rgb|skin) — is usually generated for a given
space color (RGB, YUV, HSV, or others). P(rgb|skin) indicates which is the
probability of belonging to the skin surface. It is difficult to create this function,
as well as to decide which will be the threshold to use to determine if the studied
pixel belongs to the skin or not. In some approaches (Jones & Rehg, 1999),
researchers study in detail the color models used and also give a probability
function for the pixels that do not belong to the skin — P(rgb|skin). Others, like
the one presented by Sahbi, Geman and Boujemaa (2002), perform their
detection in different stages, giving more refinement at each step of the process.
More complex algorithms (Garcia & Tziritas, 1999) allow regions with non-
homogeneous skin color characteristics to be found.

Determining the exact orientation of the head becomes a more complicated task.
In general, we find two different ways to derive the head pose: either using static
methods or using dynamic approaches. Static methods search for specific
features of the face (eyes, lip corners, nostrils, etc.) on a frame-by-frame basis,
and determine the user’s head orientation by finding the correspondences
between the projected coordinates of these features and the real world coordi-
nates. They may use template-matching techniques to find the specific features,
as Nikolaidis and Pitas (2000) do. This method works fine, although it requires
very accurate spotting of the relevant features. Unfortunately, this action has to
be redone at each frame and it is somewhat tedious and imprecise. Another
possibility is to use 3D-data, for instance, from a generic 3D-head model, to
accurately determine the pose of the head on the image. This is the solution given
by Shimizu, Zhang, Akamatsu and Deguchi (1998).

To introduce time considerations by taking advantage of previous results,
dynamic methods have been developed. These methods perform face tracking
by analyzing video sequences as a more or less smooth sequence of frames.
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They use the pose information retrieved from one frame to analyze and derive
the pose information on the next one. One of the most extended techniques
involves the use of Kalman filters to predict analytical data, as well as the pose
parameters themselves. We refer the reader to other research (Ström, Jebara,
Basu & Pentland, 1999; Valente & Dugelay, 2001; Cordea, E. M. Petriu,
Georganas, D. C. Petriu & Whalen, 2001) to find related algorithmic details.

Image Processing Algorithms

The complexity of expression analysis is usually simplified by trying to under-
stand either the shape of some parts of the face, the location of very specific
points or the change in magnitude of some characteristic of the area analyzed,
for example, its color. In order to do this, several image-processing techniques
are used and tuned to work on human faces. In this section, we try to summarize
the basics of the most common techniques utilized.

Optical flow

The field of displacement vectors of the objects that compose a scene cannot be
computed directly: we can just find the apparent local motion, also called optical
flow, between two images.

There are two major methods to estimate the optical flow: either we match
objects with no ambiguity from image to image, or we calculate the image
gradients between frames. In the first case, the main goal consists in determining
in one of the studied images the group of points that can be related to their
homologues in the second image, thus giving out the displacement vectors.  The
most difficult part of this approach is the selection of the points, or regions, to be
matched. In general, the biggest disadvantage of this kind of method is that it
determines motion in a discrete manner and motion information is only precise
for some of the pixels on the image.

The second technique, the gradient-descent method, generates a more dense
optical flow map, providing information at the pixel level. It is based on the
supposition that the intensity of a pixel I(x, y, t) is constant on two consequent
frames, and that its displacement is relatively small. In these circumstances we
verify:
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where t
xu ∂

∂=  and 
t
yv ∂

∂=  are the pixel displacements between two images. Each
point on the image has one equation with two unknowns, u and v, which implies
that motion cannot be directly computed. There exist different methods that try
to solve (1) iteratively.

A complete bibliographical compilation of different optical flow methods can be
found in Wiskott (2001).

Principal component analysis — Eigen-decomposition

Optical flow methods are extensively used in shape recognition, but they do not
perform well in the presence of noise. If we want to identify a more general class
of objects, it is convenient to take into account the probabilistic nature of the
object appearance and, thus, to work with the class distribution in a parametric
and compact way.

The Karhunen-Loève Transform meets the requirements needed to do so. Its
base functions are the eigenvectors of the covariance matrix of the class being
modeled:

Figure 3. For the creation of the eigenfeature database, several images of
the studied features are segmented, then normalized and finally analyzed
using Principal Component techniques. Diagram courtesy of the Instituto
de Matemática e Estatística at the Universidade de São Paulo.
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ΣΦΦ=Λ T , (2)

being Σ  the covariance matrix, Λ  the diagonal matrix of eigenvalues and Φ  the
matrix of eigenvectors. The vector base obtained is optimal in terms of
compactness (we can easily isolate vectors of low energy) and parametric (each
eigenvector is orthogonal to the others, creating a parametric eigenspace).

Elements of one class, that is, a vector whose dimension is M, can be represented
by the linear combination of the M eigenvectors obtained for this class. The
Principal Component Analysis (PCA) technique states that the same object can
be reconstructed by only combining the N<M eigenvectors of greatest energy,
also called principal components. It also says that we will minimize the error
difference when performing the approximation if the linear coefficients for the
combination are obtained from projecting the class vector onto the sub-space of
principal components.

This theory is only applicable to objects that can be represented by vectors.
Images have this property, therefore, this theory is easily extended to image
processing and generally used to model the variability of 2D objects on images
like, for example, faces.

Very often PCA is utilized to analyze and identify features of the face. It
introduces some restrictions. One of them is the need for one training stage
previous to the analysis, during which the base of principal component vectors,
in this case images, must be generated. It also forces all images being analyzed
to be the same size. Using PCA in face analysis has lead to the appearance of
concepts like Eigenfaces (Turk & Pentland, 1991), utilized for face recognition,
or Eigenfeatures (Pentland, Mohaddam & Starner, 1994) used to study more
concrete areas of faces robustly.

The book Face Image Analysis by Unsupervised Learning (Bartlett, 2001) is
a complete study of the strengths and weaknesses of methods based on
Independent Component Analysis (ICA) in contrast with PCA. It also includes
a full explanation of concepts like Eigenactions and describes recent approaches
in facial image analysis.

Active contour models — Snakes

Active contour models, generally called snakes, are geometric curves that
approximate the contours of an image by minimizing an energy function. Snakes
are used to track moving contours within video sequences because they have the
property of deforming themselves to stick onto a contour that evolves along the
time.
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In general, the energy function can be decomposed into two terms, an internal
energy and an external energy:

exttotal EEE += int . (3)

The role of the external energy is to attract the point of the snake towards the
image contours. The internal energy tries to ensure certain regularity on the
snake while E

ext
 acts, from a spatial as well as from a temporal perspective. Once

the energy function is defined, we use an iterative process to find its minimum.
We can understand the minimum energy point as the equilibrium position of a
dynamic system submitted to the forces derived from the energy functions.

Mathematical morphology — Edge detection & segmentation

When analyzing images of faces under unconstrained conditions, classical image
filtering techniques may not be robust enough to extract all the information from
them.

Mathematical morphology appeared as an alternative mathematical tool to
process an image from a visual perspective, instead of from a numerical one. The
techniques for mathematical morphology are based on set-theoretic concepts
and non-linear superposition of signals and images. Morphological operations
have been applied successfully to a wide range of problems including image

Figure 4. By using snakes, face and feature contours are tracked on each
frame of the sequence. Images courtesy of the Image Processing Group at
the Universitat Politècnica de Catalunya.
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processing, analysis tasks, noise suppression, feature extraction,  pattern recog-
nition, etc. In Serra (1982, 1988), the authors explain in depth how to take
advantage of these techniques for the processing of images. This set of tools
gives the means to develop algorithms to efficiently detect edges and specific
areas of the face.

Deformable models

A deformable model is a group of parametric curves with which we try to
approximate the contours of an image and the behavior of the objects present on
it. The advantages of a deformable template are its computational simplicity and
the few number of parameters needed to describe different shapes. Unfortu-
nately, since a template is generally made specifically for a given shape, we need
to redefine the rules of parameter variation so that the model follows the right
contours. Since they have a difficult adaptation to unexpected shapes, their
biggest disadvantage is dealing with noisy images. The diversification of
solutions is well seen in the literature, where we can find as many different
models as articles treating the subject (Yuille, 1991). Some of the most common
models are:

• Elliptical: circles and ellipsoids can model the eyes (Holbert & Dugelay,
1995).

• Quadratic: parabolic curves are often used to model the lips (Leroy &
Herlin, 1995).

• Splines: to develop more complex models, splines are an option. They have
already been used to characterize mouth expressions (Moses, Reynard &
Blake, 1995).

Post-Processing Techniques and Their
Related Mathematical Tools

To recreate motion on synthesized 3D-models, it is necessary to relate the
analyzed information to the Facial Action Units (AUs) or Facial Animation
Parameters (FAPs). If motion is not derived heuristically from the image
processing results themselves, the derivation of motion is sometimes helped by
the iterative feedback synthesis of the motion actions on the model. As explained
by Eisert and Girod (1998), we must find some mathematical solution to tie
analysis to synthesis.
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Motion modeling of facial features

To extract motion information from specific features of the face (eyes, eye-
brows, lips, etc.), we must know the animation semantics of the FA system that
will synthesize the motion. Deformable models, such as snakes, deliver informa-
tion about the feature in the form of the magnitudes of the parameters that control
the analysis. It is also necessary to relate these parameters to the actions that
we must apply to the 3D-model to recreate motion and expressions. If there are
many different image-processing techniques to analyze face features, there are
at least as many corresponding feature motion models. These motion models
translate the results into face animation parameters.

Malciu and Prêteux (2001) track face features using snakes. Their snakes are
at the same time deformable models containing the Facial Definition Parameters
(FDPs) defined on the MPEG-4 standard (MPEG-4, 2000). Their technique is
capable of tracking FDPs very efficiently, but it does not give out the FAPs that
would animate the model to generate the observed feature motion. Chou, Chang
and Chen (2001) go one step further. They present an analysis technique that
searches for the points belonging to the projection of a simple 3D-model of the
lips, also containing the FDPs. From the projected location they derive the FAPs
that operate on them to generate the studied motion. Since one FAP may act on
more than one point belonging to their lip model, they use a least-square solution
to solve for the magnitudes of the FAPs involved. Goto, Kshirsagar and
Magnenat-Thalmann (1999) use a simpler approach where image processing is
reduced to the search of edges and the mapping of the obtained data is done in
terms of motion interpretation: open mouth, close mouth, half-opened mouth, etc.
The magnitude of the motion is related to the location of the edges. They extend
this technique to eyes, developing their own eye motion model. Similarly,
eyebrows are tracked on the image and associated to model actions.

Estimators

Once facial expressions are visually modeled by some image processing
technique, we obtain a set of parameters. The mapping of these parameters onto
the corresponding face animation parameters is done by solving for the estimator
that relates face motion parameters to analysis parameters. To establish the
mapping relationship there must be a training process. Among others we find the
following estimators: linear, neural networks and RBF networks. We will
describe the first two in detail.
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Linear

Let us call λ
�

 the vector of parameters obtained from the image analysis and µ�

the vector of FA parameters for the synthesis observed by λ
�

. The usual way to
construct the linear estimator L, which best satisfies λµ

�

�

⋅= �  on the training
database, is to find a solution in the least square sense. We verify that this linear
estimator is given by
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�=Λ  are the matrices obtained by concat-

enating all µ�  and λ
�

 vectors from the training set.

Valente, Andrés del Valle and Dugelay (2001) compare the use of a linear
estimator against an RBF (Radial Basis Functions) network estimator. In their

experiments, λ
�

 are the set of the coefficients obtained from projecting an image
of the feature being analyzed (imagette) onto a PCA imagette database of the
feature recorded making different expressions under different lighting condi-

tions. µ�  contains the actions to apply on the model, in form of AUs, to generate
these different expressions. RBF networks find the relationship between a pair
of examples (input and output) of different dimensions, through the combination
of functions of simple variables whose main characteristic is that they are

continuous in +ℜ and radial (Poggio & Girosi, 1990).

Neural networks

Neural networks are algorithms inspired on the processing structures of the
brain. They allow computers to learn a task from examples. Neural networks are
typically organized in layers. Layers are made up of a number of interconnected
“nodes,” which contain an “activation function.” (See Figure 5a.)

Most artificial neural networks, or ANNs, contain some form of learning rule
that modifies the weights of the connections according to the input patterns that
it is presented with.  The most extensively used rule is the delta rule. It is utilized
in the most common class of ANNs called backpropagational neural net-
works (BPNNs). Backpropagation is an abbreviation for the backwards propa-
gation of error.

ANNs complement image-processing techniques that need to understand
images and in analysis scenarios where some previous training is permitted. In
Tian, Kanade and Cohn (2001), we find one fine example of the help neural
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networks can provide. In this article, Tian et al. explain how they have developed
the Automatic Face Analysis to analyze facial expressions. Their system takes
as input the detailed parametric description of the face features they analyze.
They use neural networks to convert these data into AUs following the motion
semantics of the Facial Action Coding System (FACS). A similar approach,
aimed at analyzing spontaneous facial behavior, is taken by Bartlett et al. (2001).
Their system also uses neural networks to describe face expressions in terms of

Figure 5a. Patterns are presented to the network via the “input layer,”
which communicates to one or more “hidden layers” where the actual
processing is done via a system of weighted “connections.” The hidden
layers then link to an “output layer” where the answer is output, as shown
in the graphic below.

Figure 5b. Top: A typical illustration of a two state HMM. Circles represent
states with associated observation probabilities, and arrows represent
non-zero transition arcs, with associated probability. Bottom: This is an
illustration of a five state HMM. The arcs under the state circles model the
possibility that some states may be skipped.
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AUs. These two approaches differ in the image processing techniques and
parameters they use to describe the image characteristics introduced as input to
the neural network.

A model for motion — Hidden Markov models

By collecting data from real human motion, we can model behavior patterns as
statistical densities over configuration space. Different configurations have
different observation probabilities. One very simple behavior model is the
Gaussian Mixture Model (GMM), in which the probability distribution is modeled
as a collection of Gaussians. In this case the composite density is described by:

)Pr(∑
=

=⋅
N

k
k kOP

�

λ (5)

where P
k
 is the observed prior probability of sub-model k. The mixture model

represents a clustering of data into regions within the observation space. Since
human motion evolves over time, in a complex way, it is advantageous to
explicitly model temporal dependence and internal states. A hidden Markov
model is one way to do this, and has been shown to perform quite well recognizing
human motion. Figure 5b illustrates their graphical representation.

Hidden Markov models (HMM) are a powerful modern statistical technique. A
Markov process not only involves probability, but also depends on the “memory”
of the system being modeled. An HMM consists of several states. In the
formulation of HMMs, each state is referred to individually, and thus practical
and feasible examples of these models have a small number of states. In an
HMM, a system has a number of states S

1
 … S

n
. The probability that the system

passes from state i to state j is called P(i, j). The states of the system are not
known, but the system does have one observable parameter on output, which has
m possible values from 1 to m. For the system in state i, the probability that output
value v will be produced is called O(i, v). We must point out that it is required that
the transition probabilities depend on the state, not the output.

We refer the reader to the tutorial on HMMs by Rabiner (1989), where
theoretical bases are further discussed and examples of the most common
applications can be found. In Metaxas (1999), the author presents a framework
to estimate human motion (including facial movements) where the traditional use
of HMMs is modified to ensure reliable recognition of gesture. More specifically,
Pardàs and Bonafonte (2002) use an HMM to deduce the expression of faces
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on video sequences. In their work, they introduce the concept of high-level/low-
level analysis. In their approach, the high-level analysis structure takes as input
the FAP produced by the low-level analysis tool and, by means of an HMM
classifier, detects the facial expression on the frame.

Fuzzy systems

Fuzzy systems are an alternative to traditional notions of set membership and
logic. The notion central to fuzzy systems is that true values (in fuzzy logic) or
membership values (in fuzzy sets) are indicated by a value on the range [0.0, 1.0],
with 0.0 representing the absolute Falseness and 1.0 representing absolute
Truth. This is a new approach to the binary set 0 (False) — 1 (True) used by
classical logic. Fuzzy systems try to gather mathematical tools to represent
natural language, where the concepts of True and False are too extreme and
intermediate or more vague interpretations are needed.

Apart from the basic operations among sets, fuzzy systems permit the definition
of “hedges,” or modifiers of fuzzy values. These operations are provided in an
effort to maintain close ties to natural language, and to allow for the generation
of fuzzy statements through mathematical calculations. As such, the initial
definition of hedges and operations upon them is quite a subjective process and
may vary from one application to another. Hedges mathematically model
concepts such as “very,” “somewhat,” “sort of,” and so on.

In many applications fuzzy systems appear as a complement to the image
processing involved; they help in the decision-making process needed to evaluate
results from analyzed images. Huntsberger, Rose and Ramaka (1998) have
developed a face processing system called Fuzzy-Face that combines wavelet
pre-processing of input with a fuzzy self-organizing feature map algorithm. The
wavelet-derived face space is partitioned into fuzzy sets, which are character-
ized by face exemplars and memberships values to those exemplars. The most
interesting properties for face motion analysis which this system presents are
that it improves the training stage because it uses relatively few training epochs
and that it generalizes to face images that are acquired under different lighting
conditions. Fellenz et al. (2000) propose a framework for the processing of face
image sequences and speech, using different dynamic techniques to extract
appropriate features for emotion recognition. The features are used by a hybrid
classification procedure, employing neural network techniques and fuzzy logic,
to accumulate the evidence for the presence of an emotional facial expression
and the speaker’s voice.
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Expression Analysis Frameworks for
Facial Motion Understanding

Systems analyzing faces from monocular images are designed to give motion
information with the most suitable level of detail, depending on their final
application. Some of the most significant differences among the techniques
found in the literature come from the animation semantics they utilize to describe
face actions. Some systems may aim at providing very high level face motion and
expression data in the form of emotion semantics, for instance, detecting joy, fear
or happiness on faces. Some others may provide generic motion data determining
what the action of the facial features is, for example, detecting open/closed eyes.
And others could even estimate more or less accurately the 3D-motion of the
overall face, giving out very low-level face animation parameters.

In an analysis-synthesis scheme for generating face animation, both analysis and
synthesis parts must share the same level of semantics. The more specific the
motion information given by the analysis is, the fewer free-style interpretations
the FA system will have to make. To replicate the exact motion of the person
being analyzed, it is necessary to generate very detailed action information.
Otherwise, if we only generate rough data about the face actions, we will only
be able to get customized face motion if the person’s expression behavior has
previously been studied and the FA already has the specific details of the
individual.

It is quite difficult to classify face motion and expression analysis methods due
to the common processing characteristics that many of them share. Despite this
fact, we have tried to group them based on the precision of the motion information
generated and the importance of the role that the synthesis plays during the
analysis.

Methods that Retrieve Emotion Information

Humans detect and interpret faces and facial expressions in a scene with little
or no effort. The systems we discuss in this section accomplish this task
automatically. The main concern of these techniques is to classify the observed
facial expressions in terms of generic facial actions or in terms of emotion
categories and not to attempt to understand the face animation that could be
involved to synthetically reproduce them.

Yacoob has explored the use of local parameterized models of image motion for
recognizing the non-rigid and articulated motion of human faces. These models
provide a description of the motion in terms of a small number of parameters that
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are related intuitively to the motion of some facial features under the influence
of expressions. The expression description is obtained after analyzing the spatial
distribution of the motion direction field obtained from the optical flow analysis
computed at points of high gradient values of the image of the face. This
technique gives fairly good results, although the use of optical flow needs very
stable lighting conditions and very smooth movement of head motion during the
analysis. Computationally, it is also quite heavy. From the starting research
(Yacoob & Davis, 1994) to the last published results about the performance of
the system (Black & Yacoob, 1997), improvements in the tuning of the
processing have been added to make it more robust to head rotations.

Huang and Huang (1997) introduce a system developed in two parts: facial
feature extraction (for the training-learning of expressions) and facial expression
recognition. The system applies a point distribution model and a gray-level model
to find the facial features. Then, the position variations are described by ten
Action Parameters (APs). During the training phase, given 90 different expres-
sions, the system classifies the principal components of the APs into six different
clusters. In the recognition phase, given a facial image sequence, it identifies the
facial expressions by extracting the ten APs, analyzes the principal components,
and finally calculates the AP profile correlation for a higher recognition rate. To
perform the image analysis, deformable models of the face features are fitted
onto the images. The system is only trained for faces on a frontal view.
Apparently it seems more robust to illumination conditions than the previous
approach, but they do not discuss the image processing techniques, making this
point hard to evaluate.

Pantic and Rothkrantz (2000) describe another approach, which is the core of the
Integrated System for Facial Expression Recognition (ISFER). The system finds
the contour of the features with several methods suited to each feature: snakes,
binarization, deformable models, etc., making it more efficient under uncon-
trolled conditions: irregular lighting, glasses, facial hair, etc. An NN architecture
of fuzzy classifiers is designed to analyze the complex mouth movements. In their
article, they do not present a robust solution to the non-frontal view positions.

To some extent, all systems discussed have based their description of face
actions on the Facial Action Coding System (FACS) proposed by Ekman and
Friesen (1978). The importance granted to FACS is such that two research
teams, one at the University of California, San Diego (UCSD) and the Salk
Institute, and another at the University of Pittsburgh and Carnegie Mellon
University (CMU), were challenged to develop prototype systems for automatic
recognition of spontaneous facial expressions.

The system developed by the UCSD team, described in Bartlett et al. (2001),
analyzes face features after having determined the pose of the individual in front
of the camera, although tests of their expression analysis system are only
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performed on frontal view faces. Features are studied using Gabor filters and
afterwards classified using a previously trained HMM. The HMM is applied in
two ways:

• taking Gabor representations as inputs, and

• taking support vector machine (SVM) outputs as inputs.

SVMs are used as classifiers. They are a way to achieve good generalization
rates when compared to other classifiers because they focus on maximally
informative exemplars, the support vectors. To match face features, they first
convolve them with a set of kernels (out of the Gabor analysis) to make a jet.
Then, that jet is compared with a collection of jets taken from training images,
and the similarity value for the closest one is taken. In their study, Bartlett et al.
claim an AU detection accuracy from 80% for eyebrow motion to around 98%
for eye blinks.

CMU has opted for another approach, where face features are modeled in multi-
state facial components of analysis. They use neural networks to derive the AUs
associated with the motion observed. They have developed the facial models for
lips, eyes, brows, cheeks and furrows. In their article, Tian et al. (2001) describe
this technique, giving details about the models and the double use of NN, one for
the upper part of the face and a different one for the lower part. (See Figure 6.)
They do not discuss the image processing involved in the derivation of the feature
model from the images. Tests are performed over a database of faces recorded
under controlled light conditions. Their system allows the analysis of faces that
are not completely in a frontal position, although most tests were performed only
on frontal view faces. The average recognition rates achieved are around 95.4%
for upper face AUs and 95.6% for lower face AUs.

Piat and Tsapatsoulis (2000) take the challenge of deducing face expression out
of images from another perspective, no longer based on FACS. Their technique
finds first the action parameters (MPEG-4 FAPs) related to the expression being
analyzed and then they formulate this expression with high-level semantics. To
do so, they have related the intensity of the most used expressions to their
associated FAPs. Other approaches (Chen & Huang, 2000) complement the
image analysis with the study of the human voice to extract more emotional
information. These studies are oriented to develop the means to create a Human-
Computer Interface (HCI) in a completely bimodal way.

The reader can find in Pantic and Rothkrantz (2000) overviews and comparative
studies of many techniques, including some those just discussed, analyzed from
the HCI perspective.



222   Andrés del Valle & Dugelay

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

Methods that Obtain Parameters Related to the Face
Animation Synthesis Used

Some face animation systems need action parameters as input that specify how
to open the mouth, the position of the eyelids, the orientation of the eyes, etc., in
terms of parameter magnitudes associated to physical displacements. The
analysis methods studied in this section try to measure displacements and feature
magnitudes over the images to derive the actions to be performed over the head
models. These methods do not evaluate the expression on the person’s face, but
extract those measurements that will permit the synthesis of it on a model from
the image, as shown in Figure 7.

Terzopoulos and Waters (1993) developed one of the first solutions of this
nature. Their method tracks linear facial features to estimate corresponding
parameters of a three-dimensional, wireframe face model, allowing them to
reproduce facial expressions. A significant limitation of this system is that it
requires facial features to be highlighted with make-up for successful tracking.
Although active contour models are used, the system is still passive. The tracked

Figure 6. Face features (eyes, mouth, brows, …) are extracted from the
input image; then, after analyzing them, the parameters of their deformable
models are introduced into the NNs which finally generate the AUs
corresponding to the face expression. Image courtesy of The Robotics
Institute at Carnegie Mellon University.
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contour features passively shape the facial structure without any active control
based on observations.

Based on a similar animation system as that of Waters’, that is, developed on
anatomical-based muscle actions that animate a 3D face wireframe, Essa and
Petland define a suitable set of control parameters using vision-based observa-
tions. They call their solution FACS+ because it is an extension of the traditional
FAC system. They use optical flow analysis along the time of sequences of
frontal view faces to get the velocity vectors on 2D and then they are mapped
to the parameters. They point out in Essa, Basun, Darrel and Pentland (1996) that
driving the physical system with the inputs from noisy motion estimates can result
in divergence or a chaotic physical response. This is why they use a continuous
time Kalman filter (CTKF) to better estimate uncorrupted state vectors. In their
work they develop the concept of motion templates, which are the “corrected”
or “noise-free” 2D motion field that is associated with each facial expression.
These templates are used to improve the optical flow analysis.

Morishima has been developing a system that succeeds in animating a generic
parametric muscle model after having been customized to take the shape and
texture of the person the model represents. By means of optical flow image
analysis, complemented with speech processing, motion data is generated.
These data are translated into motion parameters after passing through a
previously trained neural network. In Morishima (2001), he explains the basis of
this system, as well as how to generate very realistic animation from electrical
captors on the face. Data obtained from this hardware-based study permits a
perfect training for coupling the audio processing.

Figure 7. Primary face expressions synthesized on a face avatar. Images
courtesy of Joern Ostermann, AT&T Labs - Research.
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To control the optical flow data generated from the analysis continuous frames,
Tang and Huang (1994) project the head model wireframe vertices onto the
images and search for the 2D motion vectors only around these vertices. The
model they animate is very simple and the 2D motion vectors are directly
translated into 2D vertex motion. No 3D action is generated.

Almost the same procedure is used by Sarris and Strintzis (2001, 2002) in their
system for video-phoning for the hearing impaired. The rigid head motion (pose)
is obtained by fitting the projection of a 3D wireframe onto the image being
analyzed. Then, non-rigid face movements (expressions) are estimated thanks
to a feature-based approach adapted from the Kanade, Lucas and Tomasi
algorithm. The KLT algorithm is based on minimizing the sum of squared
intensity differences between a past and a current feature window, which is
performed using a Newton-Raphson minimization method. The features to track
are some of the projected points of the wireframe, the MPEG-4 FDPs. To derive
MPEG-4 FAPs from this system, they add to the KLT algorithm the information
about the degrees of freedom of motion (one or several directions) that the
combination of the possible FAPs allows on the studied feature FDPs.

Ahlberg (2002) also exposes in his work a wireframe fitting technique to obtain
the rigid head motion. He uses the new parameterized variant of the face model
CANDIDE, named CANDIDE-3, which is MPEG-4 compliant. The image
analysis techniques include PCA on eigentextures that permits the analysis of
more specific features that control the model deformation parameters.

More detailed feature point tracking is developed by Chou et al. (2001). They
track the projected points belonging to the mouth, eyes and nostrils provided.
These models are also based on the physical vertex distribution of MPEG-4’s
FDPs and they are able to obtain the combination of FAPs that regenerate the
expression and motion of the analyzed face. Their complete system also deals
with audio input, analyzing it and complementing the animation data for the lips.
The main goal of their approach is to achieve real time analysis to employ these
techniques in teleconferencing applications. They do not directly obtain the pose
parameters to also synthetically reproduce the pose of the head, but they
experiment on how to extend their analysis to head poses other than a frontal
view face, by roughly estimating the head pose from the image analysis and
rectifying the original input image.

The MIRALab research team at the University of Geneva (Switzerland) has
developed a complete system to animate avatars in a realistic way, in order to
use them for telecommunications. In Goto et al. (2001), they review the entire
process to generate customized realistic animation. The goal of their system is
to clone face behavior. The first step in the overall process is to physically adapt
a generic head mesh model (already susceptible to being animated) to the shape
of the person to be represented. In essence, they follow the same procedure that
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Morishima presents in his work. Goto et al. do this by using just a frontal and side
view picture of the individual, whereas Morishima also includes other views to
recover texture on self occlusions. Models are animated using MPEG-4 FAPs
to allow for compatibility with other telecom systems. Animation parameters are
extracted from video input of the frontal view face of the speaker and then
synthesized, either on the cloned head model or on a different one. Speech
processing is also utilized to generate more accurate mouth shapes. An interest-
ing post-processing step is added. If the analysis results do not reflect coherent
anatomical motion, they are rejected and the system searches in a probability
database for the most probable motion solution to the incoherence. In Goto,
Escher and Magnenat-Thalmann (1999), the authors give a more detailed
explanation about the image processing involved. Feature motion models for
eyes, eyebrows, and mouth allow them to extract image parameters in the form
of 2D point displacements. These displacements represent the change of the
feature from the neutral position to the instant of the analysis and are easily
converted into FAPs. Although the system presents possibilities to achieve face
cloning, the current level of animation analysis only permits instant motion
replication with little precision. We consider that face cloning is not guaranteed
even if realistic animation is.

Also aiming at telecom applications, Andrés del Valle and Dugelay (2002) have
developed a system that takes advantage of robust face feature analysis
techniques, as well as the synthesis of the realistic clone of the individual being
analyzed. We can consider their approach a hybrid between the methods
discussed in this section and those that will be presented in the next one. They
use a Kalman filter to recover the head global position and orientation. The data
predicted by the filter allows them to synthesize a highly realistic 3D model of the
speaker with the same scale, position and orientation of the individual being
recorded. These data are also useful to complement and adapt feature analysis

Figure 8. In the approach proposed by Andrés del Valle and Dugelay, the
avatar does not only reproduce the common techniques that non-rigid,
action feature-based analysis would permit, but also synthesizes the rigid
motion, thanks to the use of Kalman filtering during pose prediction.
Images courtesy of the Image Group at the Institut Eurécom.
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algorithms initially designed to work for a frontal point of view under any other
head pose. The analysis algorithm parameters and variables are no longer
defined over the image plane in 2D, but over the realistic 3D head-model. This
solution controls face feature analysis during the change of the speaker’s pose.
Although the system utilizes the clone of the speaker to analyze, the obtained
parameters are general enough to be synthesized on other models or avatars.
(See Figure 8.)

Methods that Use Explicit Face Synthesis During the
Image Analysis

Some face motion analysis techniques use the synthesized image of the head
model to control or to refine the analysis procedure. In general, the systems that
use synthesized feedback in their analysis need a very realistic head model of the
speaker, a high control of the synthesis and a knowledge of the conditions of the
face being recorded.

Li, Roivainen and Forchheimer (1993) presented one of the first works to use
resynthesized feedback. Using a 3D model — Candide — their approach is
characterized by a feedback loop connecting computer vision and computer
graphics. They prove that embedding synthesis techniques into the analysis
phase greatly improves the performance of motion estimation. A slightly
different solution is given by Ezzat and Poggio (1996a, 1996b). In their articles,
they describe image-based modeling techniques that make possible the creation
of photo-realistic computer models of real human faces. The model they use is
built using example views of the face, bypassing the need of any 3D computer
graphics. To generate the motion for this model, they use an analysis-by-
synthesis algorithm, which is capable of extracting a set of high-level parameters
from an image sequence involving facial movement using embedded image-
based models. The parameters of the models are perturbed in a local and
independent manner for each image until a correspondence-based error metric
is minimized. Their system is restricted to understand a limited number of
expressions.

More recent research works are able to develop much more realistic results with
three-dimensional models. Eisert and Girod (1998), for instance, present a
system that estimates 3D motion from image sequences showing head and
shoulder scenes for video telephone and teleconferencing applications. They use
a very realistic 3D head model of the person in the video. The model constrains
the motion and deformation in the face to a set of FAPs defined by the MPEG-
4 standard. Using the model, they obtain a description of both global (head pose)
and local 3D head motion as a function of unknown facial parameters. Combining
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the 3D information with the optical flow constraint leads to a linear algorithm that
estimates the facial animation parameters. Each synthesized image reproducing
face motion from frame t is utilized to analyze the image of frame t+1. Since
natural and synthetic frames are compared at the image level, it is necessary for
the lighting conditions of the video scene to be under control. This implies, for
example, standard, well distributed light.

Pighin, Szeliski and Salesin (1999) maximize this approach by customizing
animation and analysis on a person-by-person basis. They use new techniques
to automatically recover the face position and the facial expression from each
frame in a video sequence. For the construction of the model, several views of
the person are used. For the animation, studying how to linearly combine 3D face
models, each corresponding to a particular facial expression of the individual,
ensures realism.  Their mesh morphing approach is detailed in Pighin, Hecker,
Lischinski, Szeliski and Salesin (1998). Their face motion and expression
analysis system fits the 3D model on each frame using a continuous optimization
technique. During the fitting process, the parameters are tuned to achieve the
most accurate model shape. Video image and synthesis are compared to find the
degree of similarity of the animated model. They have developed an optimization
method whose goal is to compute the model parameters yielding a rendering of
the model that best resembles the target image. Although a very slow procedure,
the animated results are very impressive because they are highly realistic and
very close to what we would expect from face cloning. (See Figure 9.)

Figure 9. Tracking example of Pighin’s system. The bottom row shows the
result of fitting their model to the target images on the top row. Images
courtesy of the Computer Science Department at the University of
Washington.



228   Andrés del Valle & Dugelay

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

Conclusions and Future Trends

The importance granted to Talking Heads has increased in such a dramatic way
during the last decade, that analysis and synthesis methods developed to
generate face animation are under continuous change to meet the new applica-
tion requirements. Following this trend, the analysis of monocular images to
extract facial motion to be rendered on synthetic 3D-head models has appeared
as a way to simplify and adapt facial animation to current video media. The effort
of this research aims at making facial animation technologies and methods
available to the general public and permitting the study and representation of
already stored image data.

Although the chapter has only covered techniques related to the analysis of face
motion, it is important to remark that there exists a tight relationship between the
methodology used for the analysis and the way the head model is synthesized.
Both analysis and synthesis must share the same semantics and the same syntax
in their motion description. In semantics we include the concept of extracting the
same set of possible actions or analyzed movements that the model can actually
render. By syntax we imply the way this motion is described. Given certain
parameters and magnitudes involved in a specific movement, we should be able
to express and make them represent the same action in the analysis module,
which has generated them, and the synthesis module, which will reproduce them.
Although accomplishing these requirements apparently seems a trivial task, in
current research there is still little implication as to how the motion semantics and
syntax determine the way analysis techniques should be designed. Therefore,
solutions proposed to achieve the same goal, face motion analysis, are rare and
lead to the development of algorithms used only in very specific environments.
There exists a trade-off between the degree of motion detail extracted from the
images and the level of semantic understanding desired. Very precise analysis
techniques that are able to generate information to accurately animate face
models often cannot provide meaningful information about the general facial
expression. Current research trends try to satisfy both needs: accurate motion
analysis and expression understanding, so as to generate better facial motion
synthesis. As a result, the different research perspectives of the scientific
communities involved in the field of facial animation (analysis and synthesis) are
starting to converge.

To be able to synthesize facial motion extracted from media that represent reality
so as to replicate human face behavior in real-time in such a way that we could
no longer distinguish natural from synthetic media can be considered the ultimate
objective of research in facial animation. Every step taken towards this target
allows emerging new technology domains to use Talking Heads in daily/
common-use applications. Telecommunications appears as one of these recent
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Table 1. Comparative Study of Some Analysis Techniques Reviewed in the
Chapter. The techniques are grouped by methodology. In the first column, we
give a summary of the main image processing algorithms used. In the second
and the third one, we provide the reference to the work and the researchers
involved. The rest of the columns depict the method characteristics.
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fields. A proof of this interest is how the new standard for the coding of hybrid
natural-synthetic media, MPEG-4, has given special importance to facial anima-
tion (Ostermann, 2002). The standard specifies common syntax to describe face
behavior, thus permitting interoperability amongst different face animation
systems. At this point of the evolution and deployment of applications compliant
with MPEG-4, several concerns have appeared: Has the standard given a global
solution that all specific face animation systems can adopt? Or, does the syntax
restrict the semantics of the possible achievable motion too much?

No matter the answer, the existence of all these doubts shows that there is still
a long way to go to master face animation and, more concretely, the automatic
generation of realistic human-like face motion. All the analysis techniques
covered in this chapter are of great help in the study of facial motion because
image analysis intrudes the least in the observed scenario, thus permitting the
study of real and completely natural behavior.
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Chapter VII

Analysis and Synthesis
of Facial Expressions

Peter Eisert
Fraunhofer Institute for Telecommunications, Germany

Abstract

In this chapter, the state-of-the-art in facial animation and expression
analysis is reviewed and new techniques for the estimation of 3-D human
motion, deformation, and facial expressions from monocular video sequences
are presented. Since illumination has a considerable influence on the
appearance of objects in a scene, methods for the derivation of photometric
scene properties from images are also addressed. For a particular
implementation, the potential of these analysis techniques is illustrated for
applications like character animation and model-based video coding.
Experiments have shown that the usage of 3-D computer models allows
video transmissions at bit-rates of a few kbit/s, enabling a wide variety of
new applications.

Introduction

Facial expression analysis and synthesis techniques have received increasing
interest in recent years. Numerous new applications in the areas of low-bit-rate
communication, user-friendly computer interfaces, the film industry, or medicine
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are becoming more available with today’s computers. In this chapter, the state-
of-the-art in facial animation and analysis is reviewed and new techniques for the
estimation of 3-D human motion, deformation, and facial expressions from
monocular video sequences are presented. The chapter starts with an overview
of existing methods for representing human heads and facial expressions three-
dimensionally in a computer. Algorithms for the determination of facial expres-
sions from images and image sequences are reviewed, focusing on feature-
based and optical-flow based methods. For natural video capture conditions,
scene lighting often varies over time. This illumination variability has a consid-
erable influence not only on the visual appearance of the objects in the scene, but
also on the performance of the estimation algorithms. Therefore, methods for
determining lighting changes in the scene are discussed for the purpose of robust
facial analysis under uncontrolled illumination settings. After this overview, an
example of a hierarchical, gradient-based method for the robust estimation of
MPEG-4 facial animation parameters is given, illustrating the potential of model-
based coding. This method is able to simultaneously determine both global and
local motion in the face in a linear, low-complexity framework. In order to
improve the robustness against lighting changes in the scene, a new technique for
the estimation of photometric properties based on Eigen light maps is added to
the system. The performance of the presented methods is evaluated in some
experiments given in the application section. First, the concept of model-based
coding is described, where head-and-shoulder image sequences are represented
by computer graphics models that are animated according to the facial motion
and deformation extracted from real video sequences. Experiments validate that
such sequences can be encoded at less than 1 kbit/s enabling a wide range of new
applications. Given an object-based representation of the current scene, changes
can easily be made by modifying the 3-D object models. In that context, we will
show how facial expression analysis can be used to synthesize new video
sequences of arbitrary people, who act exactly in the same way as the person
in a reference sequence, which, e.g., enables applications in facial animation for
film productions.

Review of Facial Analysis and Synthesis
Techniques

Facial Animation

Modeling the human face is a challenging task because of its familiarity. Already
early in life, we are confronted with faces and learn how to interpret them. We
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are able to recognize individuals from a large number of similar faces and to
detect very subtle changes in facial expressions. Therefore, the general accept-
ability of synthetic face images strongly depends on the 3-D head model used for
rendering. As a result, significant effort has been spent on the accurate modeling
of a person’s appearance and his or her facial expressions (Parke et al., 1996).
Both problems are addressed in the following two sections.

3-D head models

In principle, most head models used for animation are based on triangle meshes
(Rydfalk, 1978; Parke, 1982). Texture mapping is applied to obtain a photorealistic
appearance of the person (Waters, 1987; Terzopoulos et al., 1993; Choi et al.,
1994; Aizawa et al., 95; and Lee et al., 1995). With extensive use of today’s
computer graphics techniques, highly realistic head models can be realized
(Pighin et al., 1998).

Modeling the shape of a human head with polygonal meshes results in a
representation consisting of a large number of triangles and vertices which have
to be moved and deformed to show facial expressions. The face of a person,
however, has a smooth surface and facial expressions result in smooth move-
ments of surface points due to the anatomical properties of tissue and muscles.
These restrictions on curvature and motion can be exploited by splines which
satisfy certain continuity constraints. As a result, the surface can be represented
by a set of spline control points that is much smaller than the original set of
vertices in a triangle mesh. This has been exploited by Hoch et al. (1994) where
B-splines with about 200 control points are used to model the shape of human
heads. In Ip et al. (1996), non-uniform rational B-splines (NURBS) represent the
facial surfaces. Both types of splines are defined on a rectangular topology and,
therefore, do not allow a local patch refinement in areas that are highly curved.
To overcome this restriction, hierarchical splines have been proposed for the
head modeling (Forsey et al., 1988) to allow a recursive subdivision of the
rectangular patches in more complex areas.

Face, eyes, teeth, and the interior of the mouth can be modeled similarly with
textured polygonal meshes, but a realistic representation of hair is still not
available. A lot of work has been done in this field to model the fuzzy shape and
reflection properties of the hair. For example, single hair strands have been
modeled with polygonal meshes (Watanabe et al., 1992) and the hair dynamics
have been incorporated to model moving hair (Anjyo et al., 1992). However,
these algorithms are computationally expensive and are not feasible for real-time
applications in the near future. Image-based rendering techniques (Gortler et al.,
1996; Levoy et al., 1996) might provide new opportunities for solving this
problem.
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Facial expression modeling

Once a 3-D head model is available, new views can be generated by rotating and
translating the 3-D object. However, for the synthesis of facial expressions, the
model can no longer be static. In general, two different classes of facial
expression modeling can be distinguished in model-based coding applications: the
clip-and-paste method and algorithms based on the deformation the 3-D sur-
faces.

For the clip-and-paste method (Aizawa et al., 1989; Welsh et al., 1990; and
Chao et al., 1994), templates of facial features like eyes and the mouth are
extracted from previous frames and mapped onto the 3-D shape model. The
model is not deformed according to the facial expression, but remains rigid and
is used only to compensate for the global motion given by head rotation and
translation. All local variations in the face must, therefore, be described by
texture changes of the model. During encoding of a video sequence, a codebook
containing templates for different facial expressions is built. A new expression
can then be synthesized by combining several feature templates that are
specified by their position on the model and their template index from the
codebook. As a result, a discrete set of facial expressions can be synthesized.
However, the transmission of the template codebook to the decoder consumes
a large number of bits, which makes the scheme unsuitable for coding purposes
(Welsh et al., 1990). Beyond that, the localization of the facial features in the
frames is a difficult problem. Pasting of templates extracted at slightly inaccu-
rate positions leads to an unpleasant “jitter” in the resulting synthetic sequence.

The deformation method avoids these problems by using the same 3-D model
for all facial expressions. The texture remains basically constant and facial
expressions are generated by deforming the 3-D surface (Noh et al., 2001). In
order to avoid the transmission of all vertex positions in the triangle mesh, the
facial expressions are compactly represented using high-level expression pa-
rameters. Deformation rules associated with the 3-D head model describe how
certain areas in the face are deformed if a parameter value changes. The
superposition of many of these local deformations is then expected to lead to the
desired facial expression. Due to the advantages of the deformation method over
the clip-and-paste method (Welsh et al., 1990), it is used in most current
approaches for representing facial expressions. The algorithms proposed in this
chapter are also based on this technique and, therefore, the following review of
related work focuses on the deformation method for facial expression modeling.

One of the first systems of facial expression parameterization was proposed by
Hjortsjö (1970) and later extended by the psychologists Ekman and Friesen
(1978). Their facial action coding system (FACS) is widely used today for the
description of facial expressions in combination with 3-D head models (Aizawa
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et al., 1989; Li, 1993; Choi et al., 1994; and Hoch et al., 1994). According to that
scheme, any facial expression results from the combined action of the 268
muscles in the face. Ekman and Friesen discovered that the human face
performs only 46 possible basic actions. Each of these basic actions is affected
by a set of muscles that cannot be controlled independently. To obtain the
deformation of the facial skin that is caused by a change of an action unit, the
motion of the muscles and their influence on the facial tissue can be simulated
using soft tissue models (Terzopoulos et al., 1993; Lee et al., 1995). Due to the
high computational complexity of muscle-based tissue simulation, many applica-
tions model the surface deformation directly (Aizawa et al., 1989; Choi et al.,
1994) using heuristic transforms between action units and surface motion.

Very similar to the FACS is the parameterization in the synthetic and natural
hybrid coding (SNHC) part of the MPEG-4 video coding standard (MPEG,
1999). Rather than specifying groups of muscles that can be controlled indepen-
dently and that sometimes lead to deformations in larger areas of the face, the
single parameters in this system directly correspond to locally limited deforma-
tions of the facial surface. There are 66 different facial animation parameters
(FAPs) that control both global and local motion.

Instead of using facial expression descriptions that are designed with a relation
to particular muscles or facial areas, data-driven approaches are also used for
the modeling. By linearly interpolating 3-D models in a database of people
showing different facial expressions, new expressions can be created (Vetter et
al., 1998; Blanz et al., 1999). Ortho-normalizing this face-space using a KLT
leads to a compact description that allows the representation of facial expres-
sions with a small set of parameters (Hölzer, 1999; Kalberer et al., 2001).

Facial Expression Analysis

Synthesizing realistic head-and-shoulder sequences is only possible if the facial
animation parameters are appropriately controlled. An accurate estimation of
these parameters is, therefore, essential. In the following sections, different
methods are reviewed for the estimation of 3-D motion and deformation from
monoscopic image sequences. Two different groups of algorithms are distin-
guished: feature-based approaches, which track distinct features in the images
and optical flow based methods that exploit the entire image for estimation.

Feature-based estimation

One common way for determining the motion and deformation in the face
between two frames of a video sequence is the use of feature points (Kaneko
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et al., 1991; Terzopoulos et al., 1993; Gee et al., 1994; Huang et al., 1994; Lopez
et al., 1995; and Pei, 1998). Highly discriminant areas with large spatial
variations, such as areas containing the eyes, nostrils, or mouth corners, are
identified and tracked from frame to frame. If corresponding features are found
in two frames, the change in position determines the displacement.

How the features are searched depends on properties such as color, size, and
shape. For facial features, extensive research has been performed, especially in
the area of face recognition (Chellappa et al., 1995). Templates (Brunelli et al.,
1993), often used for finding facial features, are small reference images of
typical features. They are compared at all positions in the frame to find a good
match between the template and the current image content (Thomas et al.,
1987). The best match is said to be the corresponding feature in the second
frame. Problems with templates arise from the wide variability of captured
images due to illumination changes or different viewing positions. To compensate
for these effects, eigen-features (Moghaddam et al., 1997; Donato et al., 1999),
which span a space of possible feature variations or deformable templates
(Yuille, 1991) and reduce the features to parameterized contours, can be utilized.

Instead of estimating single feature points, the whole contour of features can also
be tracked (Huang et al., 1991; Pearson, 1995) using snakes. Snakes (Kas et al.,
1987) are parameterized active contour models that are composed of internal and
external energy terms. Internal energy terms account for the shape of the
feature and smoothness of the contour, while the external energy attracts the
snake towards feature contours in the image.

All feature-based algorithms have in common that single features, like the eyes,
can be found quite robustly. Dependent on the image content, however, only a
small number of feature correspondences can typically be determined. As a
result, the estimation of 3-D motion and deformation parameters from the
displacements lacks the desired accuracy if a feature is erroneously associated
with a different feature in the second frame.

Optical flow based estimation

Approaches based on optical flow information utilize the entire image informa-
tion for the parameter estimation, leading to a large number of point correspon-
dences. The individual correspondences are not as reliable as the ones obtained
with feature-based methods, but due to the large number of equations, some
mismatches are not critical. In addition, possible outliers (Black et al., 1996) can
generously be removed without obtaining an underdetermined system of equa-
tions for the determination of 3-D motion.
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One way of estimating 3-D motion is the explicit computation of an optical flow
field (Horn et al., 1981; Barron et al., 1994; and Dufaux et al., 1995), which is
followed by the derivation of motion parameters from the resulting dense
displacement field (Netravali et al., 1984, Essa et al., 1994; and Bartlett et al.,
1995). Since the computation of the flow field from the optical flow constraint
equation (Horn et al., 1981), which relates image gradient information (Simoncelli,
1994) to 2-D image displacements, is an underdetermined problem, additional
smoothness constraints have to be added (Horn, 1986; Barron et al., 1994). A
non-linear cost function (Barron et al., 1994) is obtained that is numerically
minimized. The use of hierarchical frameworks (Enkelmann, 1988; Singh, 1990;
and Sezan et al., 1993) can reduce the computational complexity of the
optimization in this high-dimensional parameter space. However, even if the
global minimum is found, the heuristical smoothness constraints may lead to
deviations from the correct flow field, especially at object boundaries and depth
discontinuities.

In model-based motion estimation, the heuristical smoothness constraints are,
therefore, often replaced by explicit motion constraints derived from the 3-D
object models. For rigid body motion estimation (Kappei, 1988; Koch, 1993), the
3-D motion model, specified by three rotational and three translational degrees
of freedom, restricts the possible flow fields in the image plane. Under the
assumption of perspective projection, known object shape, and small motion
between two successive video frames, an explicit displacement field can be
derived that is linear in the six unknown degrees of freedom (Longuet, 1984;
Netravali et al., 1984; and Waxman et al., 1987). This displacement field can
easily be combined with the optical flow constraint to obtain a robust estimator
for the six motion parameters. Iterative estimation in an analysis-synthesis
framework (Li et al., 1993) removes remaining errors caused by the linearization
of image intensity and the motion model.

For facial expression analysis, the rigid body assumption can no longer be
maintained. Surface deformations due to facial expressions have to be consid-
ered additionally. Most approaches found in the literature (Ostermann, 1994;
Choi et al., 1994; Black et al., 1995; Pei, 1998; and Li et al., 1998) separate this
problem into two steps. First, global head motion is estimated under the
assumption of rigid body motion. Local motion caused by facial expressions is
regarded as noise (Li et al., 1994b) and, therefore, the textured areas around the
mouth and the eyes are often excluded from the estimation (Black et al., 1995;
and Li et al., 1994b). Given head position and orientation, the remaining residuals
of the motion-compensated frame are used to estimate local deformations and
facial expressions. In (Black et al., 1995; Black et al., 1997), several 2-D motion
models with six (affine) or eight parameters are used to model local facial
deformations. By combining these models with the optical flow constraint, the
unknown parameters are estimated in a similar way as in the rigid body case.
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High-level facial animation parameters can finally be derived from the estimated
set of 2-D motion parameters. Even higher robustness can be expected by
directly estimating the facial animation parameters using more sophisticated
motion models. In Choi et al. (1994), a system is described that utilizes an explicit
3-D head model. This head model directly relates changes of facial animation
parameters to surface deformations. Orthographic projection of the motion
constraints and combination with optical flow information result in a linear
estimator for the unknown parameters. The accuracy problem of separate global
and local motion estimation is here relaxed by an iterative framework that
alternately estimates the parameters for global and local motion.

The joint estimation of global head motion together with facial expressions is
rarely addressed in the literature. In Li et al. (1993; 1994), a system for the
combined estimation of global and local motion is presented that stimulated the
approaches presented in the next section. A 3-D head model based on the
Candide (Rydfalk, 1978) model is used for image synthesis and provides explicit
3-D motion and deformation constraints. The affine motion model describes the
image displacements as a linear function of the six global motion parameters and
the facial action units from the FACS system, which are simultaneously
estimated in an analysis-synthesis framework. Another approach that allows a
joint motion and deformation estimation has been proposed by DeCarlo et al.
(1996, 1998). A deformable head model is employed that consists of ten separate
face components that are connected by spring-like forces incorporating anthro-
pometric constraints (DeCarlo et al., 1998b; Farkas, 1995). Thus, the head shape
can be adjusted similar to the estimation of local deformations. For the determi-
nation of motion and deformation, again a 3-D motion model is combined with the
optical flow constraint. The 3-D model also includes a dynamic, Lagrangian
description for the parameter changes similar to the work of Essa (Essa et al.,
1994; Essa et al., 1997). Since the head model lacks any color information, no
synthetic frames can be rendered which makes it impossible to use an analysis-
synthesis loop. Therefore, additional edge forces are added to avoid an error
accumulation in the estimation.

Illumination Analysis

In order to estimate the motion of objects between two images, most algorithms
make use of the brightness constancy assumption (Horn, 1986). This assump-
tion, which is an inherent part of all optical flow-based and many template-based
methods, implies that corresponding object points in two frames show the same
brightness. However, if the lighting in the scene changes, the brightness of
corresponding points might differ significantly. But, also, if the orientation of the
object surface relative to a light source changes due to object motion, brightness
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is in general not constant (Verri et al., 1989). On the contrary, intensity changes
due to varying illumination conditions can dominate the effects caused by object
motion (Pentland, 1991; Horn, 1986; and Tarr, 1998). For accurate and robust
extraction of motion information, lighting effects must be taken into account.

In spite of the relevance of illumination effects, they are rarely addressed in the
area of 3-D motion estimation. In order to allow the use of the optical flow
constraint for varying brightness, higher order differentials (Treves et al., 1994)
or pre-filtering of the images (Moloney, 1991) have been applied. Similarly,
lightness algorithms (Land et al., 1971; Ono et al., 1993; and Blohm, 1997)
make use of the different spectral distributions of texture and intensity changes
due to shading, in order to separate irradiance from reflectance. If the influence
of illumination cannot be suppressed sufficiently by filtering as, e.g., in image
regions depicting highlights caused by specular reflections, the corresponding
parts are often detected (Klinker et al., 1990; Stauder, 1994; and Schluens et al.,
1995) and classified as outliers for the estimation.

Rather than removing the disturbing effects, explicit information about the
illumination changes can be estimated. This not only improves the motion
estimation but also allows the manipulation and visual enhancement of the
illumination situation in an image afterwards (Blohm, 1997). Under controlled
conditions with, e.g., known object shape, light source position (Sato et al., 1997;
Sato et al., 1996; and Baribeau et al., 1992), and homogeneous non-colored
surface properties (Ikeuchi et al., 1991; Tominaga et al., 2000), parameters of
sophisticated reflection models like the Torrance-Sparrow model (Torrance et
al., 1967; Nayar et al., 1991; and  Schlick, 1994) which also includes specular
reflection, can be estimated from camera views. Since the difficulty of param-
eter estimation increases significantly with model complexity, the analysis of
global illumination scenarios (Heckbert, 1992) with, e.g., inter-reflections (Forsyth
et al., 1991) is only addressed for very restricted applications (Wada et al., 1995).

In the context of motion estimation, where the exact position and shape of an
object are often not available, mostly simpler models are used that account for
the dominant lighting effects in the scene. The simplest scenario is the assump-
tion of pure ambient illumination (Foley et al., 1990). Other approaches (Gennert
et al., 1987; Moloney et al., 1991; and Negahdaripour et al., 1993) extend the
optical flow constraint is extended by a two-parameter function to allow for
global intensity scaling and global intensity shifts between the two frames. Local
shading effects can be modeled using additional directional light sources (Foley
et al., 1990). For the estimation of the illuminant direction, surface-normal
information is required. If this information is not available as, e.g., for the large
class of shape-from-shading algorithms (Horn et al., 1989; Lee et al., 1989),
assumptions about the surface-normal distribution are exploited to derive the
direction of the incident light (Pentland, 1982; Lee et al., 1989; Zheng et al., 1991;
and Bozdagi et al., 1994).
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If explicit 3-D models and with that surface-normal information are available,
more accurate estimates of the illumination parameters are obtainable (Stauder,
1995; Deshpande et al., 1996; Brunelli, 1997; and Eisert et al., 1997). In these
approaches, Lambertian reflection is assumed in combination with directional
and ambient light. Given the surface normals, the illumination parameters are
estimated using neural networks (Brunelli, 1997), linear (Deshpande et al., 1996;
Eisert et al., 1997), or non-linear (Stauder, 1995) optimization.

Rather than using explicit light source and reflection models to describe
illumination effects, multiple images captured from the same viewing position,
but under varying illumination can also be exploited. Hallinan et al. showed
(Hallinan et al., 1994; Epstein et al., 1995) that five eigen images computed from
a set of differently illuminated facial images are sufficient to approximate
arbitrary lighting conditions by linearly blending between the eigen images. An
analytic method for the derivation of the eigen components can be found in
Ramamoorthi  (2002). This low-dimensional space of face appearances can be
represented as an illumination cone as shown by Belhumeur et al. (1998). In
Ramamoorthi et al. (2001), the reflection of light was theoretically described by
convolution in a signal-processing framework. Illumination analysis or inverse
rendering can then be considered as deconvolution. Beside the creation of
arbitrarily illuminated face images, the use of multiple input images also allows
the estimation of facial shape and thus a change of head pose in 2-D images
(Georgiades et al., 1999). Using eigen light maps of explicit 3-D models (Eisert
et al., 2002) instead of blending between eigen images, also extends the
applicability of the approach to locally deforming objects like human faces in
image sequences.

For the special application of 3-D model-based motion estimation, relatively few
approaches have been proposed that incorporate photometric effects. In Bozdagi
et al. (1994), the illuminant direction is estimated according to Zheng et al. (1991)
first without exploiting the 3-D model. Given the illumination parameters, the
optical flow constraint is extended to explicitly consider intensity changes caused
by object motion. For that purpose, surface normals are required which are
derived from the 3-D head model. The approach proposed in Stauder (1995 and
1998) makes explicit use of normal information for both illumination estimation
and compensation. Rather than determining the illuminant direction from a single
frame, the changes of surface shading between two successive frames are
exploited to estimate the parameters. The intensity of both ambient and direc-
tional light, as well as the direction of the incident light, is determined by
minimizing a non-linear cost function. Experiments performed for both ap-
proaches show that the consideration of photometric effects can significantly
improve the accuracy of estimated motion parameters and the reconstruction
quality of the motion-compensated frames (Bozdagi et al.; 1994, Stauder, 1995).
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Hierarchical Model-Based Facial
Expression Analysis

The most challenging part of facial expression analysis is the estimation of 3-D
facial motion and deformation from two-dimensional images. Due to the loss of
one dimension caused by the projection of the real world onto the image plane,
this task can only be solved by exploiting additional knowledge of the objects in
the scene. In particular, the way the objects move can often be restricted to a
low number of degrees of freedom that can be described by a limited set of
parameters. In this section, an example of a new 3-D model-based method for
the estimation of facial expressions is presented that makes use of an explicit
parameterized 3-D human head model describing shape, color, and motion
constraints of an individual person (Eisert, 2000). This model information is
jointly exploited with spatial and temporal intensity gradients of the images. Thus,
the entire area of the image showing the object of interest is used, instead of
dealing with discrete feature points, resulting in a robust and highly accurate
system. A linear and computationally efficient algorithm is derived for different
scenarios. The scheme is embedded in a hierarchical analysis-synthesis frame-
work to avoid error accumulation in the long-term estimation.

Optical-Flow Based Analysis

In contrast to feature-based methods, gradient-based algorithms utilize the
optical flow constraint equation:

( ) ( ) ( ) ( ),,,
,,

YXIYXId
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YXI
d

X

YXI
yx ′−=

∂
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∂
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where X
I

∂
∂  and Y

I
∂
∂ are the spatial derivatives of the image intensity at pixel

position [X, Y]. I′-I denotes the temporal change of the intensity between two
time instants ∆t=t′-t corresponding to two successive frames in an image
sequence. This equation, obtained by Taylor series expansion up to first order of
the image intensity, can be set up anywhere in the image. It relates the unknown
2-D motion displacement d=[d

x ,
 d

y
] with the spatial and temporal derivatives of

the images.

The solution of this problem is under-determined since each equation has two
new unknowns for the displacement coordinates. For the determination of the
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optical flow or motion field, additional constraints are required. Instead of using
heuristical smoothness constraints, explicit knowledge about the shape and
motion characteristics of the object is exploited. Any 2-D motion model can be
used as an additional motion constraint in order to reduce the number of
unknowns to the number of motion parameters of the corresponding model. In
that case, it is assumed that the motion model is valid for the complete object. An
over-determined system of equations is obtained that can be solved robustly for
the unknown motion and deformation parameters in a least-squares sense.

In the case of facial expression analysis, the motion and deformation model can
be taken from the shape and the motion characteristics of the head model
description. In this context, a triangular B-spline model (Eisert et al., 1998a) is
used to represent the face of a person. For rendering purposes, the continuous
spline surface is discretized and approximated by a triangle mesh as shown in
Figure 6. The surface can be deformed by moving the spline’s control points and
thus affecting the shape of the underlying mesh. A set of facial animation
parameters (FAPs) according to the MPEG-4 standard (MPEG, 1999) charac-
terizes the current facial expression and has to be estimated from the image
sequence. By concatenating all transformations in the head model deformation
and using knowledge from the perspective camera model, a relation between
image displacements and FAPs can be analytically derived

( )110 ,,, −= NFAPFAPFAPf �d . (2)

Combining this motion constraint with the optical flow constraint (1) leads to a
linear system of equations for the unknown FAPs. Solving this linear system in
a least squares sense, results in a set of facial animation parameters that
determines the current facial expression of the person in the image sequence.

Hierarchical Framework

Since the optical flow constraint equation (1) is derived assuming the image
intensity to be linear, it is only valid for small motion displacements between two
successive frames. To overcome this limitation, a hierarchical framework can be
used (Eisert et al., 1998a). First, a rough estimate of the facial motion and
deformation parameters is determined from sub-sampled and low-pass filtered
images, where the linear intensity assumption is valid over a wider range. The
3-D model is motion compensated and the remaining motion parameter errors are
reduced on frames having higher resolutions.
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Figure 1. Analysis-synthesis loop of the model-based estimator.

The hierarchical estimation can be embedded into an analysis-synthesis loop as
shown in Figure 1. In the analysis part, the algorithm estimates the parameter
changes between the previous synthetic frame Î and the current frame I′ from
the video sequence. The synthetic frame Î is obtained by rendering the 3-D model
(synthesis part) with the previously determined parameters. This approximative
solution is used to compensate the differences between the two frames by
rendering the deformed 3-D model at the new position. The synthetic frame now
approximates the camera frame much better. The remaining linearization errors
are reduced by iterating through different levels of resolution. By estimating the
parameter changes with a synthetic frame that corresponds to the 3-D model, an
error accumulation over time is avoided.

Linear Illumination Analysis

For natural video capture conditions, scene lighting often varies over time. This
illumination variability has a considerable influence not only on the visual
appearance of the objects in the scene, but also on the performance of computer
vision algorithms or video-coding methods. The efficiency and robustness of
these algorithms can be significantly improved by removing the undesired effects
of changing illumination. In this section, we introduce a 3-D model-based
technique for estimating and manipulating the lighting in an image sequence
(Eisert et al., 2002). The current scene lighting is estimated for each frame
exploiting 3-D model information and by synthetic re-lighting of the original video
frames. To provide the estimator with surface-normal information, the objects in
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the scene are represented by 3-D shape models and their motion and deformation
are tracked over time using a model-based estimation method. Given the normal
information, the current lighting is estimated with a linear algorithm of low
computational complexity using an orthogonal set of light maps.

Light Maps

Instead of explicitly modeling light sources and surface reflection properties in
the computer graphics scene and calculating shading effects during the rendering
process as it is done in by some researchers (Bozdagi et al., 1994; Stauder, 1995;
and Eisert et al., 1998b), the shading and shadowing effects are here described
by a linear superposition of several light maps which are attached to the object
surface. Light maps are, similar to texture maps, two-dimensional images that
are wrapped around the object containing shading, instead of color information.

During rendering, the unshaded texture map ( )uC
texI  with { }BGRC ,,∈  repre-

senting the three color components and the light map L(u) are multiplied
according to

( ) ( ) ( )uuu LII C
tex

C ⋅= (3)

in order to obtain a shaded texture map ( )uCI . The two-dimensional coordinate
u specifies the position in both texture map and light map that are assumed to
have the same mapping to the surface. For a static scene and viewpoint-
independent surface reflections, the light map can be computed off-line which
allows the use of more sophisticated shading methods as, e.g., radiosity algo-
rithms (Goral et al., 1984), without slowing down the final rendering. This
approach, however, can only be used if both object and light sources do not move.
To overcome this limitation, we use a linear combination of scaled light maps
instead of a single one
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By varying the scaling parameter C
iα  and thus blending between different light

maps L
i
, different lighting scenarios can be created. Moreover, the light map

approach can also model wrinkles and creases which are difficult to describe by
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Figure 2: Array of light maps for a configuration with 7 by 7 light sources.

3-D geometry (Pighin et al., 1998; Liu et al., 2001). The N light maps L
i
(u) can

be computed off-line with the same surface normal information n(u), but with
different light source configurations. In our experiments, we use one constant
light map L

0
 representing ambient illumination while the other light maps are

calculated assuming Lambert reflection and point-light sources located at infinity
having illuminant direction l

i

( )
( ) ( ){ } 11,0,max

10

−≤≤⋅−=
=

NiL

L

ii lunu

u

.
(5)

This configuration can be interpreted as an array of point-light sources whose

intensities and colors can be individually controlled by the parameters C
iα . Figure

2 shows an example of such an array with the illuminant direction varying
between -60° and 60° in longitudinal and latitudinal direction, respectively.
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Figure 3: First four eigen light maps representing the dominant shading
effects.

Eigen Light Maps

In order to reduce the number of unknowns C
iα  that have to be estimated, a

smaller orthogonal set of light maps is used rather than the original one. A
Karhunen-Loève transformation (KLT) (Turk et al., 1991) is applied to the set

of light maps L
i
 with 1 ≤ i ≤ N-1 creating eigen light maps which concentrate

most energy in the first representations. Hence, the number of degrees of
freedom can be reduced without significantly increasing the mean squared error
when reconstructing the original set. Figure 3 shows the first four eigen light
maps computed from a set of 50 different light maps. The mapping between the
light maps and the 3-D head model is here defined by cylindrical projection onto
the object surface.

Estimation of Lighting Properties

For the lighting analysis of an image sequence, the parameters C
iα  have to be

estimated for each frame. This is achieved by tracking motion and deformation
of the objects in the scene as described above and rendering a synthetic motion-

compensated model frame using the unshaded texture map C
texI . From the pixel

intensity differences between the camera frame ( )xC
shadedI  with x being the pixel

position and the model frame ( )xC
unshadedI , the unknown parameters C

iα  are
derived. For each pixel x, the corresponding texture coordinate u is determined
and the linear equation
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is set up. Since each pixel x being part of the object contributes one equation, a
highly over-determined linear system of equations is obtained that is solved for

the unknown C
iα ’s in a least-squares sense. Rendering the 3-D object model

with the shaded texture map using the estimated parameters , C
iα  leads to a

model frame which approximates the lighting of the original frame. In the same
way, the inverse this formula can be used to remove the lighting variations in real
video sequences as it is shown in Figure 4.

Applications

In this section, two applications, model-based coding and facial animation, are
addressed which make use of the aforementioned methods for facial expression

Figure 4: Upper row: Original video frames; Lower row: Corresponding
frames of illumination-compensated sequence with constant lighting.
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analysis and synthesis. Experimental results from the approach in Eisert (2000)
are provided in order to  illustrate the applicability of model-based techniques to
these applications.

Model-Based Coding

In recent years, several video coding standards, such as H.261/3 and MPEG-1/
2/4 have been introduced to address the compression of digital video for storage
and communication services. These standards describe a hybrid video coding
scheme, which consists of block-based motion-compensated prediction (MCP)
and DCT-based quantification of the prediction error. The recently determined
H.264 standard also follows the same video coding approach. These waveform-
based schemes utilize the statistics of the video signal without knowledge of the
semantic content of the frames and achieve compression ratios of several
hundreds-to-one at a reasonable quality.

If semantic information about a scene is suitably incorporated, higher coding
efficiency can be achieved by employing more sophisticated source models.
Model-based video codecs, e.g., use 3-D models for representing the scene
content. Figure 5 shows the structure of a model-based codec for the application
of video telephony.

Figure 5: Structure of a model-based codec.
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A video camera captures images of the head-and-shoulder part of a person. The
encoder analyzes the frames and estimates 3-D motion and facial expressions
of the person using a 3-D head model. A set of facial animation parameters
(FAPs) is obtained that describes — together with the 3-D model — the current
appearance of the person. Only a few parameters have to be encoded and
transmitted, resulting in very low bit-rates. The head model has to be transmitted
only once if it has not already been stored at the decoder in a previous session.
At the decoder, the parameters are used to deform the head model according to
the person’s facial expressions. The original video frame is finally approximated
by rendering the 3-D model at the new position.

The use of model-based coding techniques in communication scenarios leads to
extremely low bit-rates of only a few kbit/s for the transmission of head-and-
shoulder image sequences. This also enables video streaming over low-band-
width channels for mobile devices like PDAs or smart phones. The rendering
complexity is comparable to that of a hybrid video codec and, in experiments,
frame rates of 30 Hz have been achieved on an iPAQ PDA. On the other hand,
the intensive exploitation of a-priori knowledge restricts the applicability to
special scenes that can be described by 3-D models available at the decoder. In
a video-phone scenario, e.g., other objects like a hand in front of the face simply
do not show up unless explicitly modeled in the virtual scene. In order to come
up with a codec that is able to encode arbitrary scenes, hybrid coding techniques
can be incorporated, increasing bit-rate but assuring generality to unknown
objects. The model-aided codec is an example of such an approach (Eisert et al.,
2000). Model-based coding techniques, however, also offer additional features
besides low bit-rates, enabling many new applications that cannot be achieved
with traditional hybrid coding methods. In immersive video-conferencing (Kauff
et al., 2002), multiple participants who are located at different places can be
seated at a joint virtual table. Due to the 3-D representation of the objects, pose
modification for correct seating positions can easily be accomplished, as well as
view-point corrections according to the user’s motion. By replacing the 3-D
model of one person by a different one, other people can be animated with the
expressions of an actor as shown in the next section. Similarly, avatars can be
driven to create user-friendly man-machine interfaces, where a human-like
character interacts with the user. Analyzing the user with a web cam also gives
the computer feedback about the user’s emotions and intentions (Picard, 1997).
Other cues in the face can assist the computer-aided diagnosis and treatment of
patients in medical applications. For example, asymmetry in facial expressions
caused by facial palsy can be measured three-dimensionally (Frey et al., 1999)
or craniofacial syndromes can be detected by the 3-D analysis of facial feature
positions (Hammond et al., 2001). These examples indicate the wide variety of
applications for model-based facial analysis and synthesis techniques.
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Model-Based View Synthesis

In this section, experimental results of a model-based video coding scheme using
facial expression analysis are presented.

Figure 6 shows a head-and-shoulder video sequence recorded with a camera in
CIF resolution at 25 Hz. A generic head model is roughly adjusted in shape to the
person in the sequence and the first frame is projected onto the 3-D model. Non-
visible areas of the texture map are extrapolated. The model is encoded and
transmitted to the decoder and neither changed nor updated during the video
sequence. Only facial animation parameters and lighting changes are streamed
over the channel. In this experiment, 18 facial animation parameters are
estimated, quantified, encoded, and transmitted. The frames in the middle row of
Figure 6 are synthesized from the deformed 3-D model, which is illustrated in the
lower row of Figure 6 by means of a wireframe. The bit-rate needed to encode
these parameters is below 1 kbit/s at a quality of 34.6 dB PSNR. The PSNR
between synthesized and original frames is here measured only in the facial area

Figure 6: Upper row: Original video sequence; Middle row: Synthesized
sequence; Lower row: Hidden line representation.
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to exclude effects from the background, which is not explicitly modeled. The
trade-off between bit-rate, which can be controlled by changing the quantifying
values for the FAPs, and reconstruction quality is shown in Figure 7.

Facial Animation

The use of different head models for analysis and synthesis of head-and-shoulder
sequences is also interesting in the field of character animation in film produc-
tions or web applications. The facial play of an actor sitting in front of a camera
is analyzed and the resulting FAPs are used to control arbitrary 3-D models. This
way, different people, animals, or fictitious creatures can be animated realisti-
cally. The exchange of the head model to animate other people is shown in Figure
8. The upper row depicts some frames of the original sequence used for facial
expression analysis. Instead of rendering the sequence with the same 3-D head
model used for the FAP estimation, and thus reconstructing the original se-
quence, the head model is exchanged for image synthesis leading to new
sequences with different people that move according to the original sequence.
Examples of this character animation are shown in the lower two rows of Figure
8. In these experiments, the 3-D head models for Akiyo and Bush are derived
from a single image. A generic head model whose shape is controlled by a set
of parameters is roughly adjusted to the outline of the face and the position of
eyes and mouth. Then, the image is projected onto the 3-D model and used as

Figure 7: Reconstruction quality in PSNR over bit-rate needed for encoding
the animation parameters.
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a texture map. Since the topology of the mesh is identical for all models, the
surface deformation description need not be changed and facial expressions can
easily be applied to different people.

Since the same generic model is used for all people, point correspondences
between surface points and texture coordinates are inherently established. This
enables the morphing between different characters by linearly blending between
the texture map and the position of the vertices. In contrast to 2-D approaches
(Liu et al., 2001), this might be done during a video sequence due to use of a 3-D
model. Local deformations caused by facial expressions are not affected by this
morphing. Figure 9 shows an example of a view of the morphing process between
two different people.

Figure 8: Animation of different people using facial expressions from a
reference sequence. Upper row: Reference sequence; Middle and lower
row: Synthesized new sequences.
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Conclusions

Methods for facial expression analysis and synthesis have received increasing
interest in recent years. The computational power of current computers and
handheld devices like PDAs already allow a real-time rendering of 3-D facial
models, which is the basis for many new applications in the near future.
Especially for handheld devices that are connected to the Internet via a wireless
channel, bit-rates for streaming video is limited. Transmitting only facial expres-
sion parameters drastically reduces the bandwidth requirements to a few kbit/s.
In the same way, face animations or new human-computer interfaces can be
realized with low demands on storage capacities. On the high quality end, film
productions may get new impacts for animation, realistic facial expression, and
motion capture without the use of numerous sensors that interfere with the actor.
Last, but not least, information about motion and symmetry of facial features can
be exploited in medical diagnosis and therapy.

All these applications have in common that accurate information about 3-D
motion deformation and facial expressions is required. In this chapter, the state-
of-the-art in facial expression analysis and synthesis has been reviewed and a
new method for determining FAPs from monocular images sequences has been
presented. In a hierarchical framework, the parameters are robustly found using
optical flow information together with explicit knowledge about shape and motion
constraints of the objects. The robustness can further be increased by incorpo-
rating photometric properties in the estimation. For this purpose, a computationally
efficient algorithm for the determination of lighting effects was given. Finally,

Figure 9: Motion-compensated 3-D morph between two people.
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experiments have shown that video transmission of head-and-shoulder scenes
can be realized at data rates of a few kbit/s, even with today’s technologies,
enabling a wide variety of new applications.
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Abstract

The problem of realistic face animation is a difficult one. This is hampering
a further breakthrough of some high-tech domains, such as special effects
in the movies, the use of 3D face models in communications, the use of
avatars and likenesses in virtual reality, and the production of games with
more subtle scenarios. This work attempts to improve on the current state-
of-the-art in face animation, especially for the creation of highly realistic
lip and speech-related motions. To that end, 3D models of faces are used
and — based on the latest technology — speech-related 3D face motion will
be learned from examples. Thus, the chapter subscribes to the surging field
of image-based modeling and widens its scope to include animation. The
exploitation of detailed 3D motion sequences is quite unique, thereby
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narrowing the gap between modeling and animation. From measured 3D
face deformations around the mouth area, typical motions are extracted for
different “visemes”. Visemes are the basic motion patterns observed for
speech and are comparable to the phonemes of auditory speech. The
visemes are studied with sufficient detail to also cover natural variations
and differences between individuals. Furthermore, the transition between
visemes is analyzed in terms of co-articulation effects, i.e., the visual
blending of visemes as required for fluent, natural speech. The work
presented in this chapter also encompasses the animation of faces for
which no visemes have been observed and extracted. The “transplantation”
of visemes to novel faces for which no viseme data have been recorded and
for which only a static 3D model is available allows for the animation of
faces without an extensive learning procedure for each individual.

Introduction

Realistic face animation for speech still poses a number of challenges, especially
when we want to automate it to a large degree. Faces are the focus of attention
for an audience, and the slightest deviation from normal faces and face dynamics
is noticed.

There are several factors that make facial animation so elusive. First, the human
face is an extremely complex geometric form. Secondly, the face exhibits
countless tiny creases and wrinkles, as well as subtle variations in color and
texture, all of which are crucial for our comprehension and appreciation of facial

Figure 1. The workflow of our system: (a) An original face is (b) captured,
(c) re-meshed, (d) analyzed and integrated for (e) an animation.
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expressions. As difficult as the face is to model, it is even more problematic to
animate. Facial deformations are a product of the underlying skeletal and
muscular forms, as well as the mechanical properties of the skin and subcutane-
ous layers, which vary in thickness and composition in different parts of the face.
The mouth area is particularly demanding, because there are additional move-
ments of the mandible and intra-oral air pressures, which influence the visible
morphology of this area. All of these problems are enormously magnified by the
fact that we as humans have an uncanny ability to read expressions and lips —
an ability that is not merely a learned skill, but part of our deep-rooted instincts.
For facial expressions, the slightest deviation from reality is something any
person will immediately detect. This said, people would find it difficult to put their
finger on what exactly it is that was wrong. We have to deal with subtle effects
that leave strong impressions.

Face animation research dates back to the early 70s (Parke, 1972). Since then,
the level of sophistication has increased dramatically. For example, the human
head models used in Pixar’s Toy Story had several thousand control points each
(Eben, 1997). More recent examples, such as Final Fantasy and Lord of the
Rings, demonstrate that now a level of realism can be achieved that allows
“virtual humans” to play a lead part in a feature movie. Nevertheless, there is still
much manual work involved.

For face animation, both 2D image-based and 3D model-based strategies have
been proposed. Basically, the choice was one between photorealism and
flexibility.

2D: For reaching photorealism, one of the most effective approaches has been
to reorder short video sequences (Bregler et al., 1997) or to 2D morph
between photographic images (Beier et al., 1992; Bregler et al., 1995; and
Ezzat et al., 2000). A problem with such techniques is that they do not allow
much freedom in face orientation, relighting or compositing with other 3D
objects.

3D: A 3D approach typically yields such flexibility. Here, a distinction can be
made between appearance-based and physics-based approaches. The
former is typically based on scans or multi-view reconstructions of the face
exterior. Animation takes the form of 3D morphs between several, static
expressions (Chen et al., 1995; Blanz et al., 1999; and Pighin et al., 1998)
or a more detailed replay of observed face dynamics (Guenter et al., 1998;
Lin et al., 2001). Physics-based approaches model the underlying anatomy
in detail, as a skull with layers of muscles and skin (Waters et al., 1995;
Pelachaud et al., 1996; Eben, 1997; and Kähler et al., 2002). The activation
of the virtual muscles drives the animation. Again, excellent results have
been demonstrated. Emphasis has often been on the animation of emotions.
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So far, what seems to be lacking is highly realistic animation of speech for
novel characters.

2.5D: Cosatto (Cosatto et al., 2000; Cosatto, 2002) developed a 2.5D talking
head as a clever combination of 2D and 3D techniques. Image sequences
are mapped onto a crude head model composed of different 3D parts.
Photorealism is combined with maximal head rotations of ± 15 degrees.

We present a system for realistic face animation focused on speech — a system
that can help to automate the process further, while not sacrificing too much
realism. The approach is purely 3D. Since people can clearly tell good animations
from bad ones without any knowledge about facial anatomy, we go for the
relative simplicity of the appearance-based school. Realism comes through the
extensive use of detailed motion-capture data. The system also supports the
animation of novel characters based on their static head model, but with
dynamics, which, nevertheless, are adapted to their physiognomy.

Viseme Selection

Animation of speech has much in common with speech synthesis. Rather than
composing a sequence of phonemes according to the laws of co-articulation to
get the transitions between the phonemes right, the animation generates se-
quences of visemes. Visemes correspond to the basic, visual mouth expressions
that are observed in speech. Whereas there is a reasonably strong consensus
about the set of phonemes, there is less unanimity about the selection of visemes.
Approaches aimed at realistic animation of speech have used any number, from
as few as 16 (Ezzat et al., 2000) up to about 50 visemes (Scott et al., 1994). This
number is by no means the only parameter in assessing the level of sophistication
of different schemes. Much also depends on the addition of co-articulation
effects. There certainly is no simple one-to-one relation between the 52
phonemes and the visemes, as different sounds may look the same and,
therefore, this mapping is rather many-to-one. For instance /b/ and /p/ are two
bilabial stops which differ only in the fact that the former is voiced, while the
latter is voiceless. Visually, there is hardly any difference in fluent speech.

We based our selection of visemes on the work of Owens (Owens et al., 1985)
for consonants. We use his consonant groups, except for two of them, which we
combine into a single /k,g,n,l,ng,h,y/ viseme. The groups are considered as
single visemes because they yield the same visual impression when uttered. We
do not consider all the possible instances of different, neighboring vocals that
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Owens distinguishes, however. In fact, we only consider two cases for each
cluster: rounded and widened, that represent the instances farthest from the
neutral expression. For instance, the viseme associated with /m/ differs depend-
ing on whether the speaker is uttering the sequence omo or umu vs. the
sequence eme or imi. In the former case, the /m/ viseme assumes a rounded
shape, while the latter assumes a more widened shape. Therefore, each
consonant was assigned to these two types of visemes. For the visemes that
correspond to vocals, we used those proposed by Montgomery et al. (1985).

As shown in Figure 2, the selection contains a total of 20 visemes: 12 representing
the consonants (boxes with “consonant” title), seven representing the monophtongs
(boxes with title “monophtong”) and one representing the neutral pose (box with
title “silence”). Diphtongs (box with title “diphtong”) are divided into two,
separate monophtongs and their mutual influence is taken care of as a co-
articulation effect. The boxes with the smaller title “allophones” can be
discarded by the reader for the moment. The table also contains examples of
words producing the visemes when they are pronounced. This viseme selection
differs from others proposed earlier. It contains more consonant visemes than
most, mainly because the distinction between the rounded and widened shapes
is made systematically. For the sake of comparison, Ezzat and Poggio (Ezzat et
al., 2000) used six (only one for each of Owens’ consonant groups, while also
combining two of them), Bregler et al. (1997) used ten (same clusters, but they
subdivided the cluster /t,d,s,z,th,dh/ into /th,dh/ and the rest, and /k,g,n,l,
ng,h,y/ into /ng/, /h/, /y/, and the rest, what boils down to making an even more
precise subdivision for this cluster), and Massaro (1998) used nine (but this

Figure 2. Overview of the visemes used.
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animation was restricted to cartoon-like figures, which do not show the same
complexity as real faces). Our selection came out to be a good compromise
between the number of visemes needed in the animation and the realism that is
obtained.

It is important to note that our speech model combines the visemes with additional
co-articulation effects. Further increases in realism are also obtained by adapting
the viseme deformations to the shape of the face. These aspects are described
in the section, Face Animation.

Learning Viseme Expressions

The deformations that come with the different visemes had to be analyzed
carefully. The point of departure in developing the animation system has,
therefore, been to extract detailed, 3D deformations during speech for ten
example faces. These faces differed in age, race, and gender. A first issue was
the actual part of the face that had to be acquired. The results of Munhall and
Vatikiotis-Bateson (Munhall et al., 1998) provide evidence that lip and jaw
motions affect the entire facial structure below the eyes. Therefore, we
extracted 3D data for a complete face, but with emphasis on the area between
the eyes and the chin. The extraction of the 3D visemes follows a number of
steps, which were repeated for the different example faces:

1. a 3D reconstruction is produced for all instances of all visemes

2. a generic head model is fitted to these 3D visemes

3. prototypes of the visemes are defined

These steps are now described in more detail.

Raw Viseme Extraction

The first step in learning realistic, 3D face deformations for the different visemes
was to extract real deformations from talking faces. Before the data were
extracted, it had to be decided what the test person would say during the
acquisition. It was important that all relevant visemes would be observed at least
once. The subjects were asked to read a short text that contained multiple
instances of the visemes in Figure 2.
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For the 3D shape extraction of the talking face, we have used a 3D acquisition
system that uses structured light (Eyetronics, 1999). It projects a grid onto the
face, and extracts the 3D shape and texture from a single image. By using a video
camera, a quick succession of 3D snapshots can be gathered. We are especially
interested in frames that represent the different visemes. These are the frames
where the lips reach their extremal positions for that sound (Ezzat and Poggio
(Ezzat et al., 2000) followed the same approach in 2D). The acquisition system
yields the 3D coordinates of several thousand points for every frame. The output
is a triangulated, textured surface. The problem is that the 3D points correspond
to projected grid intersections, not corresponding, physical points of the face.
Hence, the points for which 3D coordinates are given change from frame to
frame. The next steps have to solve for the physical correspondences.

Fitting of the Generic Head Model

Our animation approach assumes a specific topology for the face mesh. This is
a triangulated surface with 2'268 vertices for the skin, supplemented with
separate meshes for the eyes, teeth, and tongue (another 8'848, mainly for the
teeth). Figure 3 shows the generic head and its topology.

The first step in this fitting procedure deforms the generic head by a simple
rotation, translation, and anisotropic scaling operation, to crudely align it with the
neutral shape of the example face. This transformation minimizes the average
distance between a number of special points on the example face and the model

Figure 3. The generic head model that is fitted to the scanned 3D data of
the example face. Left: Shaded version; Right: Underlying mesh.
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(these 10 points are indicated in Figure 4). These have been indicated manually
on the example faces, but could be extracted automatically (Noh et al., 2001).
After this initial transformation, the salient features may not be aligned well, yet.
The eyes could, e.g., be at a different height from the nose tip.

In order to correct for such flaws, a piecewise constant vertical stretch is
applied. The face is vertically divided into five intervals, ranging from top-of-
head to eyebrows, from eyebrows to eye corners, from eye corners to nose tip,
from nose tip to mouth corners, and from mouth corners to bottom of the chin.
Each part of the transformed model is vertically scaled in order to bring the
border points of these intervals into good correspondence with the example data,
beginning from the top of the head. A final adaptation of the model consists of
the separation of the upper and lower lip, in order to allow the mouth to open. The
dividing line is defined by the midpoints of the upper and lower edges of the mouth
outline.

Figure 4. A first step in the deformation of the generic head to make it fit
a captured 3D face is to globally align the two. This is done using 10 feature
points indicated in the left part of the figure. The right part shows the effect:
Patch and head model are brought into coarse correspondence.
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This first step fixes the overall shape of the head and is carried out only once (for
the neutral example face). The result of such process is shown in the right column
of Figure 4: starting from the 3D patch for the neutral face and the generic model
that are shown at the top, the alignment at the bottom is obtained. As can be seen,
the generic model has not yet been adapted to the precise shape of the head at
that point. The second step starts with the transformed model of the first step and
performs a local morphing. This morphing maps the topology of the generic
model head precisely onto the given shape. This process starts from the
correspondences for a few salient points. This set includes the ten points of the
previous step, but is also extended to 106 additional points, all indicated in black
in Figure 5.

After the crude matching of the previous step, most of these points on the
example face will already be close to the corresponding points on the deformed
generic model. Typically, the initial frame of the video sequence corresponds to
the neutral expression. This makes a manual drag and drop operation for the 116

Figure 5. To make the generic head model fit the captured face data
precisely, a morphing step is applied using the 116 anchor points (black
dots) and the corresponding Radial Basis Functions for guiding the
remainder of the vertices. The right part of the figure shows a result.
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points rather easy. At that point all 116 points are in good correspondence.
Further snapshots of the example face are no longer handled manually. From the
initial frame, the points are tracked automatically throughout the video. The
tracker looks for point candidates in a neighborhood around their previous
position. A dark blob is looked for and its midpoint is taken. As data are sampled
at video rate, the motions between frames are small and this very simple tracking
procedure only required manual help at a dozen or so frames for the set of
example data. The main reason was two candidate points falling into the search
region. Using this tracker, correspondences for all points and for all frames could
be established with limited manual input.

In order to find the deformations for the visemes, the corresponding frames were
selected from the video and their 3D reconstructions were made. The 3D
positions of the 116 points served as anchor points, to map all vertices of the
generic model to the data. The result is a model with the shape and expression
of the example face and with 2'268 vertices at their correct positions. This
mapping was achieved with the help of Radial Basis Functions.

Radial Basis Functions (RBFs) have become quite popular for face model fitting
(Pighin et al., 1998; Noh et al., 2001). They offer an effective method to
interpolate between a network of known correspondences. RBFs describe the
influence that each of the 116 known (anchor) correspondences have on the
nearby points in between in this interpolation process.

Consider the following equations,

1
new

n

i i j j
j

ω
=

= + ∑y y d (1)

which specify how the positions y
i
 of the intermediate points are changed into

newiy under the influence of the n vertices m
j 
of the known network (the 116 vertices

in our case). The shift is determined by the weights ω
j 
and the virtual displacements

d
j
 that are attributed to the vertices of the known network of correspondences. More

about these displacements is to follow. The weights depend on the distance of the
intermediate point to the known vertices:

( / )j jh s rω =        j i js = −y m (2)

For s
j 
≤ r, where r is a cut-off value for the distance beyond which h is put to zero,

and where in the interval [0, r] the function h(x) is of one of two types:
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log( ) / log(0.5)
1 1 bh x= −          5b ≈ (3)

3 2
2 2 3 1h x x= − + (4)

Figure 6 shows these two functions.

The first type is an exponential function yielding weights that decrease rapidly
when moving away from the vertex, whereas the second type — a hermite basis
function — shows more like a plateau in its neighborhood. The exponential type
is used at vertices with high curvature, limiting the spatial extent of their
influence, whereas the hermite type is used for vertices in a region of low surface
curvature, where the influence of the vertex should reach out quite far. The
vertices indicated in bright grey on the face are given exponential functions, the
dark grey ones hermite functions. Figure 7 illustrates the result of changing a
point on the forehead from exponential to hermite. The smaller influence region
results in a dip.

Figure 6. In the morphing step, two types of Radial Basis Functions are
applied. (1) The hermite type is shown in the top-right part of the figure and
is applied to all dark grey points on the face. (2) The exponential type is
shown in the bottom-right part and is applied to the light grey points.
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Similarly, there are places where an exponential is much more effective than a
hermite RBF. If the generic head, which is of a rather Caucasian type, has to be
mapped onto the head of an Asian person, hermite functions will tend to copy the
shape of the mesh around the eyes, whereas one wants local control in order to
narrow the eyes and keep the corners sharp. The size of the region of influence
is also determined by the scale r. Three such scales were used (for both RBF
types). These scales and their spatial distribution over the face are shown in
Figure 8(1). As can be seen, they vary with the scale of the local facial
structures.

Figure 7. The selection of RBF type is adapted to the local geometry. The
figure shows the improvement that results from switching from exponential
to hermite for the central point on the forehead.

Figure 8. (1) The RBF sizes are also adapted to local geometry. There are
three sizes, where the largest is applied to those parts that are the least
curved. (2,3) For a small subset of points lying in a cavity the cylindrical
mapping is not carried out, to preserve geometrical detail at places where
captured data quality deteriorates.
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The virtual displacements d
j 
of equation (1) are determined by demanding that

the 116 vertices undergo the (known) motions that map them from the generic
model onto the 3D face patch. This condition leads to a system of equations for
the X, Y, and Z components of the 116 vertex motions, which are combined into
three column vectors c

X, Y, Z 
respectively:

, , , ,X Y Z X Y Z=Ad c . (5)

In these equations, the vectors d
X, Y, Z

 represent the column vectors containing all
the X, Y, or Z components of the virtual displacement vectors d

j
. The influence

matrix A contains the weights that the vertices of the known network apply to
each other. After solving these systems for c

X, Y, Z
, the interpolation is ready to be

applied. It is important to note that vertices on different sides of the dividing line
of the mouth are decoupled in these calculations.

A third step in the processing projects the interpolated points onto the extracted
3D surface. This is achieved via a cylindrical mapping. This mapping is not
carried out for a small subset of points which lie in a cavity, however. The reason
is that the acquisition system does not always produce good data in these cavities.
The position of these points should be determined fully by the deformed head
model, and not subject to being degraded under the influence of the acquired
data. They are shown on the right side of Figure 8. On Figure 8(3), this is
illustrated for the nostril. The extracted 3D grid is too smooth there and does not
follow the sharp dip that the nose takes. The generic model dominates the fitting
procedure and caters for the desired, high curvatures, as can be seen.

Figure 9. The jaw and lower teeth rotate around the midpoint of the places
where the jaw is attached to the skull, and translated (see text).
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An extreme example where the model takes absolute preference is the mouth
cavity. The interior of the mouth is part of the model, which, e.g., contains the
skin connecting the teeth and the interior parts of the lips. Typically, scarcely any
3D data will be captured for this region, and those that are captured tend to be
of low quality. The upper row of teeth is fixed rigidly to the model and has already
received their position through the first step (the global transformation of the
model, possibly with a further adjustment by the user). The lower teeth follow
the jaw motion, which is determined as a rotation about the midpoint between the
points where the jaw is attached to the skull and a translation. The motion itself
is quantified by observing the motion of a point on the chin, standardized as
MPEG-4 point 2.10. These points have also been defined on the generic model,
as can be seen in Figure 9, and can be located automatically after the morph.

It has to be mentioned at this point that all the settings, like type and size of RBFs,
as well as whether vertices have to be cylindrically mapped or not, are defined
only once in the generic model as attributes of its vertices.

Viseme Prototype Extraction

The previous subsection described how a generic head model was deformed to
fit 3D snapshots. Not all frames were reconstructed, but only those that
represent the visemes (i.e., the most extreme mouth positions for the different
cases of Figure 2). About 80 frames were selected from the sequence for each
of the example faces. For the representation of the corresponding visemes, the
3D reconstructions, themselves, were not taken (the adapted generic heads), but
the difference of these heads with respect to the neutral one for the same person.
These deformation fields of all the different subjects still contain a lot of
redundancy. This was investigated by applying a Principal Component Analysis.
Over 98.5% of the variance in the deformation fields was found in the space
spanned by the 16 most dominant components. We have used this statistical
method not only to obtain a very compact description of the different shapes, but
also to get rid of small acquisition inaccuracies. The different instances of the
same viseme for the different subjects cluster in this space. The centroids of the
clusters were taken as the prototype visemes used to animate these faces later
on.

Face Animation

The section, Learning Viseme Expressions, describes an approach to extract a
set of visemes from a face that could be observed in 3D, while talking. This
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process is quite time consuming and one would not want to repeat it for every
single face that has to be animated. This section describes how novel faces can
be animated, using visemes which could not be observed beforehand.

Such animation requires a number of steps:

1. Personalizing the visemes

The shape or “physiognomy” of the novel face is taken into account by
determining the face’s relative position with respect to the neutral example
faces in a Face Space. This information is used to generate a set of visemes
specific for the novel face.

2.   Automatic, audio-based animation

From fluent speech a file is generated that contains visemes and their
timing. This file is automatically transformed into an animation of the face
by producing a sequence of viseme expressions combined with intermedi-
ate co-articulation effects.

3.   Possible modifications by the animator

As the animator should remain in control, tools are provided that allow the
animator to modify the result as desired. A “Viseme Space” can be roamed
using its independent components.

Personalizing the Visemes

A good animation requires visemes that are adapted to the shape or “physiog-
nomy” of the face at hand. Hence, one cannot simply copy or “clone” the
deformations that have been extracted from one of the example faces to a novel
face. Although it is not precisely known at this point how the viseme deforma-
tions depend on the physiognomy, visual improvements were observed by
adapting the visemes in a simple way described in this section.

Faces can be efficiently represented as points in a so-called “Face Space”
(Blanz et al., 1999). These points actually represent their deviation from the
average face. This can be done for the neutral faces from which the example
visemes have been extracted using the procedure described in the section,
Learning Viseme Expressions, as well as for a neutral, novel face. The example
faces span a hyper-plane in Face Space. By orthogonally projecting the novel
face onto this plane, a linear combination of the example faces is found that
comes closest to the projected novel face. This procedure is illustrated in Figure
10. Suppose we put the Face Space coordinates of the face that corresponds to

this projection into a single column vector novF�  and, similarly, the coordinates of



Modeling and Synthesis of Realistic Visual Speech in 3D   281

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

the example face i into the vector F
i
. If the coordinates of the projected, novel

face novF�  are given by

1

n

nov i i
i

ω
=

= ∑F F� (6)

the same weights iω  are applied to the visemes of the example faces, to yield
a personalized set of visemes for the novel face. The effect is that a rounded face
will get visemes that are closer to those of the more rounded example faces, for
instance.

This step in the creation of personalized visemes is schematically represented in
Figure 11.

Figure 11. A novel face can be approximated as a linear combination of
example faces. The same combination of the example faces’ visemes yields
a first version of the novel face’s viseme set.

Figure 10. Orthogonal projection of a novel face onto the hyper-plane
formed by the neutral example faces.
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As the face novF�  is still a bit different from the original novel face novF , expression
cloning is applied as a last step to the visemes found from projection (Noh et al.,
2001). We have found that the direct application of viseme cloning from an
example face to other faces yields results that are less convincing. This is
certainly the case for faces that differ substantially. According to the proposed
strategy the complete set of examples is exploited, and cloning only has to deal
with a small residue. The process of personalizing visemes is summarized in
Figure 12.

Automatic, Audio-Based Animation

Once the visemes for a face have been determined, animation can be achieved
as a concatenation of visemes. The visemes, which have to be visited, the order
in which this should happen, and the time intervals in between are generated
automatically from an audio track containing speech. First a file is generated that
contains the ordered list of allophones and their timing. “Allophones” correspond
to a finer subdivision of phonemes. This transcription has not been our work and
we have used an existing tool, described in Traber (1995). The allophones are
then translated into visemes (the list of visemes is provided in Figure 2). The
vocals and silence are directly mapped to the corresponding visemes. For the

Figure 12. The personalization of visemes follows two steps symbolized by
the two horizontal transitions: 1) The linear combination of the example
visemes as described in the text, and 2) A residual adaptation, following the
cloning technique described in Noh et al. (2001).
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consonants, the context plays a stronger role. If they immediately follow a vocal
among /o/, /u/, and /@@/ (this is the vocal as in “bird”), then the allophone is
mapped onto a rounded consonant. If the vocal is among /i/, /a/, and /e/ then the
allophone is mapped onto a widened consonant. When the consonant is not
preceded immediately by a vocal, but the subsequent allophone is one, then a
similar decision is made. If the consonant is flanked by two other consonants, the
preceding vocal decides.

From these data — the ordered list of visemes and their timing — the system
automatically generates an animation. The concatenation of the selected visemes
can be achieved elegantly as a navigation through a “Viseme Space,” similar to
a Face Space. The Viseme Space is obtained by applying an Independent
Component Analysis to all extracted, example visemes. It came out that the
variation can be captured well with as few as 16 Independent Components. (This
underlying dimensionality is determined as the PCA step that is part of our ICA
implementation (Hyvärinen, 1997).) Every personalized viseme can be repre-
sented as one point in this 16D Viseme Space. Animation boils down to
subsequently applying the deformations represented by the points along a
trajectory that leads from viseme to viseme, and that is influenced by co-
articulation effects. An important advantage of animating in Viseme Space is
that all visited deformations remain realistic.

Performing animation as navigation through a Viseme Space of some sort is not
new per se. Such approach was already demonstrated by Kalberer and Van Gool

Figure 13. Fitting splines in the “Viseme Space” yields good co-articulation
effects, after attraction forces exerted by the individual nodes (visemes)
were learned from ground-truth data.
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(Kalberer et al., 2001; Kalberer et al., 2002a) and by Kshirsagar (2001), but for
fewer points on the face. Moreover, their Viseme Spaces where based on PCA
(Principal Component Analysis), not ICA. A justification for using ICA rather
than PCA is to follow later.

Straightforward point-to-point navigation as a way of concatenating visemes
would yield jerky motions. Moreover, when generating the temporal samples,
these may not precisely coincide with the pace at which visemes change. Both
problems are solved by fitting splines to the Viseme Space coordinates of the
visemes. This yields smoother changes and allows us to interpolate in order to
get the facial expressions needed at the fixed times of subsequent frames. We
used NURBS curves of order three.

A word on the implementation of co-articulation effects is in order here. A
distinction is made between vocals and labial consonants on the one hand, and
the remainder of the visemes on the other. The former impose their deformations
much more strictly onto the animation than the latter, which can be pronounced
with a lot of visual variation. In terms of the spline fitting, this means that the
animation trajectory will move precisely through the former visemes and will only
be attracted towards the latter. Figure 13 illustrates this for one Viseme Space
coordinate.

Initially a spline is fitted through the values of the corresponding component for
the visemes of the former category. Then, its course is modified by bending it
towards the coordinate values of the visemes in the latter category. This second
category is subdivided into three subcategories: (1) somewhat labial consonants
like those corresponding to the /ch,jh,sh,zh/ viseme pull stronger than (2) the
viseme /f,v/ , which in turn pulls stronger than (3) the remaining visemes of the
second category. In all three cases the same influence is given to the rounded
and widened versions of these visemes. The distance between the current spline
(determined by vocals and labial consonants) and its position if it had to go
through these visemes is reduced to (1) 20%, (2) 40%, and (3) 70%, respectively.
These are also shown in Figure 13. These percentages have been set by
comparing animations against 3D ground-truth. If an example face is animated
with the same audio track used for training, such comparison can be easily made
and deviations could be minimized by optimizing these parameters. Only dis-
tances between lip positions were taken account of so far.

Modifications by the Animator

A tool that automatically generates a face animation which the animator then has
to take or leave is a source of frustration, rather than a help. The computer cannot
replace the creative component that the human expert brings to the animation
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process. The animation tool described in this paper only proposes the speech-
based face animation as a point of departure. The animator can thereafter still
change the different visemes and their influences, as well as the complete splines
that define the trajectory in “Viseme Space.”

In terms of the space of possible deformations, PCA and ICA basically yield the
same result. As already mentioned, PCA is part of the ICA algorithm, and
determines the degrees of freedom to be kept. The importance of ICA mainly lies
in the more intuitive, manual changes that the animator can make afterwards. A
face contains many muscles, and several will be active together to produce the
different visemes. In as far as their joint effect can be modeled as a linear
combination of their individual effects, ICA is the way to decouple the net effect
again (Kalberer et al., 2002b). Of course, this model is a bit naive but,
nevertheless, one would hope that ICA is able to yield a reasonable decompo-
sition of face deformations into components that themselves are more strongly
correlated with the facial anatomy than the principal components. This hope has
proved not to be in vain.

From a mathematical point of view, there also is a good indication that ICA may
be more appropriate than PCA to deliver the basis of a Viseme Space. The
distribution of the extracted visemes comes out to have a shape that is quite non-
Gaussian, which can clearly be observed from 

2χ  plots.

Independent Component Analysis tries to explain data as a linear combination of
maximally independent basis signals, the “Independent Components.” Basically,
these independent components are found as the linear combinations of principal
components that have, in terms of information theory, minimal mutual informa-
tion between each pair of input. This is mathematically related to finding
combinations with distributions that are maximally non-Gaussian. As the central
limit theorem makes clear, distributions of composed signals will tend to be more
Gaussian than those of the underlying, original signals. For these reasons, ICA
often is successful in retrieving a set of original signals that can only be observed
together, e.g., to split mixed audio signals into their different components. These
separate, original components typically correspond to the maximally non-
Gaussian directions of the distribution that represents the joint probabilities of the
observed signal values. If the original signals have Gaussian distributions, ICA
will fail. The fact that the composed distributions in our case are already non-
Gaussian is an indication the ICA can make sense.

The advantage that independent components have over principal components
doesn’t lie in their respective numbers, as, in fact, these are the same. Indeed,
the ICs are found in the reduced space spanned by the dominant PCs and this
space’s dimension determines the number of ICs that ICA extracts (our
implementation of ICA follows that propounded by Hyvärinen (1997)). As
already mentioned, 16 components were used, which together cover 98.5% of
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the variation. The advantage, rather, is the more intuitive deformations that
correspond to the independent components, where each stays closer to a single,
anatomical action of the face.

Finally, on a more informal score, we found that only about one or two PCs could
be easily described, e.g., “opening the mouth.” In the case of ICs, six or so
components could be described in simple terms. Figure 15 shows a comparison
between principal and independent components. In both cases, there is a
component that one could describe as opening the mouth. When it comes to a
simple action, like rounding the mouth, there is a single IC that corresponds to this
effect. But, in the case of PCs, this rounding is never found in isolation, but is
combined with the opening of the mouth or other effects. Similar observations
can be made for the other ICs and PCs.

One could argue that animation can proceed directly and uniquely as a combi-
nation of basic modes (e.g., independent components) and that going via visemes
is an unnecessary detour. Discussions with animators made it clear, however,
that they insist on having intuitive keyframes, like visemes and basic emotions,
as the primary interface. Hence, we give animators control both at the level of

Figure 15. Independent components yield more intuitive face deformations
than principal components in viseme space. Top: Principal components;
Middle, Bottom: Independent components.
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complete visemes and single independent components. Having the system work
on the basis of the same keyframes (i.e., in a Viseme Space) helps to make the
interaction with the animator more intuitive, as the animator and the animation
tool “speak” the same language.

Results

As a first example, we show some frames out of an animation sequence, where
the person is animated using his own visemes. This person was one of our
examples. Four frames are shown in Figure 16. Although it is difficult to
demonstrate the realism of animation on paper, the different face expressions
look natural, and so does the corresponding video sequence.

A second example shows the transition between two faces (see Figure 17). In
this case, the visemes of the man are simply cloned to get those for the boy (Noh

Figure 16. One of the example faces uses its own visemes.

Figure 17. To see the effect of purely cloned visemes, a specific experiment
was performed. The man’s visemes are kept throughout the sequence and
are cloned onto the mixed face.
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et al., 2001). The animation shows a few flaws, which become stronger as the
morph gets closer to the boy’s face. Some of these flaws are highlighted in Figure
18 (but they are more outspoken if seen as a video). This example shows that
cloning alone does not suffice to yield realistic animation of speech.

A third example shows the result of our full viseme personalization. The three
faces on the left-hand side of Figure 19 are three of the 10 example faces used
to create the hyper-plane. The face on the right-hand side has been animated by
first projecting it onto the hyper-plane, weighing the visemes of the examples
accordingly, and finally cloning these weighted visemes to the original face.

Figure 18. Two representative snapshots of purely cloned visemes exemplify
that cloning (Noh et al., 2001) does not always result in convincing shapes.

Figure 19. Combination of the same viseme (represented by the faces in the
upper row) are combined and cloned onto a novel face according to its
physiognomy (face in the center).
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As a final note, it is interesting to mention that the system proposed here has been
implemented as an Alias/Wavefront’s Maya plug-in. Figure 1 gives a quick
overview of the processing steps.

Furthermore, we have already experimented with the superposition of speech
and emotions. Detailed displacements were measured for the six basic emotions.
We found that linear addition of displacements due to visemes and emotions
worked out well in these preliminary trials. An example is shown in Figure 20.

Trends

Technologically the trend in face animation is one towards a stronger 3D
component in the modeling and animation pipeline. Entertainment certainly is one
of the primary marketplaces for the work described in this chapter. The 3D
industry has had a significant impact on this industry. With human characters as
one of the central elements, 3D animation of characters and special effects have
become an integral part of many blockbuster movie productions. The game
industry has in the meantime eclipsed the movie industry in terms of gross
revenues. Also, in this branch of industry, there is a trend towards more realistic
human characters. The most notable trend in 3D digital media is the convergence
of these playgrounds. Productions often target multiple markets simultaneously,
with, e.g., movies coupled to games and Web sites, as well as an extensive line
of gadgets.

Figure 20. The final animation can be enhanced with expressions that are
not related to speech, such as eye blinks and emotions.
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The creation of 3D models is often financed through the acquisition of a copyright
over the scanned material, as such copyright enables the holder to spin off such
alternative applications. A segment expected to see a steep growth is online
gaming. Online 3D gaming subscription revenue is expected to grow at an annual
growth rate of 19.7% through 2007, as these sites offer unique experiences and
even episodic updates to gamers (see Figure 21).

Conclusions

Realistic face animation is still a challenge. We have tried to attack this problem
via the acquisition and analysis of 3D face shapes for a selection of visemes.
Such data have been captured for a number of faces, which allows the system
to at least apply a crude adaptation of the visemes to the physiognomy of a novel
face for which no such data could be obtained. The animation is organized as a
navigation through “Viseme Space,” where the influence of different visemes on
the space trajectory varies. Given the necessary input in the form of an ordered
sequence of visemes and their timing, a face animation can be created fully
automatically. Such animation will in practice rather be a point of departure for

Figure 21. The forecasts expect the European online game market to reach
43% by 2004 when there should be around 73 million online gamers, as
shown on the chart.
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an animator, who still has to be able to modify the results. This remains fully
possible within the proposed framework.

The proposed method yields realistic results, with more detail in the underlying,
3D models than usual. The RBF morphing, described in the section, Learning
Viseme Expressions, has been implemented with special care to make this
possible. The way of combining the visemes to a novel face seems to be both
novel and effective. By giving the animator control over independent, rather than
the more usual, principal components this space can be navigated in a more
intuitive way.

Although we believe that our results can already be of help to an animator,
several improvements can be imagined. The following issues are a few ex-
amples. Currently, a fixed texture map is used for all the visemes, but the 3D
acquisition method allows us to extract a separate texture map for every viseme.
This will help to create the impression of wrinkles on rounded lips, for instance.

Another issue is the selection of the visemes. For the moment, only a rounded and
widened version of the consonants has been included. In reality, an /m/ in ama
lies between that in omo and imi. There is a kind of gradual change from umu,
over omo, ama, and eme, up to imi. Accordingly, more versions of the visemes
can be considered. Another possible extension is the inclusion of tongue position
in the viseme classification. Some of the consonant classes have to be subdivided
in that case. A distinction has to be made between, e.g., /l/ and /n/ on the one
hand, and /g/ and /k/ on the other.

It is also possible to take more example images, until they span Face Space very
well. In that case, the final viseme cloning step in our viseme personalization can
probably be left out.

Last, but not least, speech-oriented animation needs to be combined with other
forms of facial deformations. Emotions are probably the most important ex-
ample. It will be interesting to see what else is needed to combine, e.g., visemes
and emotions and keep the overall impression natural. All these expressions call
on the same facial muscles. It remains to be seen whether linear superpositions
of the different deformations really suffice, as it was the case in our preliminary
experiments.
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Liang Zhang
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Abstract

This chapter introduces a complete framework for automatic adaptation of
a 3D face model to a human face for visual communication applications like
video conferencing or video telephony. First, facial features in a facial
image are estimated. Then, the 3D face model is adapted using the estimated
facial features. This framework is scalable with respect to complexity. Two
complexity modes, a low complexity and a high complexity mode, are
introduced. For the low complexity mode, only eye and mouth features are
estimated and the low complexity face model Candide is adapted. For the
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high complexity mode, a more detailed face model is adapted, using eye and
mouth features, eyebrow and nose features, and chin and cheek contours.
Experimental results with natural videophone sequences show that with this
framework automatic 3D face model adaptation with high accuracy is
possible.

Introduction

In the last few years, virtual humans and especially animated virtual faces (also
called talking heads) have achieved more and more attention and are used in
various applications. In modern computer games, virtual humans act as football
players or Kung Fu fighters. In movies, highly realistic animated virtual humans
are replacing real actors (e.g., in the science fiction movie “Final Fantasy”). On
the Internet, animated virtual faces are acting as news announcers or sales
agents. In visual communication applications, like video telephony or video
conferencing, the real faces of the participants are represented by virtual face
clones of themselves. If we take a closer look at the technology behind these
animated faces, the underlying shape of a virtual face is often built from a 3D
wireframe consisting of vertices and triangles. This wireframe is textured using
textures from a real person’s facial image. Synthetic facial expressions are
generated by animating the 3D wireframe. Usually, the face is animated by
movement of the wireframe’s vertices. In order to produce natural looking facial
movements, an underlying animation structure (providing rules for animation) is
needed, simulating the behavior of a real human face.

The creation of such an animated face requires generating a well-shaped and
textured 3D wire-frame of a human face, as well as providing rules for animation
of this specific 3D wireframe. There are different ways to create an animated
face. One possibility is that an animated face is created manually by an
experienced 3D modeler or animator. However, an automatic approach is less
time consuming and is required for some applications. Dependent on the specific
application and its requirements, different ways for the automatic creation of an
animated face exist.

For 3D modeling of the shape of the head or face, i.e., for generation of the 3D
wire-frame, techniques that are common for the 3D modeling of objects in
general could be used. With a 3D scanner, a laser beam is sent out and reflected
by the object’s surface. Range data from the object can be obtained and used for
3D modeling. Other approaches use range data from multi-view images (Niem,
1994) obtained by multiple cameras for 3D modeling. All these techniques allow
a very accurate 3D modeling of an object, i.e., a human head or face. However,
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the generated 3D model could not be immediately animated, since the underlying
animation structure is missing.

An alternative approach is the use of a generic 3D face model with a built-in
animation structure. Action Units from the Facial Action Coding System
(Ekman & Friesen, 1977), MPEG-4 facial animation parameters (FAP)
(Sarris, Grammalidis & Strintzis, 2002) or muscle contraction parameters
(Fischl, Miller & Robinson, 1993) from a model of facial muscles can be used as
an animation structure for facial expression. A limited number of characteristic
feature points on a generic face model are defined, e.g., the tip of the chin or the
left corner of the mouth. At the first step of 3D modeling using a generic 3D face
model, those defined feature points are detected in facial images. Then, the
characteristic feature points of the generic 3D face model are adapted using the
detected feature points. This process is also called face model adaptation.
According to available input resources, 3D face model adaptation approaches
can be categorized as follows: (a) range image: An approach using range image
to adapt a generic face model with a physics-based muscular model for animation
in 3D is proposed in Lee, Terzopoulos & Waters (1995). From the generic 3D
face model, a planar generic mesh is created using a cylindrical projection. Based
on the range image, the planar generic face mesh adaptation is iteratively
performed to locate feature points in the range image by feature-based matching
techniques; (b) stereoscopic images/videos: An approach to using stereoscopic
images/videos for face model adaptation is proposed in Fua, Plaenkers &
Thalman (1999). Information about the surface of the human face is recovered
by using stereo matching to compute a disparity map and then by turning each
valid disparity value into a 3D point. Finally, the generic face model is deformed
so that it conforms to the cloud of those 3D points based on least-squares
adjustment; (c) orthogonal facial images: Orthogonal facial images are used
to adapt a generic face model in Lee & Magnenat-Thalmann (2000) and Sarris,
Grammalidis & Strintzis (2001). They all require two or three cameras which
must be carefully set up so that their directions are orthogonal; (d) monocular
images/videos: For face model adaptation using monocular images/videos,
facial features in the facial images are determined and the face model is adapted
(Kampmann, 2002). Since no depth information is available from monocular
images/videos, depth information for feature points is provided only in advance
by a face model and is adapted in relation to the determined 2D feature points.

In the following, we concentrate on animated faces for applications in the field
of visual communication where only monocular images are available. For visual
communication applications, like video conferencing or video telephony, a virtual
face clone represents the human participant in the video conference or in the
videophone call. Movements and facial expressions of the human participants
have to be extracted and transmitted. At the receiver side, the virtual face model
is animated using the extracted information about motion and facial expressions.
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Since such information can be coded with a limited amount of bits, a video
conference or a videophone system with very low bit rates is possible (Musmann,
1995). To implement such a coding system, a generic 3D face model has to be
adapted to the particular face of the participant involved in the monocular video
telephony or video conferencing call. This adaptation must be carried out at the
beginning of the video sequence. Instead of achieving the highest 3D modeling
accuracy, it is the quality of the animated facial expressions in 2D images that
is more important for visual communication at the receiver side.

Face model adaptation for visual communication differs from other applications
in that it has to be done without human interaction and without a priori
information about the participant’s face and its facial features. It is unrealistic
to assume that a participant always has a particular facial expression, such as a
neutral expression with a closed mouth or a particular pose position, in a 3D
world. An algorithm for 3D face model adaptation should not only adapt the face
model to the shape of the real person’s face. An adaptation to the initial facial
expression at the beginning of the video sequence is also necessary.

Furthermore, an algorithm for 3D face model adaptation should be scalable, since
a number of different devices will likely be used for visual communication in the
future. On the one hand, there will be small mobile devices like a mobile phone
with limited computational power for image analysis and animation. The display
size is restricted, which results in less need for high quality animation. On the
other hand, there will be devices without these limitations like stationary PCs. In
the case of a device with limitations regarding power and display, the face model
adaptation algorithm would need to switch to a mode with reduced computational
complexity and less modeling accuracy. For more powerful devices, the algo-
rithm should switch to a mode with higher computational complexity and greater
modeling accuracy.

Some algorithms in the literature deal with automatic face model adaptation in
visual communication. In Kampmann & Ostermann (1997), a face model is
adapted only by means of eye and mouth center points. In addition, nose position,
and eye and mouth corner points are also used in Essa & Pentland (1997). A 3D
generic face model onto which a facial texture has previously been mapped by
hand is adapted to a person’s face in the scene by a steepest-gradient search
method (Strub & Robinson, 1995). No rotation of the face model is allowed. In
Kuo, Huang & Lin (2002), a method is proposed using anthropometric informa-
tion to adapt the 3D facial model. In Reinders et al. (1995), special facial features
like a closed mouth are at first estimated and the face model is then adapted to
these estimated facial features. Rotation of the face model is restricted.
Furthermore, no initial values for the facial animation parameters like Action
Units (Reinders et al., 1995) or muscle contraction parameters (Essa &
Pentland, 1997) have been determined by the adaptation algorithms. An ap-
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proach for automatically adapting a generic face model to individual faces
without these kinds of limitations has not been developed, yet.

In this chapter, a complete framework for 3D face model adaptation based on
monocular facial images without human interaction is addressed. Limitations like
a closed mouth or neutral facial expressions do not exist for the proposed
framework. In this framework, a two-step approach for face model adaptation
is introduced. In the first step, facial features are estimated from the first frames
of the video sequence. In the second step, the 3D face model is adapted using
these estimated facial features. Furthermore, face model adaptation is done with
two complexity modes. For the low complexity mode, the face model Candide
(Rydfalk, 1987), with a small number of triangles is used, and only eye and mouth
features are estimated, since these features are most important for visual
impression. For facial animation in the low complexity mode, Action Units are
used. For the high complexity mode, an advanced face model with a higher
number of triangles is used, and other additional facial features like chin and
cheek contours, eyebrow and nose features are further estimated. In the high
complexity mode, a muscle-based model is imposed for facial animation.

This chapter is organized as follows. The next section presents the two face
models of different complexities and their animation parameters. The section
following describes algorithms for facial feature estimation. Special emphasis is
given to the estimation of eye and mouth features. The fourth section presents
the algorithms for 3D face model adaptation using the facial features estimated
in the third section. Experimental results are presented in the final section.

3D Face Models

For visual communication like video telephony or video conferencing, a real
human face can be represented by a generic 3D face model that must be adapted
to the face of the individual. The shape of this 3D face model is described by a
3D wireframe. Additional scaling and facial animation parameters are aligned
with the face model. Scaling parameters describe the adaptation of the face
model towards the real shape of the human face, e.g., the size of the face, the
width of the eyes or the thickness of the lips. Once determined, they remain fixed
for the whole video telephony or video conferencing session. Facial animation
parameters describe the facial expressions of the face model, e.g., local
movements of the eyes or mouth. These parameters are temporally changed with
the variations of the real face’s expressions. In this framework, face model
adaptation is carried out in two complexity modes, with a low complexity face
model and a high complex face model. These two face models are described in
detail below.
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The face model Candide (Rydfalk, 1987) used for the low complexity mode is
shown in Figures 1a and 1b. This face model consists of only 79 vertices and 132
triangles. For adaptation of Candide to the shape of the real face, scaling
parameters are introduced. With these parameters, the global size of the face,
the size of the eyes and the lip thickness could be changed.

As facial animation parameters for the face model Candide, six Action Units
from the Facial Action Coding System (Ekman & Friesen, 1977) are utilized.
Each Action Unit (AU) describes the local movement of a set of vertices. Two
Action Units (AU

41
, AU

7
) are defined for the movements of the eyelids and the

remaining four Action Units are defined for the movements of the mouth corners
(AU

8
, AU

12
) and the lips (AU

10
, AU

16
).

For the high complexity mode, a derivative from the face model presented in
Fischl, Miller & Robinson (1993) is used (ref. Figures 1c and 1d). This generic
face model consists of 423 vertices and 816 triangles. Compared with the low
complexity face model Candide, more scaling parameters are introduced. Here,
the global size of the face, the size of eyes, nose and eyebrows, the lip thickness,
as well as the shape of chin and cheek contours could be scaled. As facial
animation parameters, facial muscle parameters as described in Fischl, Miller
and Robinson (1993) are utilized. These muscle parameters describe the amount
of contraction of the facial muscles within the human face. Ten different facial
muscles are considered (ref. Figure 2). Since they occur on the left and on the
right side of the face, respectively, 20 facial muscle parameters are used. In

Figure 1.   3D face models: (a)(b) Low complex 3D face mode Candide (79
vertices and 132 triangles): (a) Front view, (b) Side view; (c)(d) High
complex 3D face model (423 vertices and 816 triangles): (c) Front view, (d)
Side view.

  (a)                       (b)                         (c)                       (d)
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addition to Fischl, Miller and Robinson (1993), additional facial animation
parameters are introduced. They describe the rotation of the jaw and the
movements of eyelids and irises.

Facial Feature Estimation

The estimation of facial features in the 2D facial images is the first part of the
face model adaptation algorithm. For the low complexity mode, eye and mouth
features are estimated (described in the next subsection). For the high complex-
ity mode, chin and cheek contours, eyebrow and nose features are additionally
estimated (described in the following subsection).

Eye and Mouth Features

The eye and mouth features are estimated by means of 2D eye and mouth
models. In the following, subscripts r, l, u, o stand for right, left, upper and
lower, respectively.

2D eye model

The eye in a facial image is represented by a 2D eye model, shown in Figure 3,
and consists of a pair of parabolic curves W

1
, W

2 
and a circle W

3
 (Yuille, Hallinan

& Cohen, 1992; Zhang, 1998). h is the pupil point and r the radius of the iris. r

Figure 2. High complexity face model: Position of facial muscles.
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is set to a fixed fraction of the eye width that is the distance between two eye
corner positions h

l 
and h

r
. The parameters of the parabolic curves (a

u
,a

o
)

represent the opening heights of the eyelids. It is assumed that both eyes have
the same opening heights. In order to represent eye features with a 2D eye
model, eight parameters have to be estimated, namely: (i) four eye corner points,
(ii) two pupil points, and (iii) two opening heights of the eyelids.

2D mouth models

The mouth is represented by a mouth-open model or a mouth-closed model. The
mouth-open model (ref. Figure 4a) consists of four parabolic curves, W

i
, and the

mouth-closed model (ref. Figure 4b) of three parabolic curves, W
i 
(Zhang,

1998). The parameters (o
u
, o

o
) describe the opening heights of the lips and the

Figure 3. 2D model of the eye.

(a) mouth-open model                      (b) mouth-closed model

Figure 4.   2D models of the mouth.
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parameters (d
u
, d

o
) stand for the thickness of the lips. The mouth width L is

calculated as the distance between the left mouth corner point h
l 
and the right

mouth corner point h
r
. To represent the mouth-open features, six parameters

are needed: (i) two mouth corner points, (ii) two thickness of the lips, and (iii) two
opening heights of the lips. For the representation of the mouth-closed features,
five parameters are needed: (i) two mouth corner points, (ii) two thickness of the
lips, and (iii) one parameter t which refers to the height between the level of the
corners of the mouth and the contact point of the two lips.

Based on the representation of eye and mouth features using the 2D parametric
models described above, the parameters of the models are separately estimated
one after another (ref. Figure 5). The search areas for eye and mouth features
are first determined using the algorithm proposed in Kampmann & Ostermann
(1997). Within these search areas, the pupil points and the corner points of the
eyes and the mouth are estimated with template matching techniques (Zhang,
1997). After that, these estimated points are utilized to fix the search areas for
the lip thickness and the opening heights of the lips and the eyelids. Since two
mouth models are exploited for representing the 2D mouth features, an appro-
priate mouth model has to be automatically selected first. The lip thickness and
the opening heights of the lips will then be estimated by minimization of cost
functions using an appropriate 2D mouth model. The eyelid opening heights are
also estimated using the 2D eye model analogous to the estimation of the lip

Figure 5. Flowchart of eye and mouth feature estimation.
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thickness and opening heights (Kampmann & Zhang, 1998). In the following,
only selection of an appropriate mouth model and estimation of mouth opening
heights and lip thickness are addressed in detail.

Automatic Selection of 2D Mouth Models

To estimate the 2D mouth features, an appropriate 2D mouth model has to be
automatically selected. To do this, it must be known whether the mouth is open
or not. Compared with a closed mouth, which consists of three lip contours, an
open mouth has an additional fourth lip contour.

The mouth area M is determined by means of the mouth width L, the distance
between the mouth corner positions (ref. Figure 6). Here, the area of the lower
lip with the size of LL 5.0×  is supposed to be larger than the area of the upper
lip with the size of LL 3.0× , because the lower lip has larger movement than the
upper lip. Since a lip contour is labeled with high luminance variation, edge
strength (image gradient) g

y
(x,y) in the mouth area is computed using a

morphologic edge operator. It is further binarized with a threshold and thinned.
The lines produced using these methods are the candidates for the possible lip
contours. Finally, an appropriate 2D mouth model is automatically selected by
comparing a number of possible positions for the lip contours above and below
the line l, connecting both mouth corner positions.

Estimation of the Thickness and the Opening Heights of Lips

After the appropriate 2D mouth model has been selected, the parameters of the
mouth model are estimated by minimization of cost functions. Since the mouth

Figure 6. Position detection of candidates for lip contours for 2D mouth
model.
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corner positions have already been estimated, only the thickness (d
u
, d

o
) and the

opening heights (o
u
, o

o
) of the lips in the mouth-open case (ref. Figure 4), as well

as the lip thickness (d
u
, d

o
) and the value of the parameter t in the mouth-closed

case (ref. Figure 4) need to be estimated. A perpendicular bisector of the line l
connecting both mouth corner positions in the mouth area M is defined as the
search area for these parameters (ref. Figure 6). Different values of these
parameters create different forms of the 2D mouth models. In order to determine
these parameters, the similarity between the selected 2D mouth model with the
geometrical form of the real mouth in the image is measured using a cost
function. This cost function utilizes texture characteristics of the real mouth by
means of the selected 2D mouth model.

It is observed that there are texture characteristics existing in the mouth area:

1. The areas of the lips have almost the same chrominance value. In the
mouth-open case, an additional area, mouth-inside, exists and is strongly
distinguished from the lip areas. Mouth-insides normally have different
luminance values due to, e.g., teeth (white) and shadow areas (black). But,
it has an almost uniform chrominance value.

2. On the lip, the luminance values of the contours strongly vary.

In the following, only the mouth-open case is discussed as an example. The
solution to the mouth-closed case can be derived from the mouth-open case.
Let ),,,( ououopen ooddf  stand for the cost function used in the mouth-open case.
Based on the texture characteristics mentioned above, the cost function

),,,( ououopen ooddf  for the mouth-open case is defined as follows:

),,,(),,,(),,,( 1 ououopenououopenououopen ooddfcooddfcooddf 221 ×+×= (1)

where ),,,(1 ououopen ooddf  describes the first texture characteristic and
),,,(2 ououopen ooddf  describes the second texture characteristic. The coeffi-

cients c
1 

and c
2 

are constant weighting factors. The choice of these two
coefficients is dependent on the trade-off between those two assumptions. In the
experiments in the final section, the values of c

1
 and c

2
 are assigned to be 1.

The term ),,,(1 ououopen ooddf  consists of the means and variances of chromi-
nance values U in the area of the upper lip A

u
, in the area of the lower lip A

o 
and

in the area of the mouth-inside A
b
. The areas of A

u
, A

o
 and A

b
 are defined using

the 2D mouth model (ref. Figure  4) and are dependent on the parameters (d
u
,

d
o
, o

u
, o

o
) to be estimated. The means of chrominance in the lip areas should be
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the same, but they should be different to the mean of chrominance in the mouth-

inside. The variances are utilized to describe the uniformity of the chrominance

values U within these areas. The term ),,,(2 ououopen ooddf  consists of the
addends of edge strength (image gradient) ),( yxgY  along lip contours W

i
. The

run and length of the parabolic curves are defined with a 2D mouth-open model
and are dependent on the parameters to be estimated.

The parameters (d
u
, d

o
, o

u
, o

o
) in the mouth-open model are determined by

minimization of the cost ),,,( ououopen ooddf . To reduce the computational
complexity, the cost function is only evaluated at the already detected candidates
for the lip contours (ref. Figure 6). From all possible combinations of the lip
contour’s candidates, the combination with the least cost is determined as the
estimates for the lip thickness and the lip opening heights in the mouth-open
model.

Other Facial Features

In case of the high complexity mode, other facial features besides the eyes and
the mouth are estimated.

Chin and cheek contours

For the estimation of chin and cheek contours, the approach described in
Kampmann (2002) is used. The chin and the cheeks are represented by a
parametric 2D model. This parametric model consists of four parabola branches
linked together. The two lower parabola branches represent the chin, the two
upper parabola branches define the left and the right cheek. Taking into account
the estimated eye and mouth middle positions, search areas for the chin and
cheek contours are established. Inside each search area, the probability of the

           (a)                               (b)

Figure 7. Estimation of chin and cheek contours: (a) Estimated chin
contour, (b) Estimated chin and cheek contours.
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occurrence of the chin and cheek contours is calculated for each pixel. This
calculation takes advantage of the fact that the chin and cheek contours are more
likely to be located in the middle of the search area than at the borders of the
search area. An estimation rule is established using this probability and assumes
high image gradient values at the position of the chin and cheek contours. By
maximization, the position of the chin contour (ref. Figure 7a), as well as the
positions of the cheek contours (ref. Figure 7b) are estimated.

Eyebrows

For estimation of eyebrow features, some knowledge about these features is
exploited (Kampmann & Zhang, 1998):

1. Eyebrows are located above the eyes.

2. Eyebrows are darker than the surrounding skin.

3. Eyebrows have a typical curvature, length and thickness.

4. Eyebrows could be covered by hair.

Using this knowledge, eyebrow features are estimated. First, using the estimated
eye positions, search areas for the eyebrows are introduced above the eyes.
Then, a binarization of the luminance image using a threshold is carried out. In
order to determine this threshold, the upper edge of the eyebrow is identified as
the maximum value of the luminance gradient. The threshold is now the mean
value between the luminance value of the skin and the luminance value of the
eyebrow at this upper edge. After binarization, the area with a luminance value
below the threshold is checked whether it has the typical curvature, length and
thickness of an eyebrow. If the answer is yes, the eyebrow is detected. If the
answer is no, the eyebrow is covered by hair. For this case, using the
morphological image processing operations erosion and dilation, as well as
knowledge about the typical shape of an eyebrow, it is decided whether the
eyebrow is completely or only partly covered by hair. In the case that the

   (a)        (b)         (c)        (d)         (e)        (f)        (g)        (h)        (i)

Figure 8. Estimation of eyebrow features: (a)(b)(c) Original image, (d)(e)(f)
Eyebrows after binarization, (g)(h)(i) Eyebrows after removal of hair.
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eyebrow is only partly covered by hair, the eyebrow is detected by removing the
covered hair. Otherwise, the eyebrow is completely covered by hair and cannot
be detected. Figure 8 shows the different stages of the eyebrow estimation.

Nose

As nose features, the sides of the nose are estimated (Kampmann & Zhang,
1998). Since the mouth middle position is already determined, search areas for
the sides of the nose are introduced above the mouth. Since the edges of the sides
of the nose have a specific shape, parametric 2D models of the sides of the nose
are introduced. Using this model, each position inside the search area is
evaluated as a possible position of the side of the nose. The positions with the
maximum accumulated value of the luminance gradient at the nose model’s
border are chosen as the sides of the nose.

3D Face Model Adaptation

After facial feature estimation is carried out, the two different face models are
adapted in the second step. Using perspective projection, vertices of the 3D face
models which correspond to the estimated 2D facial features are projected onto
the image plane. By comparing these projections with the estimated 2D facial
features in the image, the scaling and facial animation parameters of the face
models are calculated and the face models are adapted.

Low Complexity 3D Face Model Adaptation

For 3D face model adaptation with low complexity, the face model Candide is
exploited. For complexity reasons, the scaling and facial animation parameters
of Candide will be determined with eye and mouth features only (Zhang, 1998).
The scaling parameters for the face model Candide include the scaling
parameters for the face size, for the eye size and for the lip thickness. Before
determining the scaling parameters, the face model Candide is rotated in such
a way that the head tilts of the face model and of the real face in the image match.

The face size is defined by the distance between both eye middle positions, as
well as the distances between the eye and mouth middle positions of the face
model. The 3D eye and mouth middle positions of the face model are projected
onto the image plane. Comparison of the distances of the eyes and the mouth in
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the image with those of the projections of Candide yields the scaling factors for
the face size. The eye size is defined as the distance between both eye corner
positions. The scaling parameter for the eye size is determined by comparing the
projections of the 3D eye corner positions of the face model onto the image plane
with the estimated 2D eye corner positions. As the scaling parameter for the lip
thickness, displaced vectors of the lip’s vertices of the face model are intro-
duced. The vertices that represent the inside contours of the lips are fixed during
the scaling of the lip thickness. The vertices that describe the outside contours
of the lips are shifted outwards for the scaling of the lip thickness. The eye
opening is defined by the positions of the upper and lower eyelids. The position
of the upper eyelid can be changed by AU

41
 and that of the lower eyelid by AU

7
.

Since the 3D face model has fully opened eyes at the beginning, the eyelids of
the face model are closed down, so that the opening heights of the face model
match the estimated eyelid opening heights in the image plane. The values of
AU

41 
and AU

7 
are calculated by determining the range of the movement of the

eyelids of the face model. The movement of the mouth corners are represented
by AU

8
 and AU

12
. AU

8
 moves the mouth corners inward and AU

12 
moves them

outward. For the determination of these two Action Units’ values, the estimated
mouth corner positions are utilized. The mouth opening is defined by the position
and movement of the upper and lower lips. The position of the upper lip is
determined by AU

10
 and that of the lower lip by AU

16
. For the determination of

these two Action Units’ values, the estimated 2D opening heights of the lips are
used.

High Complexity 3D Face Model Adaptation

For adaptation of the high complexity face model, all estimated facial features
(eyes, mouth, eyebrows, nose, chin and cheek contours) are taken into account.
Using all estimated facial features, scaling and initial facial animation parameters
of the high complexity face model are calculated and used for the face model
adaptation to the individual face. First, orientation, size and position of the face
model are adapted (only eye and mouth middle positions and cheek contours are
used here). Then, the jaw of the face model is rotated. In the next step, the chin
and cheek contour of face model is adapted. Finally, scaling and facial animation
parameters for the rest of the facial features (eyes, mouth, eyebrows, nose) are
determined.

For orientation, the lateral head rotation is adapted first. The quotient of the
distances between eye middle positions and cheek contours on both sides of the
face is introduced as a measure for the lateral head rotation. For adaptation, the
face model is rotated around its vertical axis as long as this quotient measured
in the image plane using the estimated facial features is the same as the quotient
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determined by projecting the face model in the image plane. Then, the head tilt
is adapted. The angle between a line through the eye middle positions and the
horizontal image line is a measure for the head tilt. Using the measured angle in
the image, the tilt of the face model is adapted. After that, the face size is scaled.
The distance between the eye middle positions is used for scaling the face width,
the distance between the center of the eye middle positions and the mouth middle
position for scaling the face height. The next step of face model adaptation is the
adjustment of the jaw rotation. Here, the jaw of the face model is rotated until
the projection of the face model’s mouth opening onto the image plane matches
the estimated mouth opening in the image. For scaling of the chin and cheek
contours, the chin and cheek vertices of the face model are individually shifted
so that their projections match the estimated face contour in the image. In order
to maintain the proportions of a human face, all other vertices of the face model
are shifted, too. The amount of shift is reciprocal to the distance from the vertex
to the face model’s chin and cheek. Finally, scaling and facial animation
parameters for the rest of the facial features (eyes, mouth, eyebrows, and nose)
are calculated by comparing the estimated facial features in the image with
projections of the corresponding features of the face model. For scaling, the
width, thickness and position of the eyebrows, the width of the eyes, the size of
the iris, the width, height and depth of the nose, as well as the lip thickness are
determined. For facial animation, the rotation of the eyelids, the translation of the
irises, as well as facial muscle parameters for the mouth are calculated. These
scaling and facial animation parameters are then used for the adaptation of the
high complexity face model.

Experimental Results

For evaluation of the proposed framework, the head and shoulder video
sequences Akiyo and Miss America with a resolution corresponding to CIF and
a frame rate of 10Hz are used to test its performance.

Estimation of Facial Features

Figure 9 shows some examples of the estimated eye and mouth features over the
original image with the sequence Akiyo and Miss America. For accuracy
evaluation, the true values are manually determined from the natural video
sequences, and the standard deviation between the estimated and the true values
is measured. The estimate error for the pupil positions is 1.2 pel on average and
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for the eye and mouth corner positions is 1.8 pel. The estimate error for lip
thickness and for lip opening heights is 1.5 pel on average, while the error for the
eyelid opening heights amounts to 2.0 pels.

Figure 10 shows some results for the estimation of the other facial features
(eyebrows, nose, chin and cheek contours) of the high complexity mode. The
estimate error for the eyebrows is 2.7 pels on average and for the sides of the
nose is 1.8 pel. The estimate error for chin and cheek contours is 2.7 pels on
average.

Figure 10. Estimated eyebrows, nose, chin and cheek contours (Left:
Akiyo; Right: Miss America). Displayed eye and mouth middle positions are
used for determining search areas for the other facial features.

Figure 9. Estimated 2D eye and mouth models (Left: Akiyo; Right: Miss
America).
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3D Face Model Adaptation

In order to evaluate the achieved accuracy of the face model adaptation
framework, the proposed algorithms are tested with the video sequences Akiyo
and Miss America. Figure 11 shows the adapted face models based on the
estimated eye and mouth features shown in Figure 9 (low complexity mode). It
can be seen that the adapted face model matches the real face in terms of the
eye and mouth features very well. Figure 12 shows the adaptation results for the
high complexity mode where all estimated facial features are used for adapting
the face model. Here, the high complexity face model matches the original face
very well, particularly for the eyebrows, the nose and the face contour.

Figure 11. Adapted 3D face model with low complexity over an original
image based on estimated eye and mouth features (Left: Akiyo; Right: Miss
America).

Figure 12. Adapted 3D face model with high complexity over an original
image based on all estimated facial features (Left: Akiyo; Right: Miss
America).
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Facial Animation

To further demonstrate the effectiveness of the proposed framework, facial
animation is also carried out using the two different face models. Figure 13 shows
the facial animation results with the face model of low complexity. The texture
from the original image (O-1) is mapped onto the face model Candide that has
been adapted onto this real face. According to estimated eye and mouth features,
this face model is then animated. Projecting this animated textured face model

Figure 13. Facial animation using the face model of low complexity: (O- )
Original images; (S- ) Synthesized images.

   (O-1)         (O-2)        (S-2)       (O-3)        (S-3)        (O-4)        (S-4)

Figure 14.  Facial animation using the face model of high complexity:
(O- ) Original images; (S- ) Synthesized images.
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onto the image plane creates the synthetic images (S-) which are shown in Figure
13. It can be seen that the quality of the synthetic faces is sufficient, especially
for smaller changes of the facial expressions compared with the original image
(O-1). For creating a higher quality synthetic face, a more detailed face model
with more triangles is necessary. This high complexity face model is textured
from the original images (O-1) in Figure 14. The synthetic images (S-) from
Figure 14 show the results of animating the high complexity face model. It can
be seen that using the high complexity face model results in a visually more
impressive facial animation, although at the expense of higher processing
complexity.

Conclusions

A framework for automatic 3D face model adaptation has been introduced
which is qualified for applications in the field of visual communication like video
telephony or video conferencing. Two complexity modes have been realized, a
low complexity mode for less powerful devices like a mobile phone and a high
complexity mode for more powerful devices such as PCs. This framework
consists of two parts. In the first part, facial features in images are estimated.
For the low complexity mode, only eye and mouth features are estimated. Here,
parametric 2D models for the eyes, the open mouth and the closed mouth are
introduced and the parameters of these models are estimated. For the high
complexity mode, additional facial features, such as eyebrows, nose, chin and
cheek contours, are estimated. In the second part of the framework, the
estimated facial features from the first part are used for adapting a generic 3D
face model. For the low complexity mode, the 3D face model Candide is used,
which is adapted using the eye and mouth features only. For the high complexity
mode a more detailed 3D face model is used, which is adapted by using all
estimated facial features. Experiments have been carried out evaluating the
different parts of the face model adaptation framework. The standard deviation
of the 2D estimation error is lower than 2.0 pel for the eye and mouth features
and 2.7 pel for all facial features. Tests with natural videophone sequences show
that an automatic 3D face model adaptation is possible with both complexity
modes. Using the high complexity mode, a better synthesis quality of the facial
animation is achieved, with the disadvantage of higher computational load.
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Endnote

* This work has been carried out at the Institut für Theoretische
Nachrichtentechnik und Informationsverarbeitung, University of Hannover,
Germany.
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Abstract

This chapter presents a unified framework for machine-learning-based facial
deformation modeling, analysis and synthesis. It enables flexible, robust face
motion analysis and natural synthesis, based on a compact face motion
model learned from motion capture data. This model, called Motion Units
(MUs), captures the characteristics of real facial motion. The MU space
can be used to constrain noisy low-level motion estimation for robust facial
motion analysis. For synthesis, a face model can be deformed by adjusting
the weights of MUs. The weights can also be used as visual features to learn
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audio-to-visual mapping using neural networks for real-time, speech-
driven, 3D face animation. Moreover, the framework includes parts-based
MUs because of the local facial motion and an interpolation scheme to
adapt MUs to arbitrary face geometry and mesh topology. Experiments
show we can achieve natural face animation and robust non-rigid face
tracking in our framework.

Introduction

A synthetic human face provides an effective solution for delivering and
visualizing information related to the human face. A realistic, talking face is
useful for many applications: visual telecommunication (Aizawa & Huang,
1995), virtual environments (Leung et al., 2000), and synthetic agents (Pandzic,
Ostermann & Millen, 1999).

One of the key issues of 3D face analysis (tracking and recognition) and
synthesis (animation) is to model both temporal and spatial facial deformation.
Traditionally, spatial face deformation is controlled by certain facial deformation
control models and the dynamics of the control models define the temporal
deformation. However, facial deformation is complex and often includes subtle
expressional variations. Furthermore, people are very sensitive to facial appear-
ance. Therefore, traditional models usually require extensive manual adjustment
for plausible animation. Recently, the advance of motion capture techniques has
sparked data-driven methods (e.g., Guenter et al., 1998). These techniques
achieve realistic animation by using real face motion data to drive 3D face
animation. However, the basic data-driven methods are inherently cumbersome
because they require a large amount of data for producing each animation.
Besides, it is difficult to use them for facial motion analysis.

More recently, machine learning techniques have been used to learn compact
and flexible face deformation models from motion capture data. The learned
models have been shown to be useful for realistic face motion synthesis and
efficient face motion analysis. In order to allow machine-learning-based ap-
proaches to address the problems of facial deformation, analysis and synthesis
in a systematic way, a unified framework is demanded. The unified framework
needs to address the following problems: (1) how to learn a compact model from
motion capture data for 3D face deformation; and (2) how to use the model for
robust facial motion analysis and flexible animation.

In this chapter, we present a unified machine-learning-based framework on
facial deformation modeling, facial motion analysis and synthesis. The frame-
work is illustrated in Figure 1. In this framework, we first learn from extensive
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3D facial motion capture data a compact set of Motion Units (MUs), which are
chosen as the quantitative visual representation of facial deformation. Then,
arbitrary facial deformation can be approximated by a linear combination of
MUs, weighted by coefficients called Motion Unit Parameters (MUPs). Based
on facial feature points and a Radial Basis Function (RBF) based interpolation,
the MUs can be adapted to new face geometry and different face mesh topology.
MU representation is used in both facial motion analysis and synthesis. Within
the framework, face animation is done by adjusting the MUPs. For facial motion
tracking, the linear space spanned by MUs is used to constrain low-level 2D
motion estimation. As a result, more robust tracking can be achieved. We also
utilize MUs to learn the correlation between speech and facial motion. A real-
time audio-to-visual mapping is learned using an Artificial Neural Network
(ANN) from an audio-visual database. Experimental results show that our
framework achieved natural face animation and robust non-rigid tracking.

Figure 1. The machine learning based framework for facial deformation
modeling, facial motion analysis and synthesis.
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Background

Facial Deformation Modeling

A good survey of facial deformation modeling for animation can be found in
Parke & Waters (1996). Representative 3D spatial facial deformation models
include free-form interpolation models, parameterized models, physics-based
models and, more recently, machine-learning-based models. Free-form interpo-
lation models define a set of points as control points and then use the displace-
ment of control points to interpolate the movements of any facial surface points.
Popular interpolation functions include: affine functions (Hong, Wen & Huang,
2001), Splines, radial basis functions, and others. Parameterized models (such as
Parke’s model (Parke, 1974) and its descendants) use facial-feature-based
parameters for customized interpolation functions. Physics-based muscle mod-
els (Waters, 1987) use dynamics equations to model facial muscles. The face
deformation can then be determined by solving those equations. Because of the
high complexity of natural facial motion, these models usually need extensive
manual adjustments to achieve realistic facial deformation. To approximate the
space of facial deformation using simpler units, some have proposed linear
subspaces based on Facial Action Coding System (FACS) (Essa & Pentland,
1997; Tao, 1998). FACS (Ekman & Friesen, 1977) describes arbitrary facial
deformation as a combination of Action Units (AUs) of a face. Because AUs
are only defined qualitatively without temporal information, they are usually
manually customized for computation. Recently, it is possible to collect large
amounts of real human motion data. Thus, people turn to apply machine learning
techniques to learn the model from the data (Kshirsagar, Molet & Thalmann,
2001; Hong, Wen & Huang, 2002; Reveret & Essa, 2001).

To model temporal facial deformation, some have used simple interpolation
schemes (Waters & Levergood, 1993) or customized co-articulation functions
(Pelachaud, Badler & Steedman 1991; Massaro, 1998) to model the temporal
trajectory between given key shapes. Physics-based methods solve dynamics
equations for these trajectories. Recently, Hidden Markov Models (HMM)
trained from motion capture data are shown to be useful to capture the dynamics
of natural facial deformation (Brand, 1999).

Facial Motion Analysis

Analysis of human facial motion is the key component for many applications,
such as model-based, very low-bit-rate video coding for visual telecommunica-
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tion (Aizawa & Huang, 1995), audio-visual speech recognition (Stork & Hennecke,
1996), and expression recognition (Cohen et al., 2002). Simple approaches only
utilize low-level image features (Goto, Kshirsagar & Thalmann, 2001). How-
ever, it is not robust enough to use low-level image features alone because the
error will be accumulated. High-level knowledge of facial deformation must be
used to handle the error accumulation problem by imposing constraints on the
possible deformed facial shapes. For 3D facial motion tracking, people have used
various 3D deformable model spaces, such as a 3D parametric model (DeCarlo,
1998), MPEG-4 FAP-based B-Spline surface (Eisert, Wiegand & Girod, 2000)
and FACS-based models (Tao, 1998). These models, however, are usually
manually defined, which cannot capture the real motion characteristics of facial
features well. Therefore, some researchers have recently proposed to train
facial motion subspace models from real facial motion data (Basu, Oliver &
Pentland, 1999; Reveret & Essa, 2001).

Facial Motion Synthesis

Based on spatial and temporal modeling of facial deformation, facial motion is
usually synthesized according to semantic input, such as text script (Waters &
Levergood, 1993), actor performance (Guenter et al., 1998), or speech (Brand,
1999; Morishima & Harashima, 1991). In this chapter, we focus on real-time
speech face animation.

A synthetic talking face is useful for multi-modal human computer interaction,
such as e-commerce (Pandzic, Ostermann & Millen, 1999) and computer-aided
education (Cole et al., 1999). To generate facial shapes directly from audio, the
core issue is the audio-to-visual mapping that converts the audio information into
the visual information about facial shapes. HMM-based methods (Brand, 1999)
utilize long-term contextual information to generate a smooth facial deformation
trajectory. However, they can only be used in off-line scenarios. For real-time
mapping, people have proposed various methods such as: Vector Quantization
(VQ) (Morishima & Harashima, 1991), Gaussian mixture model (GMM) (Rao
& Chen, 1996) and Artificial Neural Network (ANN) (Morishima & Harashima,
1991; Goto, Kshirsagar &  Thalmann, 2001). To use short-time contextual
information for a smoother result, others have proposed to use a concatenated
audio feature over a short time window (Massaro et al., 1999) or to use time-
delay neural network (TDNN) (Lavagetto, 1995).
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Machine Learning Techniques for Facial Deformation
Modeling, Analysis and Synthesis

Artificial Neural Network (ANN) is a powerful tool to approximate functions.
It has been used to approximate the functional relationship between motion
capture data and the parameters of pre-defined facial deformation models
(Morishima, Ishikawa & Terzopoulos, 1998). This helps to automate the con-
struction of a physics-based face muscle model. Moreover, ANN has been used
to learn the correlation between facial deformation and other related signals,
such as speech (Morishima & Harashima, 1991; Lavagetto, 1995; Massaro et al.,
1999).

Because facial deformation is complex, yet structured, Principal Component
Analysis (PCA) (Jolliffe, 1986) has been applied to learn a low-dimensional
linear subspace representation of 3D face deformation (Kshirsagar, Molet &
Thalmann, 2001; Reveret & Essa, 2001). Then, arbitrary complex face deforma-
tion can be approximated by a linear combination of just a few basis vectors.
Moreover, the low-dimensional linear subspace can be used to constrain noisy
low-level motion estimation to achieve more robust 3D facial motion analysis
(Reveret & Essa, 2001).

The dynamics of facial motion is complex, so it is difficult to model with analytic
equations. A data-driven model, such as the Hidden Markov Model (HMM)
(Rabiner, 1989), provides an effective alternative. One example is “voice
puppetry” (Brand, 1999), where an HMM trained by entropy minimization is used
to learn a dynamic model of facial motion during speech.

Learning 3D Face Deformation Model

In this section, we introduce the methods for a learning 3D face deformation
model in our framework. 3D face deformation model describes the spatial and
temporal deformation of 3D facial surface. Efficient and effective facial motion
analysis and synthesis requires a compact, yet powerful, model to capture real
facial motion characteristics. For this purpose, analysis of real facial motion data
is needed because of the high complexity of human facial motion.

In this section, we first introduce the motion capture database we used. Then,
we present our methods for learning holistic and parts-based spatial facial
deformation models, respectively. Next, we describe how we adapt the learned
models to arbitrary face mesh. Finally, we describe the temporal facial deforma-
tion modeling. The face models used for MU-based animation are generated by
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“iFACE,” a face modeling and animation system developed in Hong, Wen &
Huang (2001). iFACE is illustrated in Figure 2.

The Motion Capture Database

We use motion capture data from Guenter et al. (1998). The database records
the 3D facial movements of talking subjects, as well as synchronous audio
tracks. The facial motion is captured at the 3D positions of the markers on the
faces of subjects. The motion capture data used 153 markers. Figure 3 shows
an example of the markers. For the purpose of better visualization, we build a
mesh based on those markers, illustrated by Figure 3 (b) and (c).

(a) (b) (c) 

Figure 2. (a) The generic model in iFACE; (b) A personalized face model
based on the cyberware scanner data; (c) The feature points defined on
generic model for MU adaptation.

 

(a) (b) (c) 

Figure 3. The markers. (a) The markers shown as small white dots; (b) and
(c) The mesh is shown in two different viewpoints.
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Learning Holistic Linear Subspace

To make complex facial deformation tractable in computational models, re-
searchers have usually assumed that any facial deformation can be approxi-
mated by a linear combination of basic deformation. In our framework, we make
the same assumption and try to find optimal bases. We call these bases Motion

Units (MUs). Using MUs, a facial shape s
�

 can be represented by

)( 0
1

0 eecss
M

i
ii

���� ++= ∑
=

(1)

where 0s
�

 denotes the facial shape without deformation, 0e
�

 is the mean facial

deformation, { 0e
�

, 1e
�

, ..., Me
�

} is the MU set, and { 0c , 1c , …, Mc } is the MU
parameter (MUP) set.

PCA (Jolliffe, 1986) is applied to learning MUs from the facial deformation of
the database. The mean facial deformation and the first seven eigenvectors are
selected as the MUs. The MUs correspond to the largest seven eigenvalues that
capture 93.2% of the facial deformation variance. The first four MUs are
visualized by an animated face model in Figure 4. The top row images are the
frontal views of the faces and the bottom row images are side views. The first
face is the neutral face, corresponding to 0s

�

. The remaining faces are deformed
by the first four MUs scaled by a constant (from left to right). The method for

 

Figure 4. The neutral and deformed faces corresponding to the first four
MUs. The top row is the frontal view and the bottom row is the side view.
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visualizing MUs is described in the subsection “MU adaptation.” Any arbitrary
facial deformation can be approximated by a linear combination of the MUs,
weighted by the MUPs.

Learning Parts-Based Linear Subspace

It is well known that the facial motion is localized, which makes it possible to
decompose the complex facial motion into parts. The decomposition helps
reduce the complexity in deformation modeling and improves the analysis’
robustness and the synthesis’ flexibility. The decomposition can be done
manually based on the prior knowledge of facial muscle distribution (Tao, 1998).
However, it may not be optimal for the linear model used because of the high
nonlinearity of facial motion. Parts-based learning techniques provide a way to
help design parts-based facial deformation models, which can better approxi-
mate real, local facial motion. Recently, Non-negative Matrix Factorization
(NMF) (Lee & Seung, 1999), a technique for learning localized representation
of data samples, has been shown to be able to learn basis images that resemble
parts of faces. In learning the basis of subspace, NMF imposes non-negativity
constraints, which is compatible to the intuitive notion of combining parts to form
a whole in a non-subtractive way.

In our framework, we present a parts-based face deformation model. In the
model, each part corresponds to a facial region where facial motion is mostly
generated by local muscles. The motion of each part is modeled by PCA. Then,
the overall facial deformation is approximated by summing up the deformation
in each part:
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where 0sss
��� −=∆  is the deformation of the facial shape. N is the number of

parts. We call this representation parts-based MU, where the j-th part has its

MU set { je0

�

, je1

�

, ..., Mje
�

}, and MUP set { jc0 , jc1 , …, Mjc }.

To decompose facial motion into parts, we propose an NMF-based method. In
this method, we randomly initialize the decomposition. Then, we use NMF to
reduce the linear decomposition error to a local minimum. We impose the non-
negativity constraint in the linear combination of the facial motion energy. Figure
5(a) shows some parts derived by NMF. Adjacent different parts are shown in
different colors that are overlayed on the face model. We then use prior
knowledge about facial muscle distribution to refine the learned parts. The parts
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can thus be: (1) more related to meaningful facial muscle distribution; and (2) less
biased by individuality in the motion capture data and, thus, more easily
generalized to different faces. We start with an image of human facial muscle,
illustrated in Figure 5(b) (Facial muscle image, 2002). Next, we align it with our
generic face model via image warping, based on facial feature points illustrated
in Figure 2(c). The aligned facial muscle image is shown in Figure 5(c). Then,
we overlay the learned parts on facial muscle distribution (Figure 5(d)) and
interactively adjust the learned parts such that different parts correspond to
different muscles. The final parts are shown in Figure 5(e).

The learned parts-based MUs give more flexibility in local facial deformation
analysis and synthesis. Figure 6 shows some local deformation in the lower lips,
each of which is induced by one of the learned parts-based MUs. These locally
deformed shapes are difficult to approximate using holistic MUs. For each local
deformation shown in Figure 6, more than 100 holistic MUs are needed to
achieve 90% reconstruction accuracy. That means, although some local defor-
mation is induced by only one parts-based MU, more than 100 holistic MUs may
be needed in order to achieve good analysis and synthesis quality. Therefore, we
can have more flexibility in using parts-based MUs. For example, if we are only
interested in lip motion, we only need to learn parts-based MUs from lip motion
data. In face animation, people often want to animate local regions separately.
This task can be easily achieved by adjusting the MUPs of parts-based MUs
separately. In face tracking, people may use parts-based MUs to track only the
region of their interests (e.g., the lips). Furthermore, tracking using parts-based
MUs is more robust because local error will not affect distant regions.

 

(a) (b) (c) (d) (e) 

Figure 5. (a) NMF learned parts overlayed on the generic face model; (b)
The facial muscle distribution; (c) The aligned facial muscle distribution;
(d) The parts overlayed on muscle distribution; (e) The final parts.
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MU Adaptation

The learned MUs are based on the motion capture data of particular subjects.
To use the MUs for other people, they need to be fitted to the new face geometry.
Moreover, the MUs only sample the facial surface motion at the position of the
markers. The movements at other places need to be interpolated. In our
framework, we call this process “MU adaptation.”

Interpolation-based techniques for re-targeting animation to new models, such as
Noh & Neumann (2001), could be used for MU adaptation. Under more
principled guidelines, we design our MU adaptation as a two-step process: (1)
face geometry based MU-fitting; and (2) MU re-sampling. These two steps can
be improved in a systematic way if enough MU sets are collected. For example,
if MU statistics over a large set of different face geometries are available, one
can systematically derive the geometry-to-MU mapping using machine-learning
techniques. On the other hand, if multiple MU sets are available which sample
different positions of the same face, it is possible to combine them to increase the
spatial resolution of MU because markers in MU are usually sparser than face
geometry mesh.

The first step, called “MU fitting,” fits MUs to a face model with different
geometry. We assume that the corresponding positions of the two faces have the
same motion characteristics. Then, the “MU fitting” is done by moving the
markers of the learned MUs to their corresponding positions on the new face.
We interactively build the correspondence of facial feature points shown in
Figure 2(c) via a GUI. Then, warping is used to interpolate the remaining
correspondence.

 

Figure 6. Three lower lip shapes deformed by three of the lower lip parts-
based MUs respectively. The top row is the frontal view and the bottom row
is the side view.
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The second step is to derive movements of facial surface points that are not
sampled by markers in MUs. We use the radial basis interpolation function. The
family of radial basis functions (RBF) is widely used in face animation (Guenter
et al., 1998; Marschner, Guenter & Raghupathy, 2000; Noh & Neumann, 2001).
Using RBF, the displacement of a certain vertex iv

�

 is of the form

∑
=

∆−=∆
N

j
jjiiji ppvhwv

1

)(
����

(2)

where jp
�

, (j = 1,..., N) is the coordinate of a marker, and jp
�∆  is its displacement.

h  is a radial basis kernel function, and w
ij
 are the weights. h and w

ij 
need to be

carefully designed to ensure the interpolation quality. For facial deformation, the
muscle influence region is local. Thus, we choose a cut-off region for each
vertex. We set the weights to be zero for markers that are outside of the cut-off
region, i.e., they are too far away to influence the vertex. In our current system,
the local influence region for the i-th vertex is heuristically assigned as a circle,
with the radius r

i
 as the average of the distances to its two nearest neighbors.

Similar to Marschner, Guenter & Raghupathy (2000), we choose the radial basis

kernel to be 2)cos(1()( irxxh ⋅+= π , where ji pvx
�� −= . We choose ijw  to be

a normalization factor such that 1)(
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. The lips and eye lids are

two special cases for this RBF interpolation, because the motions of the upper
parts of them are not correlated with the motions of the lower parts. To address
this problem, we add “upper” or “lower” tags to vertices and markers near the
mouth and eyes. Markers do not influence vertices with different tags. These
RBF weights need to be computed only once for one set of marker positions. The
weights are stored in a matrix, which is sparse because marker influence is local.
During synthesis, the movement of mesh vertices can be computed by one
multiplication of the sparse RBF matrix based on equation (2). Thus, the
interpolation is fast.

Temporal Facial Deformation

Temporal facial deformation model describes temporal variation of facial
deformation given constraints (e.g., key shapes) at certain time instances. For
compactness and usability, we propose to use an HMM-based model trained by
a standard HMM training algorithm, which employs only a few HMM states for



Learning 3D Face Deformation Model   329

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

modeling key facial shapes. In order to get a smooth trajectory once a state
sequence is found, we use NURBS (Nonuniform Rational B-splines) interpola-
tion. The NURBS trajectory is defined as:
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where p is the order of the NURBS, N
i,p 

is the basis function, P
i 
is the control point

of the NURBS, and iw  is the weight of P
i
. We use p = 2. The HMM states (key

facial shapes) are used as control points, which we assume to have Gaussian
distributions. We set the weight of each control point such that the trajectory has
a higher likelihood. Intuitively, it can be achieved in a way that states with small
variance pull the trajectory towards them, while states with larger variance allow

the trajectory to stay away from them. Therefore, we set the weights to be

))((1 ii nw
�σ= , where in

�

 is the trajectory normal vector that also passes P
i
,
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�σ  is the variance of the Gaussian distribution in in

�

 direction. In practice, we

approximate in
�

 by normal vector 'in
�

 of line segment 11 +− ii PP  (see 31PP  in Figure

7(a)). Compared to Brand (1999), the smooth trajectory obtained is less optimal
in terms of maximum likelihood. But, it is fast and robust, especially when the
number of states is small. It is also a natural extension of the traditional key-
frame-based spline interpolation scheme, which is easy to implement. Figure 7
shows a synthetic example comparing conventional NURBS and our statistically
weighted NURBS. The green dots are samples of facial shapes. The red dashed
line connects centers of the states. The blue solid line is the generated facial
deformation trajectory. In Figure 7(b), the trajectory is pulled towards the states
with smaller variance, thus they have a higher likelihood than trajectory in Figure
7(a).

 
(a) (b) 

Figure 7. (a) Conventional NURBS; (b) Statistically weighted NURBS
interpolation.
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We use the motion capture sequence to train the model. Thirty states are used
in the experiment. Each state is observed via MUPs, which are modeled using
a Gaussian model. We assume the covariance matrices of the states to be
diagonal in training. The centers of the trained states are used as key shapes (i.e.,
control points) for the NURBS interpolation scheme. The interpolation-based
temporal model is used in the key-frame-based face animation, such as text-
driven animation in iFACE.

Model-Based Facial Motion Analysis

In this section, we describe model-based facial motion analysis. In the existing
3D non-rigid face tracking algorithm using 3D facial deformation model, the
subspace spanned by the Action Units (AUs) is used as the constraints of low-
level image motion. Similar to MUs, AUs are defined in such a way that arbitrary
facial deformation is approximated by a linear combination of AUs. However,
the AUs are usually manually designed. For these approaches, our automatically
learned MUs can be used in place of the manually designed AUs. In this way,
extensive manual intervention can be avoided and natural facial deformation can
be approximated better.

We choose to use the learned MUs in the 3D non-rigid face tracking system
proposed in Tao (1998) because it has been shown to be robust and real-time.
The facial motion observed in an image plane can be represented by

))( 0 TPV
���

++ LM(R (3)

where M is the projection matrix, 0V
�

 is the neutral face, P
�

L  defines the non-rigid

deformation, R is the 3D rotation decided by three rotation angles
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can be derived (see details in Tao (1998)). The system estimates DV2̂d  using

template-matching-based optical flow. The linear system is solved using the least
squares method. A multi-resolution framework is used for efficiency and
robustness.

In the original system,  is manually designed using Bezier volume and represented
by the displacements of vertices of face surface mesh. To derive L from the
learned MUs, the “MU adaptation” process described earlier is used. In the
current system, we use the holistic MUs. Parts-based MUs could be used if a
certain local region is the focus of interest, such as the lips in lip-reading. The
system is implemented to run on a 2.2 GHz Pentium 4 processor with 2GB
memory. The image size of the input video is 640 × 480. The system works at
14 Hz for non-rigid face tracking. The tracking results, i.e., the coefficients of

MUs, R and T
�

 can be directly used to animated face models. Figure 8 shows
some typical frames that were tracked, along with the animated face model to

 

(a) 

(b) 

(c) 

(d) 

Figure 8. Typical tracked frames and corresponding animated face models.
(a) The input frames; (b) The tracking results visualized by yellow mesh; (c)
The front views of the face model animated using tracking results; (d) The
side views of the face model animated using tracking results. In each row,
the first image corresponds to neutral face.
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visualize the results. It can be observed that compared with the neutral face (the
first column images), the mouth opening (the second column), subtle mouth
rounding and mouth protruding (the third and fourth columns) are captured in the
tracking results visualized by the animated face model. Because the motion units
are learned from real facial motion data, the facial animation synthesized using
tracking results looks more natural than that using handcrafted action units in Tao
(1998).

The tracking algorithm can be used in model-based face video coding (Tu et al.,
2003). We track and encode the face area using model-based coding. To encode
the residual in the face area and the background for which a priori knowledge
is not generally available, we use traditional waveform-based coding method
H.26L. This hybrid approach improves the robustness of the model-based
method at the expense of increasing bit-rate. Eisert, Wiegand & Girod (2000)
proposed a similar hybrid coding technique using a different model-based 3D
facial motion tracking approach. We capture and code videos of 352 × 240 at
30Hz. At the same low bit-rate (18 kbits/s), we compare this hybrid coding with
H.26L JM 4.2 reference software. Figure 9 shows three snapshots of a video
with 147 frames. The PSNR around the facial area for hybrid coding is 2dB
higher than H.26L. Moreover, the hybrid coding results have much higher visual
quality. Because our tracking system works in real-time, it could be used in a
real-time low-bit-rate video-phone application. Furthermore, the tracking results

 

Figure 9. (a) The synthesized face motion; (b) The reconstructed video
frame with synthesized face motion; (c) The reconstructed video frame
using H.26L codec.
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can used to extract visual features for audio-visual speech recognition and
emotion recognition (Cohen et al., 2002). In medical applications related to facial
motion disorder, such as facial paralysis, visual cues are important for both
diagnosis and treatment. Therefore, the facial motion analysis method can be
used as a diagnostic tool such as in Wachtman et al. (2001). Compared to other
3D non-rigid facial motion tracking approaches using a single camera, the
features of our tracking system include: (1) the deformation space is learned
automatically from data such that it avoids manual adjustments; (2) it is real-time
so that it can be used in real-time applications; and (3) it is able to recover from
temporary loss of tracking by incorporating a template-matching-based face
detection module.

Real-Time Speech-Driven 3D Face
Animation

In this section, we present the real-time speech-driven 3D face animation
algorithm in our 3D face analysis and synthesis framework. We use the facial
motion capture database used for learning MUs along with its audio track for
learning audio-to-visual mapping. For each 33 ms window, we calculate the
holistic MUPs as the visual features and 12 Mel-frequency cepstrum coeffi-
cients (MFCCs) (Rabiner & Juang, 1993) as the audio features. To include
contextual information, the audio feature vectors of frames t-3, t-2, t-1, t, t+1,
t+2, and t+3, are concatenated as the final audio feature vector of frame t.

The training audio-visual data is divided into 21 groups based on the audio feature
of each data sample. The number 21 is decided heuristically based on audio
feature distribution of the training database. One of the groups corresponds to
silence. The other 20 groups are automatic generated using the k-means
algorithm. Then, the audio features of each group are modeled by a Gaussian
model. After that, a three-layer perceptron is trained to map the audio features
to the visual features using each audio-visual data group. At the estimation phase,
we first classify an audio vector into one of the audio feature groups whose
Gaussian model gives the highest score for the audio feature vector. We then
select the corresponding neural network to map the audio feature vector to
MUPs, which can be used in equation (1) to synthesize the facial shape. A
method using triangular average window is used to smooth the jerky mapping
results. For each group, 80% of the data is randomly selected for training and
20% for testing. The maximum and minimum number of the hidden neurons is 10
and 4, respectively. A typical estimation result is shown in Figure 10. The
horizontal axes in the figure represent time. The vertical axes represent the
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magnitude of the MUPs. The solid red trajectory is the original MUPs, and the
dashed blue trajectory is the estimation results.

We reconstruct the facial deformation using the estimated MUPs. For both the
ground truth and the estimated results, we divide the deformation of each marker
by its maximum absolute displacement in the ground truth data. To evaluate the
performance, we calculate the Pearson product-moment correlation coefficients
(R) and the mean square error (MSE) using the normalized deformations. The
Pearson product-moment correlation ( 0.10.0 ≤≤ R ) measures how good the
global match is between the shapes of two signal sequences. A large coefficient
means a good match. The Pearson product-moment correlation coefficient R

between the ground truth { nd
�

} and the estimated data { 'nd
�

} is calculated by
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� =µ . In our experiment, R = 0.952 and MSE =

0.0069 for training data and R = 0.946 and MSE = 0.0075 for testing data.

Figure 10. Compare the estimated MUPs with the original MUPs. The
content of the corresponding speech track is “A bird flew on lighthearted
wing.”
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The whole animation procedure contains three steps. First, we extract audio
features from the input speech. Then, we use the trained neural networks to map
the audio features to the visual features (i.e., MUPs). Finally, we use the
estimated MUPs to animate a personalized 3D face model in iFACE. Figure 11
shows a typical animation sequence for the sentence in Figure 10.

Our real-time speech-driven animation can be used in real-time two-way
communication scenarios such as video-phone and virtual environments (Leung
et al., 2000). On the other hand, existing off-line speech-driven animation, e.g.,
Brand (1999), can be used in one-way communication scenarios, such as
broadcasting and advertising. Our approach deals with the mapping of both
vowels and consonants, thus it is more accurate than real-time approaches with
only vowel-mapping (Morishima & Harashima, 1991; Goto, Kshirsagar &
Thalmann, 2001). Compared to real-time approaches using only one neural
network for all audio features (Massaro et al., 1999; Lavagetto, 1995), our local
ANN mapping (i.e., one neural network for each audio feature cluster) is more
efficient because each ANN is much simpler. Therefore, it can be trained with
much less effort for a certain set of training data. More generally, speech-driven
animation can be used in speech and language education (Cole et al., 1999), as
a speech understanding aid for noisy environments and hard-of-hearing people
and as a rehabilitation tool for facial motion disorders.

Human Emotion Perception Study

The synthetic talking face can be evaluated by human perception study. Here,
we describe our experiments which compare the influence of the synthetic
talking face on human emotion perception with that of the real face. We did
similar experiments for 2D MU-based speech-driven animation (Hong, Wen &

Figure 11. Typical animation frames. Temporal order: from left to right;
from top to bottom.
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Huang, 2002). We videotape a subject who is asked to calmly read three
sentences with three different facial expressions: (1) neutral, (2) smile, and (3)
sad, respectively. The 3 sentences are: (1) “It is normal,” (2) “It is good,” and
(3) “It is bad.” The associated information is: (1) neutral, (2) positive, and (3)
negative. The audio tracks are used to generate three sets of face animation
sequences. All three audio tracks are used in each set of animation sequences.
The three sets are generated with a neutral expression, smiling, and sad,
respectively. The facial deformation due to speech and expression is linearly
combined in our experiments. Sixteen untrained human subjects, who never used
our system before, participate in the experiments.

The first experiment investigates human emotion perception based on either the
visual-only or audio-only stimuli. The subjects are first asked to infer their
emotional states based on the animation sequences without audio. The emotion
inference results in terms of the number of the subjects are shown in Table 1.
As shown, the effectiveness of the synthetic talking face is comparable with that
of the real face. The subjects are then asked to listen to the audio and decide the
emotional state of the speaker. Note that the audio tracks are produced without
emotions. The results in terms of the number of the subjects are shown in Table 1.

Facial Expression Audio 
Neutral Smile Sad  
S R S R S R 

1 2 3 

Neutral 16 16 4 3 2 0 16 6 7 
Happy 0 0 12 13 0 0 0 10 0 Emotion 

Sad 0 0 0 0 14 16 0 0 9 

Table 1. Emotion inference based on visual only or audio only stimuli. “S”
column: Synthetic face; “R” column: Real face.

Facial Expression 
Smile Sad  

S R S R 
Same 15 16 16 16 Audio-visual 

relation Opposite 2 3 10 12 

Table 2. Emotion inference results agreed with facial expressions. The
inference is based on both audio and visual stimuli. “S” column: Synthetic
face; “R” column: Real face.
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The second and third experiments are designed to compare the influence of a
synthetic face on bimodal human emotion perception and that of the real face.
In the second experiment, the subjects are asked to infer the emotional state
while observing the synthetic talking face and listening to the audio tracks. The
third experiment is the same as the second one except that the subjects observe
the real face, instead. In each of the experiments, the audio-visual stimuli are
presented in two groups. In the first group, audio content and visual information
represent the same kind of information (e.g., positive text with smiling expres-
sion). In the second group, the relationship is the opposite. The results are
combined in Table 2.

We can see the face movements and the content of the audio tracks jointly
influence the decisions of the subjects. If the audio content and the facial
expressions represent the same kind of information, the human perception of the
information is enhanced. For example, when the associated facial expression of
the positive-text-content audio track is smiling, nearly all subjects say that the
emotional state is happy (see Table 2). The numbers of the subjects who perceive
a happy emotional state are higher than those using only one stimulus alone (see
Table 1). However, it confuses human subjects if the facial expressions and the
audio tracks represent opposite information. An example is shown in the fifth and
sixth columns of Table 2. The audio content conveys positive information, while
the facial expression is sad. Ten subjects report sad emotion if the synthetic
talking face with a sad expression is shown. The number increases to 12 if the
real face is used. This difference shows that the subjects tend to trust the real
face more than the synthetic face when the visual information conflicts with the
audio information. Overall, the experiments show that our real-time, speech-
driven synthetic talking face successfully affects human emotion perception.
The effectiveness of the synthetic face is comparable with that of the real face,
even though it is slightly weaker.

Conclusions

This chapter presents a unified framework for learning compact facial deforma-
tion models from data and applying the models to facial motion analysis and
synthesis. This framework uses a 3D facial motion capture database to learn
compact holistic and parts-based facial deformation models called MUs. The
MUs are used to approximate arbitrary facial deformation. The learned models
are used in robust 3D facial motion analysis and real-time, speech-driven face
animation. The experiments demonstrate that robust non-rigid face tracking and
flexible, natural face animation can be achieved based on the learned models. In
the future, we plan to investigate systematic ways of adapting learned models for
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new people, capturing appearance variations along with geometric deformation
in motion capture data for subtle, yet perceptually important, facial deformation.
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Abstract

This chapter presents a number of promising applications and provides an
overview of recent developments and techniques in the area of analysis and
synthesis techniques for the human body. The ability to model and to
recognize humans and their activities by vision is key for a machine to
interact intelligently and effortlessly with a human inhabited environment.
The chapter analyzes the current techniques and technologies available for
hand and body modeling and animation and presents recent results of
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synthesis and analysis techniques for the human body reported by R&D
projects worldwide. Technical details are provided for each R&D project
and the results are discussed and evaluated.

Introduction

Humans are the most commonly seen moving objects in one’s daily life. The
ability to model and to recognize humans and their activities by vision is key for
a machine to interact intelligently and effortlessly with a human inhabited
environment. Because of many potentially important applications, examining
human body behavior is currently one of the most active application domains in
computer vision. This survey identifies a number of promising applications and
provides an overview of recent developments in this domain (Hillis, 2002).

Hand and body modeling and animation is still an open issue in the computer
vision area. Various approaches to estimate hand gestures and body posture or
motion from video images have been previously proposed (Rehg & Kanade,
1994; Lien & Huang, 1998; Zaharia, Preda & Preteux, 1999). Most of these
techniques rely on 2-D or 3-D models (Saito, Watanabe & Ozawa, 1999; Tian,
Kanade & Cohn, 2000; Gavrila & Davies, 1996; Wren, Azarbayejani, Darell &
Pentland, 1997) to compactly describe the degrees of freedom of hand and body
motion that has to be estimated. Most techniques use as input an intensity/color
image provided by a camera and rely on the detection of skin color to detect
useful features and to identify each body part in the image (Wren, Azarbayejani,
Darell & Pentland, 1997). In addition, the issue of hand and body modeling and
animation has been addressed by the Synthetic/Natural Hybrid Coding (SNHC)
subgroup of the MPEG-4 standardization group to be described in more detail in
the following.

In Sullivan & Carlsson (2002), view-based activity recognition serves as an input
to a human body location tracker with the ultimate goal of 3D reanimation. The
authors demonstrate that specific human actions can be detected from single
frame postures in a video sequence. By recognizing the image of a person’s
posture as corresponding to a particular key frame from a set of stored key
frames, it is possible to map body locations from the key frames to actual frames
using a shape-matching algorithm. The algorithm is based on qualitative similarity
that computes point-to-point correspondence between shapes, together with
information about appearance.

In Sidenbladh, Black & Sigal (2002), a probabilistic approach is proposed to
address the problem of 3D human motion modeling for synthesis and tracking.
High dimensionality and non-linearity of human body movement modeling is
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avoided by representing the posterior distribution non-parametrically. Authors
Bobick & Davis (2001) introduced a real-time human activity recognition
method, which was tested on aerobic exercises. This method is based on a two-
component image representation of motion, the Motion Energy Image, MEI, a
binary image, which displays where motion has occurred during the movement
of the person, and the Motion History Image, MHI, a scalar image, which
indicates the temporal history of motion. MEI and MHI temporal templates are
then matched to store instances of views of known actions.

Recently, in Sminchisescu & Triggs (2001), 3D human motion tracking from
monocular image sequences is achieved by fitting a 3D human body model,
consisting of tampered superellipsoids, on image features (edges and motion
attributes) by means of an iterative cost function optimization scheme. Also,
Plänkers & Fua (2001) present a framework that retains an articulated structure
represented by sticks, but replace the simple geometric primitives by soft objects.
This results in a realistic model where body parts such as the chest, abdomen or
biceps muscles are well modeled.

The main objective of the chapter is to present and analyze the results of
synthesis and analysis techniques for the human body reported by R&D projects
worldwide. Human body synthesis and analysis is a very important research area
with a large number of industrial applications. The examined technological area
has produced impressive research results, which, in many cases, have emerged
as successful consumer applications, especially in the media and film-making
markets. The annual SIGGRAPH Conference is an excellent focal point to
monitor scientific results and their use in several pilot applications. The elimina-
tion of hidden lines in wire-frame renderings, texture mapping, ray-traced
images, animation and expression methodologies are only a few milestones
during recent years in the quest to capture reality. The chapter aims to
demonstrate the incorporation of recent and innovative techniques in human
body modeling, animation and transmission in specific applications developed in
R&D projects worldwide.

The chapter is organized as follows: the next section provides an overview of the
fundamental standards, either established or emerging, which enable the design
and development of interoperable, expandable, reusable and cost-effective
modeling and animation applications. In the section following, a brief presenta-
tion of on-going and state-of-the-art R&D projects in the area of human (or
human parts) analysis and synthesis is presented. This section focuses on
developed or “under development” projects, mainly dealing with transferring
research results to real life applications. The fourth section deals with a detailed
presentation of four recently started European R&D projects that constitute
major applications of the analysis/synthesis technology, developed with the
author’s contribution. These sets of applications utilize technologies for 3D
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reconstruction of the human body and animation using image sequence process-
ing and graphical modeling. In most cases, reported reconstruction accuracy is
being pursued to map the analysis of the real person with the virtual human
(humanoid) in terms of anthropometrical characteristics. The latter applications
include:

a) The reconstruction of the music teacher training when he/she demonstrates
typical playing methodologies for various musical instruments.

b) The use of human body motion estimation and tracking techniques in the
post-production industry incorporating immersive techniques.

c) The use of human body augmentation for the development of virtual mirrors
for novel e-commerce applications.

d) The use of 3D humanoids in training ergonomics.

Finally, conclusions are drawn in the final section.

Standards

The main tool introduced for the description of 3D “worlds” is the Virtual Reality
Modeling Language (VRML). Technically speaking, VRML is neither virtual
reality, nor a modeling language. Virtual reality typically implies an immersive 3D
experience (such as the one provided by a head-mounted display) and various 3D
input devices (such as digital gloves). VRML neither requires, nor preludes
immersion. Furthermore, a true modeling language would contain much richer
geometric modeling primitives and mechanisms. VRML provides a bare mini-
mum of geometric modeling features and contains numerous features far beyond
the scope of a modeling language (Carrey & Bell, 1997). VRML was designed
to create a more “friendly” environment for the World Wide Web. It provides the
technology that integrates three dimensions, two dimensions, text and multimedia
into a coherent model. When these media types are combined with scripting
languages and Internet capabilities, an entirely new genre of interactive applica-
tions becomes possible (Carrey & Bell, 1997).

X3D (X3D Task Group) is the next-generation open standard for 3D on the web.
It is the result of several years of development by the Web 3D Consortium’s X3D
Task Group and the recently-formed Browser Working group. The needs that
the standard meets are:
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• Compatibility with existing VRML content, browsers, and tools.

• Extension mechanism to permit the introduction of new features, a quick
review of advancements, and the formal adoption of these extensions into
the specification.

• Small, simple “core” profile for widest-possible adoption of X3D support,
both importing and exporting.

• Larger, full-VRML profile to support existing rich content.

• Support for different encoding procedures, including XML for tight integra-
tion with Web technologies and tools.

• Architecture and process to advance the specifications and technology
rapidly.

X3D addresses the limitations of VRML. It is fully specified, so content will be
fully compatible. It is extensible, which means X3D can be used to make a small,
efficient 3D animation player, or can be used to support the latest streaming or
rendering extensions. It supports multiple encoding and various APIs, so it can
easily be integrated with Web browsers through XML, or with other applications.
In addition to close ties with XML, X3D is the technology behind MPEG-4’s 3D
support.

The H-Anim (Humanoid Animation Working Group) model is the most com-
monly used approach to represent human beings. H-Anim is a set of specifica-
tions for description of human animation, based on body segments and connec-
tions. According to the H-Anim standard, the human body consists of a number
of segments (such as the forearm, hand and foot) which are connected to each
other by joints (such as the elbow, wrist and ankle). An H-Anim file contains a
set of Joint nodes that are arranged to form a hierarchy. Each Joint node can
contain other joint nodes, and may also contain a segment node, which describes
the geometry of the body part associated with that joint. Each segment is a
normal VRML transform node describing the 3D shape of the body part (the set
of points that constitutes a 3D surface). The Segments can also have a number
of site nodes, which define locations relative to the segment. The Sites can be
used for attaching clothing and jewelry, and work as end-effectors for inverse
kinematics applications. They can also be used to define eye points and viewpoint
locations. A Segment node may contain a number of displacer nodes that specify
which vertices within the segment correspond to a particular feature or configu-
ration of vertices. H-Anim will be used to describe the gestures.

MPEG-4 (MPEG-4 standard) is a toolkit for developing networked multimedia
applications based on any combination of audio, video, 2D, and 3D content.
Specifically, the MPEG-4 standard was designed for delivering both static and
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interactive multimedia content to any platform over any network. Based on the
Virtual Reality Modeling Language (VRML) standard developed by the Web3D
Consortium, MPEG-4 has been under development since 1993 and today is ready
for use. The first generation of MPEG-4 content servers and authoring tools are
now available. Advances in the MPEG-4 standard still continue, particularly in
the area of 3D data processing, offering a unique opportunity to generate new
revenue streams by way of MPEG-4 and related MPEG activities standards.
The Animation Framework eXtension (AFX) (MPEG-4 AFX), for example, is a
joint Web3D-MPEG effort that will define new 3D capabilities for the next
version of the MPEG-4 standard. Similarly, the MPEG group has recently
initiated an effort to develop standards for Multi-User capabilities in MPEG-4
(MPEG-4, requirements for Multi-user worlds).

The issue of hand and body modeling and animation has been addressed by the
Synthetic/Natural Hybrid Coding (SNHC) subgroup of the MPEG-4 standard-
ization group. More specifically, 296 Body Animation Parameters (BAPs) are
defined by MPEG-4 SNHC to describe almost any possible body posture, 28 of
which describe movements of the arm and hand. Most BAPs represent angles
of rotation around body joints. Due to the fact that the number of parameters is
very large, accurate estimation of these parameters for luminance or color
images is a very difficult task. However, if depth images from a calibrated
camera system are available, this problem is significantly simplified.

MPEG-4 originally focused on video and FBA (Face and Body Animation)
coding. The MPEG-4 FBA framework is limited to human-like virtual character
animation. Recently, the FBA specifications have been extended to the so-called
Bone-Based Animation (BBA) (Sévenier, 2002) specifications in order to
animate any articulated virtual character (Preda & Preteux, 2002).

Relative R&D Projects Worldwide

Computer vision-based techniques are not mature enough to be used for
industrial applications and, thus, semi-automatic systems are usually adopted.
Traditional systems have evolved from the 90s on the analysis of applied human
motion (analysis of sports performance, choreographic movements, medicine
and health, robotics, etc.) towards current semi-automatic systems based on the
implantation of optical markers, which are afterwards digitalized by stereoscopic
images.

Nowadays, the technology of human motion capture and human body synthesis
has achieved a reasonable degree of maturity. This can be deduced from the fact
that, currently, there exist several commercial systems that permit the capture/
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recognition of human motion and its reconstruction and analysis for different
applications. Nevertheless, the current limitations of these tools limit the range
of application of this technology to off-line analysis.

The principal technologies used today are optical, electromagnetic, and electro-
mechanical human tracking systems. Table 1 summarizes the advantages and
disadvantages of the different human tracking systems.

Table 1. Comparison of current motion capture systems (IST HUMODAN,
2001).

Systems Advantages Disadvantages 

Optical 

Systems 

� Optical data are extremely accurate in most cases. 

� A larger number of markers can be used. 

� It is easy to change marker configurations. 

� It is possible to obtain approximations to internal 

skeletons by using groups of markers. 

� Performers are not constrained by cables. 

� Optical systems allow for a larger performance 

area than most other systems. 

� Optical systems have a higher frequency of 

capture, resulting in more samples per second. 

� Optical data requires extensive post-

processing. 

� The hardware is expensive, costing 

between $100,000 and $250,000.  

� Optical systems cannot capture 

motions when markers are occluded 

for a long period of time. 

� Capture must be carried out in a 

controlled environment, away from 

yellow light and reflective noise. 

Magnetic 

Trackers 

� Real-time data output can provide immediate 

feedback. 

� Position and orientation data are available without 

post-processing.  

� Less expensive than optical systems, costing 

between $5,000 and $150,000. 

� The sensors are never occluded. 

� It is possible to capture multiple performers 

interacting simultaneously with multiple set-ups. 

� The tracker's sensitivity to metal can 

result in irregular output. 

� Performers are constrained by cables 

in most cases. 

� Magnetic trackers have a lower 

sampling rate than some optical 

systems.  

� The capture area is smaller than is 

possible with optical systems. 

� It is difficult to change marker 

configurations. 

Electro-

mechanic

al Body 

Suits 

� The range of capture can be very large. 

� Electromechanical suits are less expensive than 

optical and magnetic systems. 

� The suit is portable. 

� Real-time data collection is possible. 

� Data is inexpensive to capture. 

� The sensors are never occluded. 

� It is possible to capture multiple performers 

simultaneously. 

� Low sampling rate. 

� They are obtrusive due to the amount 

of hardware. 

� The systems apply constraints on 

human joints. 

� Configuration of sensors is fixed. 

�  Most systems do not calculate global 

translations without a magnetic 

sensor. 
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Therefore, there is a lot of future in human motion tracking and recognition
systems that are based on optical devices and do not include any wearable
markers. By this method, the person can move freely around an indoor
environment. Of course, this kind of system has some minimal requirements and
the algorithms must be very robust to recover the complete motion parameters
accounting for illumination changes and occlusions.

Moreover, there is also a lot of work that remains to be seen in the area of subtly
introducing 3D technologies in areas of real scientific needs, as the ones
previously mentioned. In the following, we briefly present recent or on-going
projects focusing on these issues.

In the following, an overview of R&D projects dealing with human body
modeling and animation is presented. The R&D projects presented in this
chapter were selected to be representative and also to include successfully
completed projects, as well as on-going projects focusing on innovative ideas. All
projects deal with human body analysis/synthesis techniques. However, their
main focus varies depending on the application. For this reason, the projects are
categorized according to their three main areas of focus:

• Model/motion acquisition and applications

• Human body animation and applications

• Human body analysis/synthesis techniques optimized for transmission

These three fields, i.e., modeling, animation and transmission, represent the main
research areas in human body analysis/synthesis and are also the main focus of
the majority of R&D projects which are, of course, more application-oriented.
The images used in the following section in order to illustrate the concept and the
results of the presented projects are copyrighted by the corresponding projects.

Model/Motion Acquisition and Applications

VAKHUM

VAKHUM: Virtual Animation of the Kinematics of the HUMan for Indus-
trial, Educational and Research Purposes (IST VAKHUM) aims to develop
special services to improve the working environment of various fields that use
computer models of human joints. These fields need high-quality data to perform
their tasks correctly. These tasks are, for example: modeling of human joints,
prosthesis design, car-crash simulation, medical education, and biomedical
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research. All of these tasks use anatomical and kinematics data, but they all
encounter the same problem: no data reflecting the high percentage of morpho-
logical variations in the human species are easily available. Frequently, only
normalized models are produced. Hence, the real relationships between the
morphology and the kinematics of a specific subject cannot be foreseen with high
accuracy. VAKHUM’s main goal is to develop a database to allow interactive
access of a broad range of data of a type not currently available, and to use this
to create tutorials on functional anatomy. The data will be made available to
industry, education and research. A source of high-quality data of both morpho-
logical and kinematics models of human joints will be created. The applied
techniques will allow data to be obtained that is of potential interest in related
fields across industry, medical education and research.

VAKHUM Technical Approach

Morphological data of human bones are initially collected from medical imaging
procedures, mainly by computerised tomodensitometry (CT-Scan). The latter
allows the construction of very accurate 3D bone models (Figure 1).

Several kinds of data will be available from the VAKHUM database. Not only
raw data, but also surface and finite-element models are included. Surface
models are useful for3D animation and/or education, while finite elements
meshes are used to simulate the deformation and the mechanical stresses
induced within living tissues by different motor tasks. They are essential in
research, but also in clinical applications, such as the evaluation of the risk of
bone fracture, or the planning of complex musculo-skeletal surgery. Finite
elements simulations are also useful to teach musculo-skeletal biomechanics.

Figure 1. 3D bone models of the iliac bone. Left: Surface models using tiling
techniques; Right: Finite elements model.
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Kinematics is the study of motion. As part of the VAKHUM project, the motion
of the human lower limb will be studied during several normal activities (walking,
running, stair climbing). Several techniques can be used to study a motion, each
of them having its own advantages and disadvantages. This data, associated with
medical imaging, can bring forth new information on human kinematics (Figure
2). Unfortunately, electrogoniometry is difficult to use to study full-limb motion.

Other systems like motion-capture-devices using stereophotogrammetry (e.g.,
video cameras) allow us to study the relative angular displacement of the joints
of a particular limb by tracking skin markers attached to a volunteer or patient
during some activities (Figure 3).

VAKHUM deals with combining electrogoniometry and stereophotogrammetry
to animate 3D models collected from medical imaging. This technique allows not
only a combination of different data sources, but also a comparison of results
obtained from different protocols, which currently poses an accuracy problem in

Figure 2. Joint kinematics. Left: Hip joint during a motion of flexion; Right:
Knee joint flexion. Helical axes of motion are displayed, as well.

 

Figure 3. Left: Anatomical calibration of skin markers for gait analysis;
Right: Kinematics analysis of stair climbing.
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biomechanics due to a lack in standardisation. Furthermore, the 3D models
produced by VAKHUM will be fully documented and established according the
available guidelines from the International Society of Biomechanics (ISB). This
should be a guarantee that the VAKHUM data will be widely accepted.

e-Tailor

e-Tailor: Integration of 3D Body Measurement, Advanced CAD, and E-
Commerce Technologies in the European Fashion Industry (Virtual Retail-
ing of Made-to-Measure Garments, European Sizing Information Infra-
structure) project (IST e-Tailor) aims to establish an innovative paradigm for
virtual retailing services of customized clothing by tackling related problems  of
different sizing systems, fitting problems, high cost, data privacy and lack of
interfaces. The main goal of e-Tailor is to develop an advanced customized
clothing infrastructure, enabling the customers to visualize themselves wearing
clothes on offer at e-kiosks and Internet shops.

e-Tailor Technical Approach

The method adopted for both body presentation and animation for online web
applications is to use generic models. The main advantage of using generic
models is that one can give necessary information in a pre-processing stage and
then online calculations can be performed quickly. This also provides animation
information automatically. The basic idea is to consider an avatar or virtual model

Figure 4. From generic to personalized body and garment simulation and
animation.

Off-line computation of generic model

Generic
model

Generic H-ANIM Body
+ Generic Garment
+ Body Animation
= Generic Garment Animation

Online computation of new colored and
personalized garment animation

Example
of

personal
model

Customer’s H-ANIM Body
+ Body Animation
+ Garment simulated online
= Garment Animation  on Customer’s
Body
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as a database of combined set of data, including 3D shape and the structure on
how to animate it.

The human modeling approach starts from default virtual human generic models,
including shape and animation structures, and the generic shape is transformed
into a new virtual model, according to the scanned body information (Figure 4)
(Katsounis, Thalman & Rodrian, 2002). For the generic body animation, a
walking motion obtained from a VICON TM motion captured system was
applied (Vicon, 2001). Six cameras with a simple rate of 120Hz are used along
25 mm markers.

Human Body Animation and Applications

Intelligent conversational avatar

This project is being developed by the HITLab at MIT. The purpose of this
project is to develop an Expert System and Natural Language Parsing module to
parse emotive expressions from textual input. The information will be then used
to set the graphical appearance of avatars in order to reduce the need to switch
between messages.

Technical Approach

The Expert System parses the text to get the emotions the user desires to portray,
taking into account cues present in text, such as: types of words used, contextual
information, length of phrases typed, use of emotions, etc.

An agent entity is causing the display of the emotions of the person who is typing
his text input. The agent is also propagating these emotions to a specific recipient.
The Expert System is used to characterize the agent and his/her emotional states.
Facts about emotional effects must be specified in terms of simple data
structures or unambiguous natural language (NL) statements (e.g., if one is
irritated, then further irritation can make the person angry) (Figure 5).

Figure 5. Emotional states (happy-unhappy).
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To implement the emotional model, an unambiguous set of emotional categories
with a certain degree associated has been used, and a transition function for
perturbing the emotional states. For this function, the behavior of an exponential
model has been used (e-j). To obtain continuous changes, Fuzzy Logic was
applied. The Expert System, itself, is implemented in CLIPS, a language
developed by NASA. The 3D face model used was composed of polygons, which
can be rendered with a skin-like surface material. A more detailed presentation
of the project is provided in Intelligent Conversational Avatar.

FashionMe

FashionMe: Fashion Shopping with Individualized Avatars project (IST
FASHIONME) offers a breakthrough for the European fashion industry.
Customers will be able to try on custom-tailored clothing “virtually” using avatars
over the Internet (Figure 6). The FashionMe platform aims to provide the
European fashion industry with an Internet infrastructure for avatars, including:

• Photorealistic avatars in fitting rooms.

• A website for avatars.

• A service for personalized avatar clothing.

• Selling avatar related products, such as clothing.

• An e-Commerce platform for purchasing clothes through the Internet.

FashionMe Technical Approach

In order to realize 3D garment visualization on an individualized avatar or to use
a virtual catwalk displayed with regular web technologies, several components

Figure 6. The scanning and clothing adaptation systems used in FashionMe.
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are needed. For example, an avatar must have certain prerequisites in order to
meet these requirements. The three essential components are:

1. A 3D mesh representing the shape of the body,

2. Texture mapping on this mesh to provide the avatar with a realistic
appearance,

3. An H-Anim model taken as a basis for the definition of motions. This also
comprises the definition of joints with certain degrees of freedom, as well
as adjustable length relations.

The term eGarments denotes digital, 3D models of real pieces of clothing. Most
online product catalogs only consist of 2D pictures. The easiest way to produce
eGarments is to generate data from a CAD program, which is used for the design
and the cutting construction of the clothing. State-of-the-art of cutting construc-
tion is, however, in most cases only two-dimensional. In order to generate a 3D
volume model of the garment, these faces must be sewed together virtually and
then transferred into a 3D grid model. eGarments are produced in FashionMe in
a multistage process. A real dummy is equipped with the specific garment and
is then scanned in 3D. The basis for this method is that the naked dummy was
scanned in the first instance so that the system knows the gauges of the dummy.
In a second step, the dummy is scanned wearing the garment. By subtracting the
known rough model from the dressed model, the necessary geometric data is
computed. The eGarment consists of the offset of the dummy, the garment’s
surface, and the graphical information, which maps the surface and is used as a
texture.

The focus of the scanning technology used in FashionMe (provided by the
AvatarMe company) basically lies on the simple and fast generation of Internet-
enabled, personalized avatars that have a realistic appearance, and not so much
on an exact rendering of the actual gauges of a person. The scanner is
accommodated in a booth that can also be set up in public places (Figure 6). The
scanning process comprises digitally photographing the model from four differ-
ent perspectives. Based on these digital views, the avatar is computed by means
of existing rough models. In order to be able to move the model realistically, the
avatar is assigned a skeleton. The assignment of all necessary points in the avatar
for the individual joints is realized using predefined avatars. After size, weight,
age and sex of the scanned person have been recorded, the most appropriate
avatar is automatically selected from about 60 different pre-defined body
models. Then, the avatar is personalized using texture mapping. This procedure
provides a first skeleton, which can be further refined manually, in order to equip
fingers with knuckles, for example.
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The avatar produced using this procedure does not really comply with the exact
body measures of the respective person. The quality, however, is sufficient to
walk on the virtual catwalk and get a realistic impression of how the garment
would actually look on one’s body. The mesh of such an avatar consists of about
3.800 nodes. This figure can be considered a compromise between the desired
accuracy and the minimal amount of data. The procedure is optimized for real-
time web animation.

Moving the virtual skeleton of the user is referred in FashionMe as “the virtual
catwalk.” Virtual catwalk animates the avatar according to defined, sex-specific
motion sequences. The motion sequences contain detailed, time-dependent
descriptions of motions for every joint. These motion sequences are either
generated artificially by means of a 3D editor, or digitized by motion capturing
real movement of the users. Motion capturing (e.g., the technology of Vicon)
(Vicon, 2001) records and digitizes even complex movements of a human model
with all their irregularities in order to provide the highest possible realistic
impression.

INTERFACE

The objective of the INTERFACE: MultimodAl analysis/synthesis systEm for
human INTERaction to virtual and augmented environments project (IST
INTERFACE) is to define new models and implement advanced tools for audio-
video analysis, synthesis and representation, in order to provide essential
technologies for the implementation of large-scale virtual and augmented
environments.

The work is oriented to make man-machine interaction as natural as possible,
based on everyday human communication by speech, facial expressions, and
body gestures. Man-to-machine action is based on a coherent analysis of audio-
video channels to perform either low-level tasks, or high-level interpretation and
data fusion, speech emotion understanding or facial expression classification.
Machine-to-man action, on the other hand, will be based on human-like audio-
video feedback simulating a “person in the machine.” A common software
platform will be developed by the project for the creation of Internet-based
applications. A case study application of a virtual salesman will be developed,
demonstrated, and evaluated.

INTERFACE Technical Approach

Research within INTERFACE focused on the design and development of the
following components: a) emotional speech analysis, b) emotional video analysis,
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c) emotional speech synthesis, d) emotional facial animation and e) emotional
body animation.

Emotional speech analysis: The aim of this task is to define a limited set of
parameters that would characterize the broad emotion classes. To achieve
that, a number of tools for low and high-level feature extraction and analysis
were developed. Calculation of low-level features included phoneme
segmentation, pitch extraction, energy measure and calculation of pitch and
energy derivatives. The high-level features were grouped into five groups:
The first group consists of high-level features that are extracted from pitch.
The second group consists of features that are extracted from energy. The
third group consists of features that are calculated from phoneme segmen-
tation. The fourth group consists of features that are calculated from
features calculated from pitch derivative. The fifth group consists of high-
level features that are calculated from energy derivatives. A set of 26
different high-level features were analyzed, in order to define a set of high-
level features that differentiated various emotions the most. All low and
high-level features that did not show any capabilities to differentiate the
emotions were excluded from the set.

Emotional video analysis: The research that is carried out within the project
is focused on expression recognition techniques that are consistent with the
MPEG-4 standardized parameters for facial definition and animation, FDP
and FAP. To complement the expression recognition based on low-level
parameters, additional techniques that extract the expression from the
video sequence have also been developed. These techniques also need the
location of the face and a rough estimation of the main feature points of the
face. For this aim, there is an activity oriented to Low Level Facial
Parameter extraction and another activity aimed at High Level Facial
Parameter extraction or expression recognition. Another group of tools has
been developed for the extraction of cues important for dialogue systems,
such as gaze, specific movements like nods and shakes for approval or
disapproval, attention or lack of attention.

Emotional speech synthesis: A proprietary tool for Text-To-Speech synthesis
has been made compliant to MPEG-4 for its synchronization with animated
faces, and addition of a new functionality needed for emotional synthesis:
energy modifications. In particular, the modification was oriented to
improve the phoneme&synchronization information that is necessary to
interface the Facial Animation module.
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Emotional facial animation: The first activity carried out was related to the
enhancement of the facial expressions synthesis. With the help of an artist,
a database of high-level expressions has been developed by mixing low-
level expressions. A second activity was related to the development of a
facial animation engine based on Facial Animation Tables (FAT), in order
to accurately reproduce facial animations. For each Facial Animation
Parameter (FAP), we need the FAT to control the displacements of the
vertices corresponding to the Facial Description Parameter (FDP). The
FAT can be defined with an animation engine or by a designer. The
advantages of the FAT-based animation are that the expected deforma-
tions due to the animation are exactly mastered, the FAT can be defined by
a designer and, thus, the animation can be balanced between realistic and
cartoon-like behavior. The drawback is that each FAT is unique to a given
face and it is required to build one FAT for each face (even if the topology
of the mesh is the same), whereas an MPEG-4 animation engine can work
with any face mesh and FDP data.

Emotional body animation: The server calculates the emotion from all man-to-
machine action (text, speech and facial expression) and associates to this
emotion a gesture that is translated into the corresponding Body Animation
Parameters (BAP) file that is finally sent through Internet.

STAR

The (IST STAR) project Service and Training through Augmented Reality
(STAR) is a collaboration between research institutes and companies from
Europe and the USA. STAR’s focus is the development of Mixed Reality
techniques for training, documentation, and planning purposes.

To achieve these, the following components were developed (Figure 7):

• Automated 3D reconstruction of industrial installations,

• Automated view selection and camera handover,

• Manipulation of mixed objects by virtual humans,

• Approaches with different tracking and recognition of objects from video,

• User interface to create own Augmented Reality applications.

Using these components, it is possible to realize the following scenario: A worker
is on-site preparing to perform a maintenance task. He is equipped with a laptop
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with a camera and a wireless connection to the local computer network. The
camera captures the workspace in which the worker is operating and the video
from the camera is transmitted over the network to an expert. The 3D position
of the camera with respect to the scene is tracked automatically by the system,
using feature-matching techniques. The expert can augment the video with a
variety of relevant information: text, 3D, etc., and send the augmented view back
to the worker over the network. He will then use this information to decide what
steps to perform next.

STAR Technical Approach

The main component of STAR is the “virtual human,” a set of connected
software components that allows manipulation of mixed objects by virtual
humans. The operator is able to add autonomous virtual humans into augmented
environments. Both the user and autonomous virtual humans are able to move,
animate, and deform objects, whether real or virtual. This involves replacing real
objects with virtual ones when they are being manipulated.

The STAR project uses and investigates different edge-based and feature-based
tracking algorithms in different components. Tracking information is then used
to control the virtual human and manipulate the virtual objects.

BLUE-C Project

The blue-c (BLUE-C Project) is a joint research project between several
institutes at ETH Zurich. The goal is to build a collaborative, immersive virtual
environment, which will eventually integrate real humans captured by a set of

Figure 7. STAR project components.
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video cameras. The project started in April 2000 and its first phase is expected
to be completed by Spring 2003.

Mastering rapidly changing computing and communication resources is an
essential key to personal and professional success in a global information society.
The main challenge consists not only in accessing data, but rather in extracting
relevant information and combining it into new structures. The efficient and
collaborative deployment of applications becomes increasingly important as we
find more complex and interactive tools at our disposal. Today’s technology
enables information exchange and simple communication. However, it often fails
in the promising field of computer enhanced collaboration in virtual reality
environments. Some improvements were made by coming-of-age virtual reality
systems that offer a variety of instrumental tools for stand-alone visual analysis.
Nevertheless, the crucial interaction between humans and virtual objects is
mostly neglected. Therefore, successful models of truly computer supported
collaborative work are still rare.

The blue-c project aims at investigating a new generation of virtual design,
modeling, and collaboration environments. 3D human representations are inte-
grated in real-time into networked virtual environments. The use of large screens
and cutting-edge projection technology creates the impression of total immer-
sion. Thus, unprecedented interaction and collaboration techniques among
humans and virtual models will become feasible.

Blue-c Technical Approach

The blue-c features are:

• Full immersion of the participants in a virtual world,

• 3D rendered human inlays, supporting motion and speech in real-time,

• New interaction metaphors between humans and simulated artifacts of
functional and/or behavioral nature.

The blue-c system foresees the simultaneous acquisition of live video streams
and the projection of virtual reality scenes. Color representations with depth
information of the users are generated using real-time image analysis. The
computer-generated graphics will be projected onto wall-sized screens sur-
rounding the user, allowing him to completely enter the virtual world. Multiple
blue-c portals, connected by high-speed networks, will allow remotely located
users to meet, communicate, and collaborate in the same virtual space. The blue-c
system includes:
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• A fully immersive 3D stereo projection theatre,

• Real-time acquisition of multiple video streams,

• 3D human inlays reconstructed from video images,

• Voice and spatial sound rendering,

• Distributed computing architectures for real-time image processing and
rendering,

• A flexible communication layer adapting to network performance,

• Scalable hardware and software architecture for both fixed and mobile
installations,

• An advanced application programming interface.

Applications of blue-c include architectural design, next-generation product
development, and computer-aided medicine.

Human Body Analysis/Synthesis Techniques Optimized
for Transmission

ATTEST

The ATTEST: Multimodal Analysis/Synthesis System for Human Interaction
to Virtual and Augmented Environments (IST ATTEST) project will design an
open, flexible and modular 3D-TV system, which can be used in a broadcast
environment. It will be based on the concept of 2D video and synchronized depth
information, assuring full compatibility with digital 2D-TV available today. As
early as 1920, TV pioneers dreamed of developing high-definition 3D color TV,
as only such would provide the most natural viewing experience. Today, the
hurdle of 3D-TV still remains to be taken.

Essential requirements are the backwards compatibility with existing 2D broad-
cast and flexibility to support a wide range of different 2D and 3D displays. This
can be achieved by providing depth as an enhancement layer on top of a regular
2D transmission. ATTEST will address the complete 3D-TV broadcast chain:
3D content generation (novel 3D camera and 2D-to-3D conversion of existing
content), 3D video coding (complying with 2D digital broadcast and streaming
internet standards), and visualization on novel single and multi-user 3D displays.
The concept to provide 3D as synchronized 2D and depth information finally
provides the flexibility to allow local customization of the depth experience.
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ATTEST Technical Approach

In ATTEST the need for the 3D video content will be satisfied in two different
ways:

• A range camera will be converted into a broadcast 3D camera, which
requires a redesign of the camera optics and electronics to deliver a full
resolution 3D camera, higher depth and pixel resolution;

• As the need for 3D content can only partially be satisfied by newly recorded
material, ATTEST will also develop algorithms to convert existing 2D video
material into 3D. Both offline (content provider) and online (set-top-box)
conversion tools will be provided.

In the introduction period, 2D and 3D-TV sets will co-exist. ATTEST will,
therefore, develop coding schemes within the current MPEG-2 broadcast
standards that allow transmission of depth information in an enhancement layer,
while providing full compatibility with existing 2D decoders. First, perceptual
quality will be assessed through a software prototype, later a hardware real-time
decoder prototype will be developed.

At present, a suitable glasses-free 3D-TV display that enables free positioning
of the viewer is not available. Also, there is no suitable display for single users
(3D-TV on PC), or for use in a typical living room environment. ATTEST will
develop two 3D displays (single and multiple user) that allow free positioning
within an opening angle of 60 degrees. Both are based on head tracking and
project the appropriate views into the viewer’s eyes.

ATTEST will deliver a 3D-TV application running on a demonstrator platform,
with an end-to-end DVB delivery system. The 3D content will either be recorded
with the ATTEST 3D camera, or will be converted from 2D video footage using
the ATTEST 2D-to-3D conversion tools. ATTEST will build a real-time MPEG-
2 base and 3D enhancement layer decoder and demonstrate optimized 3D video
rendering on the ATTEST single and multi-user 3D displays.

VISICAST

The goal of ViSiCAST: Virtual Signing: Capture, Animation, Storage &
Transmission project (IST VISICAST) is to improve the quality of life of
Europe’s deaf citizens by widening their access to services and facilities enjoyed
by the community at large. The project identifies a number of aspects of life
where the integration of deaf individuals in society would be improved if sign
language communication was available: access to public services, commercial



362   Karatzoulis, Davarakis & Tzovaras

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

transactions and entertainment, learning and leisure opportunities, including
broadcast and interactive television, e-commerce and the World Wide Web.

The movements of the virtual human are “copies” of those of a native sign
language user. Software specially developed for the project captures the
signer’s hand, mouth and body movements using a variety of electronic sensors
(Figures 8 and 9). These movements are then stored and used to animate the
avatar when required.

VISICAST Technical Approach

Individual components of shape and movement may be acquired live (motion
capture of human signers) or constructed in 3D graphic space using physical
modeling tools (Figure 10). Tools based on each system will be developed in
parallel, evaluated, and deployed as appropriate. For use with the direct
recording of signed sequences, the project will develop a refined suite of
advanced Motion Capture Tools, forming a single, coherent, capture, recording
and replay system, using robust techniques and equipment capable for use in TV
studios and other industrial, non-laboratory settings.

An Internet browser plug-in has been developed, which allows viewing of text
as signs. A version is provided free of charge to deaf users. Authoring tools have
also developed to allow deaf people to construct their own deaf-signed web sites.

The applications of the virtual human signing system are going to be used in face-
to-face transactions, such as post offices, health centers and hospitals, advice
services, and shops. Currently, the scenario for these transactions in VISICAST
is a post-office. The system allows the counter clerk serving the deaf customer
to speak into a microphone and have his or her speech translated into on-screen
virtual human signing. To improve the efficiency of the transactional system, it

Figure 8. TESSA, the TExt and Sign
Support Assistant.

Figure 9. Signs being motion
captured.
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incorporates available technologies to “read” limited signs from the deaf
customer and translate these into text (or speech) that the counter clerk can
understand.

Application Oriented Projects –
Case Studies

Based on the results of the analysis of human (or human part) movement, a
number of 3D synthesis applications have been developed and demonstrated in
many research projects. In the following, we will present four such research
projects selected in terms of utilizing technology research in cost-effective
information society applications:

• Project HUMODAN: An automatic human model animation environ-
ment for augmented reality interaction is facing the issue of extracting
human body motion for the post-production industry and media at large.

Figure 10. VISICAST project concept.
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• Project IMUTUS: Interactive Music Tuition System is using 3-D tech-
nologies to reconstruct humanoid music teachers and demonstrate typical
methodologies for performing various musical instruments.

• Project SHOPLAB: The ShopLab-Network for Test and Design of
Hybrid Shop Environments based on multi-modal Interface Technol-
ogy is introducing the aspect of a virtual mirror augmenting the human body
for use in a commercial environment promoting shopping procedures.

• Project MIRTH: Musculo-skeletal Injury Reduction Tools for Health
and safety, where 3-D technology is being utilized for determining ergo-
nomics in the automotive industry design and training.

HUMODAN: An Automatic Human Model Animation
Environment for Augmented Reality Interaction

The objective of the HUMODAN project (IST HUMODAN, 2001) is to design,
develop and set up an innovative system for automatic recognition and animation
of human motion in controlled environments. The most relevant and distinctive
feature of this system with respect to existing technologies is that the individual
being recorded will not wear any type of marker or special suit or other types of
sensors. This system is expected to be highly useful in a wide range of
technological areas, such as TV production, tele-presence, immersive and
collaborative interactivity storytelling, medical diagnostic support, tele-opera-
tion, education and training.

In the field of multi-part systems, not much research work has been carried out
so far in human motion reconstruction. Two noticeable exceptions are the
simulation of human body motion in sports activities and the medical diagnosis of
damages in the locomotor system, for example, gait analysis. In this case, the real
motion of the sportsman has been recorded with video cameras. After adequate
processing, the trajectories of several points are applied as inputs to a mechanical
model of the human being. An Inverse Dynamics algorithm allows one to
calculate the overall motion of the person, as well as the internal forces that are
required to produce the motion, energy consumption, ground reactions, etc.
Further post-processing of these outputs will estimate specific indices, for
example, the performance of the athlete or the level of gait damage of a patient.
Investigations on motion patterns are still in course and there are not yet
automatic methods implemented.

Real-time dynamic simulation of mechanisms has been a very active research
field recently, with applications mainly in robotics and vehicle simulation,
considering different degrees of accuracy in the model. In this basis, HUMODAN
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is developing an innovative system for recognition of human motion based on
image processing analysis/synthesis techniques. The system will be enhanced to
recognize and analyze other biped and no-biped beings, like for example pet
animals, robots, etc. In addition, it will be able to focus only in a part of the body
but with high detail, like for example the hands or the face. The fundamental aim
is to obtain a 3D model of the person or persons by means of a sequence of
images taken from different viewpoints. With this information the aim is to carry
out different tasks such as: realistic animation of a person, biomechanical study
of sports or dance movements, recognition of a person (face and movements),
integration of a virtual humanoid with real characters, interaction in a person and
humanoid immersed environment, robot tracking of a person, etc.

To ensure the widest range of applications, the individual recorded will not wear
any type of marker or special suit. To this end, biomechanical models will be
constructed using a hierarchical and articulated structure in order to establish a
correlation between each structural element of the biomechanical model with the
analytical characteristics of the images obtained using different views. Innova-
tive shape or part recognition techniques will be applied. The biomechanical
model will include a knowledge database to retain high-level information of the
motions.

To make the system usable it will also be necessary to develop specific
applications and plug-ins to integrate the animation into end users tools such as
digital TV production software, animation software and virtual environments like
a CAVE. The HUMODAN system is expected to allow the development of new
applications including: a) medical applications such as non-invasive diagnose of
neurological damages affecting the locomotor system, b) surgery training,
anatomy, traumatology, etc., training the use of tools or processes in dangerous
environments, virtual laboratories, sports, etc.

HUMODAN technical approach

HUMODAN is an on-going project being mainly developed based on the Avango
framework (Tramberend, 2000). Avango is a programming framework for
building distributed, interactive VE applications. It uses the C++ programming
language to define two categories of object classes. Nodes provide an object-
oriented scene-graph API, which allows the representation and rendering of
complex geometry. Sensors provide Avango with its interface to the real world
and they are used to import external device data into an application.

Avango’s distribution paradigm is based on an object-based representation that
matches well with scenegraph-based virtual environment development. All
objects in Avango are field-containers. These field-containers represent the
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object’s state information as a collection of fields. This method is similar to the
method used in the Inventor ToolkitTM (Strauss, 1993) and in VRML. These
field-containers support a generic streaming interface. This allows the field-
container and its fields (i.e., the object and its state information) to be written to
a stream and then reconstructed from a stream. This forms the basis for object
distribution in Avango.

ShopLab: Network for the Test and Design of Hybrid
Shop Environments

The objective of the ShopLab project (IST ShopLab) is the development of
hybrid shop environments based on multimodal interfaces (and interspaces)
which combine the virtues of real world shops with the additional value of digital
technologies and services. The alienation of many people to new technologies
will be reduced by integrating their needs and experiences in the design process.
Therefore, test beds that are accessible to the public will be installed in a model
shop and in real shops so that an active participation of users will be guaranteed.
Both social and practical user acceptance can be tested in realistic environ-
ments. The enormous cultural value of traditional retail shops in different
European regions, as well as the different European mentalities, will be regarded
in the participatory design of the hybrid shop modules.

The ShopLab project consists of the following elements: hardware interface
design, software interface design, shop construction and design, multimedia
application design, usability and user acceptance test design and inter-cultural
communication design for the development of hybrid shop environments. These
environments consist of ShopLab modules such as Interactive Window, Interac-
tive Shelf, Interactive Mirror and Interactive (Entrance) Space. These modules
consist of H/W and S/W interface components that make use of multiple
interaction modalities and include shop-specific multimedia applications and
services.

ShopLab will merge real objects from shop display rooms with virtual elements
and vice versa. The resulting hybrid shop environments will support multi-modal
interaction and will appeal to multiple human senses (tactile, acoustic, visual,
gesture/movement). The whole shop, including products and the shop interior,
will be transformed into a “shop-terminal,” providing access to additional
information and services. Following the tangram metaphor, flexibility and
adaptability will be key requirements for the ShopLab systems.



Synthesis and Analysis Techniques for the Human Body   367

Copyright © 2004, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

SHOPLAB technical approach

In order to clearly indicate the potential of the project, we will present in detail
the functionality of the Virtual Mirror scenario, which is part of the ShopLab
toolbox. In the case of small clothing shops, lack of space is often a factor that
detracts from the shoppers’ enjoyment. When trying different outfits on in a
small cubicle, one cannot see how the clothes will look in a natural environment.
Certain views of the clothes are difficult to obtain, for example, one cannot easily
see how the trousers fit in the back. Moreover, some types of clothes, for
example, a snowboarding garment, are particularly difficult to evaluate in the
shop environment. The following ShopLab installation overcomes these prob-
lems. On one wall of a changing room imagine an ordinary mirror for traditional
changing room evaluation, while on an adjacent wall a flat screen panel displays
the customer in their new clothes in an appropriate environment (Figure 11).
They will be able to see themselves easily from behind or sideways. The
displayed artificial environment and lighting conditions make it easier to evaluate
how the clothes would appear in a “real world” situation (Figure 12).

The ShopLab platform is mainly being developed using the ARTookit libraries
(ARToolkit Library). ARToolkit is an open-source vision-tracking library that
enables the easy development of wide range of Augmented Reality applications.
The library has been inspired and implemented by Professor Hirokata Kato and
Dr. Mark Billinghurst. The 3D human models will be developed based on the H-
Anim standard. A portable 3D body scanner will be used for the modeling.

Figure 11. The concept of the
Virtual Mirror.

Figure 12. The Virtual Mirror
in action.
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IMUTUS: Interactive Music Tutorial System

The main goal of the IMUTUS project (IST IMUTUS) is to provide an
interactive music tuition multimedia system for training users on traditional
instruments with no MIDI (Musical Instrument Digital Interface) output. The
selected instrument is the recorder. The system will be based on audio/optical
recognition, multimedia, virtual reality and audio-to-MIDI transformation tech-
nologies.

The most important aspect of IMUTUS in terms of human body analysis and
synthesis is the Movement Authoring tool (Figure 13), which is part of the
IMUTUS virtual reality module. A very important aspect in learning and
practicing with a musical instrument is the fingering technique used. The
movement of the hands and the positioning of the instrument between the lipsare
only two examples of the kinematics involved in learning to play music. In order
to support this learning aspect, the system will provide visual representations of
the movement of the fingers of a virtual teacher synchronized with the music
played. The teachers will have the opportunity to use a dedicated authoring tool
in order to visually record their movements and convert them to 3D representa-
tions. The reason for not using simple video is that with 3D representations the
learning user will have the possibility to freely navigate within the scenery and,
thus, observe the movement of the teacher from different viewpoints, zooming
in and out, and emphasizing aspects that he/she considers especially difficult
(i.e., the position of two fingers next to each other).

Figure 13. The modules of the author movement tool.
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The introduction of virtual reality will allow experimenting with new pedagogical
mechanisms for teaching music and, more specifically, for correcting hand
positioning. Entirely different from the adoption of simple videotapes, by using
the VR it will be possible for the pupil to re-execute specific passages that are
not planned in the video, but can be directly produced on the basis of the music
score or MIDI. This is a high-level coding for the finger movements. The high-
level coding allows the updating of the pupil database via Internet. It would be
impossible to send MPEG videos to show the same gestures.

IMUTUS technical approach

Many researchers have worked on 3D finger representation, but their concen-
tration was mainly on gesture recognition aspects, providing no timing or
synchronization facilities for the movement of the fingers. The major problem in
3D finger representation and playback synchronization is the correct timing of
the virtual fingers.

Concerning the gesture description, using separate controls for each geometry
can be useful, but this increases the complexity of the system. The controls can
be reduced using inverse kinematics methods by implementing only one control
for each finger. For the gesture description subcomponent, a hybrid system with
inverse kinematics and H-Anim models is adopted. The 3D finger representation
module supports the following functions:

• Read initial position values (read position values for fingers).

• Read final position values (read position values for fingers).

• Get morphing total time (read time for morphing from initial to final state).

• Calculate intermediate position values of the morphing sequence (real-time
finger position calculation and interaction with the 3D rendering engine).

Correct representation and modeling of the virtual hands can also be performed
using virtual reality gloves (e.g., the CyberGlove of Immersion Technologies)
(Immersion Corp., 2002). CyberGlove is a low-profile, lightweight glove with
flexible sensors which can measure the position and movement of the fingers and
wrist. It is based on a resistive, bend-sensing technology and its sensors are thin
and flexible enough to produce almost undetectable resistance to bending. The
device can provide accurate measurements for a wide range of hand sizes.
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MIRTH: Musculo-skeletical Injury Reduction tools for
Health and Safety

In this set of applications, we introduce yet another concept recently introduced
in the Automotive Industry, by Daimler-Chrysler in Germany. It is the use of 3D
human motion for teaching and benchmarking ergonomics in the workplace. A
project running under the European Research and Development Programme
“Growth,” is called MIRTH and aims at producing a set of tools that perform
ergonomic assessments of workplaces. The particular areas of application are
computer workstations and office ergonomics, electronic assembly work, and
car manufacturing production lines. The benefits of the project will include
reducing the present high costs of injuries incurred as a result of work-related
musculo-skeletical disorders.

The project will also develop an ergonomics-training tool in two versions, one for
expert users (ergonomers, workplace designers) and one for non-expert users
(office workers). The tool will be based on the concept of illustrating ergonomics

Figure 14. Different Modes of Illustration in MIRTH.

Figure 15. Illustrating the concepts of force and repetition.
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concepts (Figure 14) such as posture, force and repetition by 3D animation and
video effects (Figure 15).

Conclusions

This chapter presents  recent results of synthesis and analysis techniques for the
human body reported by R&D projects worldwide. The examined technological
area has produced impressive research results, which have emerged as success-
ful consumer applications, especially in the media, industrial and educational
markets.

During the last decade, a very large number of articles have been published in
the research area of human body modeling. However, computer vision-based
human body analysis/synthesis techniques are not mature enough to be used for
industrial applications and, thus, semi-automatic systems are usually adopted.
Many issues are still open, including unconstrained image segmentation, real-
time motion tracking, personalization of human models, modeling of multiple
person environments and computationally efficient real-time applications. Each
one of these topics represents a stand-alone problem and their solutions are of
interest not only to human body modeling research, but also to other research
fields.

Reduction of the processing time in order to support real-time applications is one
of the major issues in human body modeling and animation. Reduction depends
on the performance of the current computer systems (CPU and memory
capabilities), which are constantly improving, and the computational complexity
of the technical approaches used (matching/tracking algorithms, etc.), which,
however, are not expected to significantly lower processing time. Thus, it is
expected that in the near future algorithms, that nowadays are computationally
prohibitive, will be feasible, giving rise to new human modeling and animation
applications.

Realistic human body modeling and animation is considered essential in virtual
reality applications, as well as in remote collaboration in virtual environments.
Most R&D projects reviewed in this chapter are moving in this direction and their
results are considered to be very interesting and promising. Virtual Reality
applications today lack real-time human participation. Most applications have
been shown as walk-thru types for virtual exploration of spatial data (virtual
prototypes, architecture, cultural heritage, etc.) or as user interactive direct
manipulation of data (training systems, education systems, etc.). Especially in
digital storytelling, applications today are limited to predefined human participa-
tion, such as animated 3D cartoons and/or integration of pre-recorded video
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textures for the representation of humans. A life-like virtual character recon-
structed and controlled by the behavior of a human in real-time would be
desirable for many types of applications in digital storytelling, especially in the
field of supporting performances in theatres with virtual background for human
and synthetic actors. In the field of collaborative virtual environments, most VR
systems do not support network distributable applications and, therefore, lack the
means to represent a remote human team member in a collaborative application
scenario. Examples using real-time video textures for remote participants have
been demonstrated so far and have shown major problems in collaboration, as the
perspective projection for the 3D virtual world and the remote participant
(represented by real-time textures) were different.

Many R&D projects are still focusing their research on human body modeling
and animation. It is expected that most of the current research problems reported
will be solved within the next years and more real-time applications, especially
in the multimodal interaction area, will be feasible. However, due to the nature
of the human body modeling problem, completely general solutions (working
under all circumstances and for all users) are not expected in the very near
future.
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